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Abstract

When analysing food consumption data a number oblpms arise when one
departs from the comparative statics of conventiodeanand theory. Two of these
properties, non-linearity and non-stationarity prés a major challenge for
econometric modelling. A new method for time seaeslysis, namely recurrence
analysis, is outlined which allows for robust amsédyof data that can not be
satisfactorily handled with established econometmethods. The method is
explained and applied to specific food consumptata. General implications for
empirical modelling of similar data are inferred.

JEL classification: C22, C40



Non-technical summary

Not available



1. Introduction

Food consumption has been a focus of attentioredonomists. It is well known
that consumer choice can no longer be considerdtieirestricted framework of
prices and incomes as conventional economic theostulates. Numerous new
determinants of food demand, such as preferenagfjral characteristics and
enviromental issues are also important. The inctusif these factors and influences
in quantitative models of consumption is howeveffialilt. They are mainly
unobserved variables and whatever measures orggraxe used for them, there is a
danger of misinterpretation.

Conventional consumption theory uses consumer aretes to explain consumer
choices. This is however in the framework of comapae statics where preferences
are regarded as fixed. When a more flexible dynaapproach is adopted,
preferences can no longer be considered fixed. Tdange and indeed can be
created. Take as an example organic or non-gehgtivedified food. Who had
thought about this several years ago and had edtatll preferences towards non-
GM food? Preference changes are considered exogewdathin conventional
consumption theory - their change alters the nattidemand. When the underlying
determinants of consumer choice are changeabkejrtglies that the relationships
that econometricians estimate from time series dallathemselves be variable.
The mechanism that generates the economic datdbeamriable as the Austrian
subjectivists suggested many years ago. Additigrthlk model of consumption or
consumer choice even after imposing appropriateplgications for the sake of
tractabilty "... is still ... a non-linear prograth(Lancaster, 1966).

The conclusion is that any attempt to include \@es other than prices and incomes
in models of consumer behaviour, will inevitablyiroduce non-linear and time-
varying relationships. With regard to standard ecoetric terminology, the
additional implications can be defined as non-liitgaand non-stationarity. The
non-linear character of some economic time seriese® problems for analysis.
Often econometricians utilise linear models, rajyiopon finite Taylor series
approximations hoping that they can capture thelm&ar effect via appropriate
representations of the irregular terms. The noeadliity, however, can be expressed
in different forms, and, in some cases, there matyexist any appropriate linear
approximations (Urbach, 2000). Ideally one woukklito estimate the invariant
characteristics of the unknown dynamic system tpenerated the time series.
Unfortunately methods for doing so require long amuse-free series, which is
normally not the case with the data available. Moeg, most of the available
methods assume data stationarity. Therefore we meedse different tools for
assessing data and extracting information whewld& is non-stationary.



2. Data

We illustrate the above problem with analysis afadshowing its implications for
guantitative modelling in general. The data we argeseasonally and shock adjusted
product indices of subsistence presented in Ko§2®01). These are presented
graphically in appendix 1. They measure the deguéeself-sufficiency of
households showing the share of own production aasbhold consumption for
different products in Bulgaria. These indices @& talculated from the break-down
of monthly household budgets data and represeati@ of that part of household
production that is left for own consumption to tot@usehold consumption. The
formula for calculating the subsistence indices (Sl

S| = (household production - sold quantities) abak sum.

Three products have been selected for the presedy s beef, milk and veal.
Intutively one would expect these cattle-based petxito be related to each other
and be part of the same system. Another pointtefest is the detected non-linearity
and non-stationarity in these series (Kostov, 2001)

The data is preliminarily adjusted for seasonadityd for structural breaks, using
conditionally Gaussian univariate unobserved comptsimodels estimated in state
space form. Seasonal adjustment is necessarydmutlthe seasonal effects, which
in case of monthly agricultural data are considierxaand combined with the effect
of stocks drive the subsistence indices away frbendesirable interval (0,1) and
make interpretation difficult. Model based seas@whlistment has been preferred to
the automatic and semi-automatic ARIMA-based methbdcause of the possibility
of structural working directly with non-differencedata, which in the case of
numerous structural breaks produces superior see$witutilising the information
contained in the data in levels. Harvey and Koapn(2000) provide detailed
discussion of the advantages of unobserved componsrdels which also apply to
the seasonal case. The preliminary adjustmentblea® carried out using the
following model:
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where | is an 12x12 identity matrix and i is a 12ettor of ones.

This is a very simple model that represents the datries in terms of treng,
seasonaly regression effectx and irregular componerd. The only regression
effects used were dummies to account for the strakcbreaks. Outliers have not
been adjusted. The adjusted data represents a &uhne ¢rend and the irregular
components. All the above components are variablé the trend component
incorporates local slopp. One can see from the data that there are conbide
cyclical effects at non-seasonal frequencies whimhever, have not been modelled,
since the primary aim was to account for the seaseifiects and structural breaks.
The used seasonal representation is an extertsibie time invariant form (Harvey
et al., 1998) of the Harrison and Stevens (19783@®al representation that allows
for both stationary and non-stationary seasonal poments. The parametric
bootstrap score test, suggested in Koopman et@9) was implemented to specify
which seasonal components are stationary. Foplademess we note that while the
seasonal unit root tests of Beaulieu and Miron 89%und 5 unit roots at the
seasonal frequencies for the beef series and 1thdoother two series, in the above
model context only two of the seasonal componeanthe beef series, three in the
case of milk and six for the veal series were natiemary. This is of course due to
the well known fact that inference in seasonal nedepends crucially on the form
of model adopted. We have paid much attention te freliminary data
manipulation, because correctly specifying andirisiishing stationary and non-
stationary seasonal components is crucial for @@ty of the following analysis.
The properties of the deseasonalised data wouidadly depend on the form of the
model used. In this case we have used the prelignidata manipulation only to
estimate data series with known properties for yapgl recurrence analysis
techniqgues. A proper modelling strategy would be explicity model other
components such as cyclical components and ordy fafly specifying the model to



subtract the seasonal effects. The latter wouldelver distract our attention from
the recurrence analysis methods which are the pyiswbject of this paper.

We would not expect any further structural breakthiese series. There is however
concern that because the data comes from Bulganatble transitional economy,
the models may not achieve appropriate adjustnterttse non-linear shocks. The
data used in this study covers the period from danii989 to April 1996. Adjusted
data after April 1996 shows sensitivity to the dwoiof adjustment method.
Recurrence analysis has been applied to theses sariethe fundamental properties
are then described.

3. Method

Recurrence Quantification Analysis (RQA) is based the more qualitative
recurrence plot tool introduced by Eckmann et @B{). The recurrence plot is
defined in terms of the distance matrix betweenrtives of an embedded matrix of
the scalar time series at a fixed lag. The sequehwectors {x} are embeddedin

0" forming the sequence of points}§. We can define a function on an n x n array
in the following way: darken the (i,j)th element tfe array if |[yy;|]| < r, for a
specified number r > 0, where ||.|| is the (Eegit) norn?. The result of the above is
the recurrence plot. It is symmetric @|=||y-yi||) with a darkened main diagonal
(lly-y;l| < r for any choice of i and r). Zbilut and Webbe®92) develop a number of
guantitative measures characterising the recuergiot. Using these measures
instead of the original recurrence plot allows ditative analysis of the series and
can be used to verify the results from visual icipa of the recurrence plots. It has
been demonstrated that this method is robust melard to stationarity constraints,
number of observations and choice of embedding e (Webber and Zbilut,
1994). The measures are as follows:

Recurrence - percentage of the recurrent points in the tptat. It represents the
share of recurrent pairs in all possible pairsah{s.

Determinism- percentage of the recurrence points that ardeted” in sequences
forming line structures in the distance matrix fplatao the main diagonal. While
recurrence may in principle occur by chance, theracteristic measures points that
are close not only in embedding space but alsame.tEckmann et al. (1987)
provide discussion on the relations of these diaglmes to the Lyapunov spectra.
Entropy - an approximation of the Shanon entropy, caledlafrom the line
structures of the recurrence plot.

! Strictly speaking the embedding may be construdtederms of an n-dimensional
manifold. We lose no generality by representirig in-dimensional space.

2 Using the fixed lag, usually referred to as a ylela
3 It is possible to use other norms.



Maximum line - this is the length (consecutive points) of ilvegest recurrent line
in the plot. This is an important characteristic tbé recurrence plot, which is
invariant with regard to its parameters.

Trend- calculated as an OLS coefficient in the regmssif time, expressed in terms
of distance from the main diagonal and the amodinecurrence. It represents the
rate of change of the recurrence when moving favimtime.

The recurrence plot can be regarded as a gener@ctarelation function" of the

series, because it relates its values at diffetem¢s. Unlike the autocorrelation
function, it takes into consideration the relatared also the absolute time, allowing
analysis of non-stationary data.

4. Parameters of the analysis

We have chosen a delay parameter equal to onehwlocks well in practice for
discrete time series. Nevertheless we need tordeterthe appropriate embedding
dimension for carrying out the RQA. It is often (éber and Zbilut, 1994)
recommended to choose a high value for the embgdidimension to ensure real
embedding. It is however not desirable to overest#mit because a greater
embedding dimension will enhance the differenceth whe true system (Urbach,
2000; Hegger et al., 1999). We use the mutualinédion as a criterion for finding
an appropriate embedding. The minimum of the mutfafmation is obtained at an
embedding dimension of eight for beef and thirteerveal. For milk the minimum
is obtained at dimension value of 1, the secondillsst value being at dimension
value of seven. The result for milk is a reflentiof the result of Kostov (2001)
showing linear effects in the index for milk. krcbe shown that the properties of
the recurrence plot for linear and low-dimensigoralcesses can be obtained without
using embedding.

In the further analysis we apply embedding dimemsior the series, as determined
by the minimum of the mutual information.

The algorithm used to calculate the mutual inforomtgiven by Hegger et al.
(1999) is only valid asymptotically and does nofpéy finite sample corrections. In
order to check the validity of the proposed embegldliimensions, we calculate the
RQA statistics for embedding dimensions from seeethirteen and different values
of the radius for the original series, differensedies and the shuffled versions. The
maximum recurrent line is used to check for vajidif the embedding. Its value
should not depend on the choice of recurrence pdoameters, in this case the
radius. Therefore any change in the estimated leafjthe maximum recurrent line
would mean invalid embedding. This check confirimst the embeddings based on
the asymptotical minimum of the mutual informat@ane valid. This is not the case
with the differenced series suggesting that thgprapriate embedding dimension is
much higher.



5. Results

In appendix 2 we present a number of recurrences ptealised at values of the
radius approximately equal to the mean distanceh&é embedding space. The
heterogeneity of these plots demonstrates chandimgugh time relationships.
Quantitatively this variability can be captured te trend statistic. It shows the
change in recurrence throughout time and can be asea measure of stationarity
when close to zero and non-stationarity when awam fzero. If the recurrence rate
changes when moving through time, then the pragef the time series change,
showing time variable relationships. All the indscghow non-stationarity.

The differenced series also look non-stationarycWliasian be proved by the estimated
trend statistic. We have to remember that the edibhgddimensions used for these
series are the same as in the levels. This magftirerbe a spurious result, because
of the inappropriate choice of dimension which as fow to ensure embedding.
Since the model used to adjust the series incladesiable slope component ([3), we
know that the differenced series in this case deed non-stationary. Nevertheless
the assumption that economic data is stationasgy differencing is so common in
econometrics, that in the case of any other daaa hlas not been subjected to
preliminary manipulation, one would be tempted itwl fappropriate embedding to
test for this assumption.

We check the variability of the maximum recurreénelfor a number of high values
of the embedding dimension for the differenced eseriTable 1 presents some
estimates of the maximum recurrent line accordimghie radius parameter. The
results show variability in the maximum line paraene for the higher dimensions
this variability is rather small. Hence the impbddly to find embedding is probably
due to noise in the data which causes the varalilithe results. Due to the much
smaller magnitude of the differenced compared &dhginal series, this noise has
significantly greater impact on the latter. Thistsadoubt on the usefulness of the
ARIMA methodology.Comparing the results for detenism and entropy of the
original series and their shuffled version helpsiétect deterministic time order. In
all cases, these statistics change considerablyebet ordered and shuffled series
showing the presence of considerable "phase" irdoam.

We divide the series of interest into smaller morsi and calculate the appropriate
RQA statistics. It is known that for small enougbrtpns, the data should exhibit
stationarity. This property is exploited in spett@aalysis in construction of time-
dependent spectra. The size of the highest windostationary data is an important
characteristic and allows us to detect possiblecsiral breaks. The series analysed
here should not show structural breaks, becaus®iK¢2001) corrected them using
unobserved components models. Therefore only mmadistructural shifts could be
identified in the data.



Table 5.1. Estimated values for the maximum recurtiee in the recurrence plots
for the differenced series with different sets afgmeters

Beef | Veal Milk |
Embedding | Radius Max line | Radius Max line | Radius Max line
dimension
20 0.t 33 0.2¢ 41 0.5¢ 56
0.6 62 0.3 41 0.6 56
0.7 63 0.35 59 0.7 61
0.8 63 0.4 62 0.8 61
0.91 64 0.42 65 0.85 63
30 0.67 39 0.3t 31 0.6t 46
0.69 40 0.38 46 0.7 46
0.75 52 0.4 52 0.75 50
0.8 52 0.45 53 0.8 50
0.9 53 0.46 54 0.9 53
40 0.8 42 0.4 21 0.7t 36
0.85 42 0.45 39 0.8 36
0.9 43 0.5 43 0.9 41
1 43 0.54 44 1 43
1.1 45
50 0.8t 31 0.4t 20 0.¢ 29
0.9 32 0.48 28 0.95 31
0.95 33 0.5 30 1 31
1 33 0.55 33 1.05 31
1.1 35 0.57 34 1.1 33
60 0.9t 23 0.t 18 1 21
0.98 23 0.53 22 1.05 21
1 23 0.56 22 1.1 21
1.1 23 0.59 23 1.15 21
1.15 25 0.6 24 1.2 23

Using 20 observations (months) windows we get #Hosiary beef series for the

beginning of the period. The first non-stationaryndowed series is the one
beginning in February 1990, that is the window kaby 1990 - October 1991. This
is consistent with the structural shift in the pdr{Feb. 1991- Apr. 1992) reported by
Kostov (2001). It appears that the removal of thisak is unsatisfactory. The latter
however is probably due to the model misspecificatomitted components) that we
have discussed in the previous section.

The fundamental changes in the structure of thieese&an be assessed via the
change in the level of entropy presented in graphhkse show that the index for
beef has switched between three different reginidsebaviour. The first could be
related to the pre-transition period and one casklme that future behaviour would
be determined by the other two regimes. Inspedtiegrecurrence plot for the beef
index, and more specifically the width of the meence area around the main
diagonal, one can see the switches between diffezgimes.

10



Graph 1. Entropy level changes for recurre
relationships
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Surprisingly the index for household consumptiowedl exhibits a constant level of
entropy. This can be interpreted as a stabilityhim technology of production and
"consumption” of veal within households. The 2Gaivations windows are
however non-stationary in the first part of theipey gradually becoming stationary,
beginning with the window (Jan 91 - Sep. 92). Taedamental relation stays the
same; this means that the rate of change (vojatiit the veal series has slowed
down after 1991 allowing for longer windows of tela stability of the "auto-
correlation” function.

Insofar as the analysis is conditional on the valtiehe radius, as defined in the
recurrence plot, that is our definition of "neighiboood”, we can "zoom in" by
slightly decreasing this parameter. This would ciednge the results for stationary
series, but can provide useful details in non-ctally cases, where the internal
relationship can vary on different scales. In ttase, denoted on graph 1 as VL1 we
gualitatively get the same results as before. Duthé changed scale however, the
beginning of the stationary windows is displacadrlan time and a drop in entropy
is found in windows 7 through to 21. This drop che related to increased
macroeconomic instability since early 1991, at bemgig of land reform in 1992
allowing for restoration of the original level ofteopy. At this lower scale the non-
stationary 20-observations windows reappear aetiteof the period, starting with
the 47th window. The latter demonstrates the stabdf the relationship and
explains why the picture of transition to a relagbip that is closer to stationarity
from the greater scale of analysis is not acconguhhy a corresponding change in
the level of entropy. In this case we have a sefiért.

11



The 20-observation windows for the milk index rdvasteresting behavioural
patterns. At the beginning of the period the winddwgeries look like a random non-
deterministic system. A temporary rise in the lewel entropy is observed in
windows 22 through to 27, which contain price lddesation and beginning of the
land reform. The series are characterised by zetmmy until window 39 when a
gradual increase in entropy begins. Since the %@tidow, the series become
stationary.

We are primarily interested in the joint structafethe series. To investigate it we
construct cross-recurrence plots and calculatepipeopriate RQA statistics. Whilst
univariate recurrence plots are symmetric, thessresurrence ones are not usually.
Insofar as they relate data points on differentetiamd different variables we can
exploit their asymmetry to extract some qualitativirmation about the nature of
the relationship between the variables. After aiafisnspection one can see the
white left upper and right lower corners of all €serecurrence plots. This indicates
the lack of recurrence relationship between tenipatstant values in the series. In
the beef-veal plot there are, on average, moran&tte points in the lower triangle.
This means that the influence of the veal serietherbeef series is greater and lasts
longer than the other way influence. In the midallehe period this relationship is
almost one-way. We can define the relationship betwtwo variables, when they
are correlated for earlier observations of onealde and later observations of the
other, but not vice versa as "causal". Every paintthe cross-recurrence plots
represents a relationship between a pair of observaf the two series. Therefore
we can say that there is a greater "causality” fueal to beef than in the opposite
direction. This relationship however undergoes werable change in early 1995
when it becomes more homogenous in both directidhg. latter has significant
implications for any attempt to quantitatively mbdias relationship. Such models
should be able to accommodate a structural bredikeabeginning of 1995 and to
relate this structural break to some factors.

The relationship between beef and milk also shiotesesting developments. At the
beginning of the period one can identify "causalitpm milk to beef. This pattern

continues, interrupted by intervals of non-regudahaviour until late 1994 - early
1995. Then a structural break takes place that stiieetemporal relationship two-
way, although now the "causality" from beef to mitk stronger. This structural

break seems to take place roughly two or three hsotefore the one in the
relationship between beef and veal. The latter liegical result of the beef chain
characteristics, where a decision on changes urduwteal production has immediate
impact on production and consumption of milk, tifea for veal coming later.

12



Graph 2. Entropy changes for cross recurrence relanships

= = = ENT BVMK
ENT BVVL
—aA— ENT VLMK

0AAAAAAAA\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
T T T T T

| 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58

-0.5

20-observations window starting a

This suggests one should expect a similar pattetina case of veal and milk. This is
the case, but the structural break comes significaarlier - at the end of 1991. In
other aspects the relationship between veal ankl imgimilar to that between beef
and milk.

What is the meaning of the structural changes? sfoaming the recurrence
relationship from one into two way implies incredsen-ordination between the
dynamics of these variables. The reason for #uanmrence is not necessarily causal,
but may be due to the coordinated dynamics withendystem. One way in which
this can be expressed is the econometric notiaccoohtegration. It is clear that a
co-integration relationship that links the aboveeéhvariables can not exist before
1995. There is no guarantee that one will existraf©95, but results showing co-
integration over the whole period would be spuriolxpressing recurrence
relationships in terms of a co-integration relasioip is simplistic, because the
former is non-linear and can not be compared tdittgar notion of co-integration.
There will be a direct link between them only i tbase of linear time series and
relationships. Employing smaller data windows catphus to better situate the
changes in the relationship between the pairs wébigs. The similar entropy levels
at the end of the period confirm our argument abiocteased "coordination™
between the series dynamics.
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6. Reinterpreting the results: what is non-stationaty?

Conventional econometric methodology dealing witin4stationary data is built
around the assumption for integrated time seriéis an integer order of integration.
This means that by differencing the original dataeo (for 1(1) processes) or more,
one can get stationary data. Modern co-integradioalysis thus treats 1 (and other
integers) as special value(s). This is howeverrdetoporary econometric myth, that
is an assumption that is desirable and should uee tiTime series with an integer
order of integration are a particular case of theclmmore general class of
fractionally integrated processes. In the case ari-integer order of integration,
applying differencing leads to yet another fracéilby integrated process. The latter
may exhibit spurious correlations for virtually tee@me reasons, as those in the case
of spurious regression analysis of (1) processeg Phillips, 1986). Modern co-
integration theory is valid only if the order otégration is an integer value and does
not ensure against spurious regression resultsdwvgaee rise to its development.

Since the non-integer order of integration of tineetseries may be a source of the
non-stationarity we estimate the fractional intéigra parameter d for the whole
sample and different sub-samples and present sitsen table 2. One could object
to the validity of this estimation with such a shedmple, but we use it here for
illustrative purposes. First let us look at theultssfor the whole sample. A necessary
pre-condition for existence of a co-integratingatieinship is that the two highest
values for the fractional differencing parameter @qual. In this case these are the d-
values for beef and veal. Taking into account ttierval estimates for d, that is the
standard errors, we conclude that they are statilst different and therefore no co-
integrating relationship is possible. Owing to teé&tively small sample size when
we use sub-samples, the standard errors increasehancorresponding intervals
begin to overlap. It is necessary to constructabddi statistical test to test for the
significance of the hypothesis that the two highegstalues are equal. Its power
however will be small in the case of such smallgasn When we fix the starting or
ending point of the sub-samples and gradually edsa or increase them, one can
clearly see the variability in the estimates foe finactional difference parameter.
The same phenomenon is observed when comparingesiudts from consecutive
two year periods. This variability is a source ainrstationarity. It indicates a
changing over time data generating mechanism. tfpis of non-stationarity can not
be removed by differencing transformations, becatheetransformed series will
exhibit the same properties. The milk index is adydlustration of this point. The
estimates for the fractional differencing paramdtar the whole sample and the
different sub-samples are below 0.5 and one wbaltempted to conclude that this
series is stationary. This will be the case ifdhealues were stable, that is if the data
generating mechanism was not changing. This istmatcase. RQA parameters
show the general non-stationarity in the data. Byiph a statistical test based on
the stability of the fractional differencing paraere could help in distinguishing
between difference removable and other types ofstationarity. This could be
useful for model identification because it will eubut some proposed models. The

14



latter would require sufficient data length. Ifghs not the case, the resulting high
in the estimation of the fractiodifferencing parameter may

standard errors

invalidate the above decomposition.

Table 6.1. Estimated values for the fractionaledi#ghcing parameter, d.

d s.e. t-value d s.e. t-value

all sample until

02.1991
Beef 0.63815! 0.07286 8.76| Beef 0.69100' 0.2854() 2.42
Veal 0.87887° 0.08216 10.70{ Veal 0.32123{ 0.25990) 1.24
Milk 0.285401 0.0780:. 3.66] Milk -0.55063: 0.24330) -2.26
Since 1990 until 1992
Beef 0.63318!I 0.0784" 8.07| Beef 0.48382! 0.2123() 2.28
Veal 0.86813I 0.0807% 10.8(} Veal 0.76136!  0.15250) 4.99
Milk 0.28516! 0.0918" 3.10] Milk 0.20648. 0.15590) 1.32]
since 02.1991 until 1993
Beef 0.57465. 0.08470) 6.78| Beef 0.54888! 0.13710) 4.00
Veal 0.64084! 0.07433 8.62] Veal 0.82045; 0.11670) 7.03
Milk 0.06794: 0.10160) 0.67| Milk 0.24989; 0.12790) 0.95
since 1992 until 1994
Beef 0.48301: 0.10480) 4.61] Beef 0.601721° 0.10130) 5.94
Veal 0.70696 0.11300 6.26] Veal 0.815361 0.0994() 8.20
Milk 0.05749' 0.11500 0.50] Milk 0.27042; 0.10300) 2.63
since 1993 until 1995
Beef 0.42532( 0.12550) 3.37] Beef 0.624991 0.0832: 7.51
Veal 0.72042. 0.13440) 5.36] Veal 0.83505; 0.0921¢8 90.60
Milk -0.40174! 0.13310 -3.02| Milk 0.27315. 0.0877%) 3.11
since 1994 02.1991

12.1992
Beef -0.34059. 0.21810) -1.56] Beef 0.41389! 0.1887() 2.19
Veal 0.95473!I 0.1585() 6.02] Veal 0.51759! 0.16120) 3.21
Milk -0.52243I 0.15600 -3.35] Milk 0.06786' 0.2544() 0.27|
Since 1995 01.1993

12.1994
Beef 0.02321: 0.27670) 0.08| Beef 0.42170: 0.16910) 2.49
Veal 0.55534 0.33220) 1.67] Veal 0.09990( 0.26140) 0.38
Milk -1.25505! 0.21920) -5.73| Milk -0.51414  0.1946() -2.64

The stability of the co-integrating space has bewrestigated in Hansen and
Johansen (1999). Similar test procedures may pkedpn the case of fractional co-
integration. An interesting option would be to estte the models in a state space
form when allowing for variable parameters. Theiarzce of the latter would
provide an estimate of the degree of non-statipnadnfortunately it is not clear
how to present a fractionally differencing process state space form. An option
may be to estimate the order of the process aferélifce it and then to formulate a
space state model for the transformed series rédtyisag on indirect estimates for the
stability of the fractional differencing parameter
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The analysis clearly demonstrates that non-statiynia a much wider concept than
that of integration. Moreover, while there are soahd methods for dealing with
non-linear data, they still require stationarityig¥his difficult to obtain. Elaborating
methods for better understanding this problem laeeefore highly desirable. Once
again we return to the recurrence plots of theediificed series presented in
appendix 2. It appears that parts of these recoer@lots exhibit patterns that are
typical for quasi-periodic, while other parts lodkpical for chaotic data. It is
difficult to make definite statements on the badisuch a small sample, but it looks
like the effect of non-stationarity, that is of cging system behaviour can be
expressed in forcing the system into a sequenagualitatively different states of
motion.

7. Conclusions

RQA provides powerful tools for analysis of botlatginary and non-stationary,
linear and non-linear data. We emphasise the ratiesarity and non-linearity
properties. These are areas where this tool cag ladvantages to the analysis. We
have chosen data that is known to exhibit featstesh as non-linear structural
breaks in order to demonstrate the usefulnesseofgburrence analysis. It has been
shown that when the data is intrinsically non-lindaear and conditionally linear
models can not adequately capture the underlyimguaycs.

It has to be stressed that the recurrence anab@s presented are data exploratory
rather than model building tools. They can notlae@ econometric models. The
investigation into the nature of the economic datawever, has important
implications for empirical modelling. When the aatxhibits the properties of a
random system, as in the case of the milk indexhen beginning of the period,
conventional regression type models may be mistgadihe variable character of
the relationships, revealed in our analysis needthdr clarification. One has to
identify the likely reasons for the detected stuuat changes. This is equivalent to
endogenising these changes within the modellingéraork.

The variable nature of these relationships howedees not allow for blind
application of regression-like models. The use ahe regime switching type of
models for predicting such relationships is alsorestricted use. They are known to
have poor predicting performance and one can nosure about the date and
magnitude of future breaks. Therefore the onlyra#ieve is to apply models with
local characteristics, such as unobserved compsmantels with local trend and
level, being aware that local quantities are th&t peedictors one can obtain in the
short and medium terms, although they would haver performance in the long
term. The stochastic trend that these models emigldhe price we pay for our
inability to properly understand and model the gemnthat cause the varying data
generation mechanism, that is, for the unknown c®uwf non-stationarity. In
practical terms this is expressed in the restriébeecasting abilities of our models.
Identification of the likely determinants of suchnan-linear and variable process
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that allows better assessment of its long termufeatis difficult. It would require

vast amounts of good quality data and does notagiee that the long-term future of
the system will be genuinely predictable. When s$oeirces of this volatility are

omissions and inadequacies in our theoretical nsokdelever, we can improve on
them.

One of the sources of non-stationarity is the clkamgsystems parameters. Such
changes are usually defined exogenously in conmealtieconomic models. We can
illustrate the above point by the example of prafiees.

It is well known that preferences cannot be consides fixed over time as neo-
classical economic theory postulates. If this wees dase, the consumption patterns
would have been stationary. Strotz (1956) demotestrthat in a dynamic context,
the stationarity of consumption which is necess$aryhe consistency of preferences
is often violated. Thaler (1981) presents furthempgical evidence. The latter
inconsistency, however can be accommodated as@@gz®f interaction between
conflicting short and long term preferences (Hoot hoewenstein, 1991). To put it
simply, the structural break in preferences thaadse to non-stationarity in
consumption can in principle be endogenised. Nbetess this does not guarantee
that the problem of non-stationarity would be oweene. Non-stationarity seems to
be a property of time and it may probably persistGonomic time series.
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Appendix 1. Subsistence indices for beef, milk and
veal
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Subsistence index for milk
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Subsistence index for veal
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Appendix 2. Recurrence and cross-recurrence plots
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