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Using Mixtures-of-Distributions models to inform farm size selection decisionsin
representative farm modelling.

Abstract

The selection of ‘representative’ farms in farmdewnodelling where results are
aggregated to the sector level is critically impattif the effects of aggregation bias
are to be reduced. The process of selecting repia@s/e farms normally involves
the use of cluster analysis where the decisionrdigg the appropriate number of
clusters (or representative farm types) is largahpjective. However, when the
technique of fitting mixtures of distributions isnployed as a clustering technique
there is an objective test of the appropriate numbike clusters. This paper
demonstrates the MDM approach to cluster analygi€lassifying dairy farms in

Northern Ireland, based on the number of cows améarm. The results indicate that
four representative farms are needed, with a viewinimising aggregation bias, to

describe the dairy sector in Northern Ireland.
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Using Mixtures-of-Distributions models to inform farm size selection decisionsin

representative farm modelling.

1. I ntroduction

Aggregation bias is a common problem in farm leweldelling where results are
aggregated to the sector level (often for the pspoof policy analysis). An

important source of aggregation bias is the difiees in resource endowments
among farms. While this type of aggregation bgdifficult to eliminate completely

it can be minimised by proper selection of ‘repreative’ farms (Kuyvenhoven,

1998). The process of selecting representativemdanormally involves the use of
cluster analysis (usually hierarchical techniques). difficulty for many cluster

analysis techniques is deciding the number of elgsfor representative farm types)
present in the data. For almost all of these tiecks this decision is subjective.
However, when the technique of fitting mixtures ditributions is employed as a
clustering technique there is an objective testhef appropriate number of clusters
that is available in the form of a likelihood rafioR) test (Everitt, 1993). This paper
advocates the use of mixtures of distributions rimdeas an approach to data-led
farm size (and/or any other characteristic) sedecin representative farm modelling,
in order to help minimise problems of aggregatidasb In demonstrating the
technique of fitting a mixture of distribution ashstering technique for identifying

representative farm size clusters, this paper @#stsforms the stylised fact that the

farm size population is made up of distinct faraesyroups into a testable hypothesis.

Typically, the choice of ‘representative’ farms policy oriented farm models
simplifies to two alternatives. The first is toodlse some average farm in terms, of

say, size and then to assume that the other fammslirearly related to the



characteristics of the representative farm. Thexuggests that in order to obtain
consistent results for the agricultural sector st sufficient to model only the
representative farm and to aggregate accordinglyhe second alternative is
appropriate where the assumption that farm aggmeygé# linear does not hold. In
this case more than one representative farm isiregtjuto represent the farm
population adequately (and to minimise aggregabas). The selection of the
number of representative farms and the charagt=ristpon which the selection
should be made is an important consideration. paper proposes a methodology to

test and determine the number of farm types.

In the next section the problem of representatarenfselection is further defined.
The methodology used is described in section thre&n application of the
methodology is presented in section four along wrésentation and discussion of the

results obtained. Some conclusions are drawnditiosefive.

2. Redefining the Problem of Representative Farm Selection.

An alternative way to view the question of whettemarticular farm sector is
adequately approximated by either a single ‘repragwe’ farm or by multiple
representative farms is as follows. Is the emairi@rm distribution adequately
approximated by a single uni-modal statisticalriistion or by a mixture of several
such distributions? If the empirical farm distrilonm is approximated by a single uni-
modal statistical distribution then the use of mpldt representative farms is likely to
be unnecessary. The parameters of this singleomippating statistical distribution
can be used to derive the rules for aggregatingepeesentative farm results to the

sector level. Where a mixture of distributiongeguired to represent the empirical



farm distribution then the farm structure can bemad as consisting of several types
of farms. The results for the representative faimgach of these groups can be
aggregated to obtain consistent estimates for ifiereht farm groups. Those can
then be aggregated using the relative weights efstib-samples into the total farm
population. The approximation of the empiricalnfiadistribution by a single or a
combination of several uni-modal statistical dsfitions can be represented in terms
of a statistical model to be estimated. Subsetjughe choice of a number of
distributions (i.e. number of farm types) becomenatlel selection problem and can
be resolved by standard statistical means. Oncentmeber of the approximating
distributions is estimated, the classificationtad farms into the corresponding groups

can be done.

In order to resolve the farm group classificationlppem the mixture of distributions
model (MDM) is employed. The MDM relaxes the comienal assumption that an
observed dataset is drawn from a single homogenpopslation. Instead, it is
assumed that the sample is drawn from an unknowturei of distributions. Thus, a
different set of model parameters is valid for eathhe different subpopulations of
the dataset. In this sense, MDMs are more flextbEn conventional statistical
modelling, which assumes that a single set of patars describe all individuals in

the dataset.

The existence of latent subpopulations is a ress$ipdity in many datasets (farm size
datasets are a good example). These subpopulagiensolely defined by their

property of being homogeneous in the sense thartecplar set of parameters holds
for each latent class. The latent nature of tisedpopulations, where the number of

classes and the observations belonging in eacls al@stypically unknown, means



that it is not possible to directly estimate thegpaeter set for each subpopulation.
Hence the aim of MDM is twofold: to 'unmix' the dainto homogeneous

subpopulations and then to estimate the parameteesich subpopulation.

3. M ethodology

To illustrate the general structure of a MDM, Istdenote the set ofd-dimensional
vectors comprising the available data oy {x, X} (i.e. the sample contains
observations and variables). It is assumed that eaclarises from al-dimensional

probability distribution with the following density

K

f(xi |9):2 pkg(xi |/]k) (1)

k=1

K
wherep, are the mixing proportions (=1 for all k andz p, =1), and g(xi |)Ik) is
k=1

some d-dimensional probability distribution, parametedsby A,. A sample of

indicator variablez = {z, ,z,}, sometimes referred to kabels, can be assigned to the
observed data. These are definedzas{z,, ,z«}, where eaclz assumes the value
of 1 if x arises from thé-th mixture component and the value 0, otherwigé¢hen

the sample of indicator variables is known the f@obis one of density estimation,

where the vector of parameters to be estimate@ is(pl,..pK ,Al,./]K). When the

primary interest is in estimating the indicator ightes the problem is one of

(classification) cluster analysis.

In this study the mixture approach to classificat® used. This consists of obtaining

the maximum likelihood estimate for the parametéts,by using the Expectation



Maximisation (EM) algorithrh of Dempsteret al. (1977) and then applying the
‘maximum a-priori’ (MAP) principle to assign a vauo the indicator variableg,

The MAP involves assigning each observatipto the mixing component based on
conditional probabilities. This approach produoesre consistent results than the

alternative methods

The EM algorithm used in the analysis consistshef fbllowing two steps, namely,
the E(xpectation) step and the M(aximisation) stdp.the E step the conditional
probability ofz, being equal to one, estimated during the m-ttaiiten for alli andk

is given by:

ool

 oroglehi)

tie” =" (Xi ‘6 (e ) = (2)

where the (bracketed) superscripts denote estinfatethe parameters during the

corresponding iteration.

In the M step the ML estimated™ of @, is updated using the conditional

probabilities,t{™, as conditional mixing weights. This leads to inaxing:

n

F(H‘X,t(m)):ZZti(km) In(pkg(Xi |/]k)) 3)
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i=1 k=1

! This is the standard algorithm for estimating MDM. difizations of this algorithm, include the
stochastic EM (SEM) (MacLachlan and Peel, 2000)thactlassification EM (CEM) (Celeux and
Govaert, 1992).

2 The main alternative approach is to jointly estimét@ndz In this case the indicator variables are
used to weight the contributions of the individuddservations to the log-likelihood function.
However, the main algorithm used in this approach ésGEM algorithm, which is not expected to
provide ML estimates fo and may yield inconsistent estimates of the parasi¢iacLachlan and
Peel, 2000).



The updated expressions for the mixing proportemesgiven by:

St

P = — (4)
n

The updating ofl, depends on the specific parametric specificatimhtherefore, no

general formula can be given.

So far we have considered estimating a mixture infedehe purposes of classifying
the observations into a pre-defined number of iistions (sub-samples or clusters).
However, the number of clusters is typically unkmowChoosing the appropriate
number of mixing distributions (clusters) is essaiyt a model selection problem. A
popular criterion in model selection problems ie Bayesian Information Criterion

(BIC) (Schwartz, 1978).

wherem s any model (thum denotes the choice of the parametric distributig(f))
with K componentsl. is the (maximised) log-likelihood andis the number of free
parameters in the model. If the choiceg@j is taken for granted, then (5) suggests a
strategy of consecutive estimation af, (K) models forK=1,2, until BIC increases.

It is clear that if in, K) and (, K+1) provide essentially the same fit then the BIC for
(m, K) will be smaller, since it has less free paransetdn this way the BIC allows
the homogeneity of the subpopulations of farmsetalipectly tested. The consecutive

estimation strategy also ensures against the darfigemer-fitting the statistical model

().

% Or any combination thereof. In other words one wmysider cases in which different groups of
farms follow different parametric distributions.



The BIC is based on an asymptotic approximationhefintegrated log-likelihood,

valid under some regularity conditions. In spitetloe fact that these regularity
conditions are usually violated in mixture moddéid)as been proven that the BIC is
consistent and efficient (e.g. Frealey and Raftd§98). The BIC is, however,

essentially a criterion to choose a model spetitinaand does not take into account
the ability of a mixture model to provide eviderai®out the clustering nature of the
data. In order to do this, the likelihood of tlemplete data (i.e. in a BIC-like context
this means the Integrated Completed Likelihood §)Qbust be considered. Using
the MAP principle to approximate the unknown indicavariable, the ICL can be

expressed (Biernacki et al. 2000) as BIC with aditaahal entropy penalty term as

follows:

n K

ICLmk = -2BIGk -2)_ Y 7, Int,, (6)

i=1 k=1

In testing the possible range of valuesKothe criteria proposed by Bosdogan (1993)
is applied in searching over the range from 1 eosimallest integer not exceedinfty’.
The ICL information criteria can be used to choassiitable model from amongst a
wide range of mixing distributions. For examplie4idifferent types of parametric
(m) distributions are considered, then the numbemodels to choose from is
(n>*4). When all combinations of the different distriions are made possible, then
a model implying say 7 different classes might aomtfor example, a mixture of 2
normal distributions, 3 gamma distributions anddistributions. Clearly, the range
of possibilities in this context widens tremendgusiHowever, the model is much
more tractable when the MDM is restricted to a rtgpe of parametric distribution

type (i.e. when all parametric distributiogs) belong to the same type).



In this case with regard to the classificationarhis is would seem sensible to choose
a single parametric distribution for use in the tmig of distributions model, which is
consistent with any distributional assumptions isgmb on the data during second
stage modelling. With regard to how many charé#sties are necessary to efficiently
perform such a classification (i.e. the choicedpit again would seem desirable to
keep the number of characteristics to a minimunmetise the likelihood of
contrived correlation in second stage analysisidseiased. ldeally, the assumptions
made in classifying farm types should not contrathe other assumptions used in

subsequent stages of analysis.

An alternative selection criterion is the Normatigentropy Criterion (NEC) (Celeux
and Soromenho, 1996) which measures the abilitthe@fmixture model to provide
well-separated clusters. In doing so however, NiC is essentially devoted to
choosing the number of mixture componends but not the model fornm.

Consequently, this criterion is not used here,ibig listed for completeness given

that it may be useful when the number of componisni$ a primary interest.

Data

In this paper MDM techniques are used to class#yydfarms in Northern Ireland,
based on the number of cows in each farm. The fdat&8275 farms for 2000 was
obtained from the Agricultural Census, which isrieal out annually in Northern

Ireland.
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4, Application and Results

The analysis carried out is based on the assumittadrthe model generating the data
is a mixture of normal distributions (restrictingetm domain of potential candidate
models). This is an arbitrary assumption, buhé tlassification of farms produced
from the analysis is subsequently used in a lipgagramming study that assumes
normal distributions then at least the assumptoconsistent. In this application for
purely illustrative purposes only one characteristriable (i.ed=1) is considered,
namely, the number of dairy cows on each farm. haugh, this is a simplistic
approach it does serve to demonstrate the applicatf the MDM approach
advocated in this paper. Normally, the choice led humber of variables], to
include in the analysis should take in to accoum purpose for which this

classification is to be used.

The range of values fd€ was chosen based on the criteria proposed by Basdo
(21993), which suggests searching over the ranga ftato the smallest integer not
exceedingn®® (which forn=5275 is 13). In this study, the EM algorithm sphed

using both the BIC and the ICL criteria to chose #ppropriate model. The normal
distributions mixed are allowed to have differeatiances. The classification of each

observation to any of the latent classes is caoigdising the MAP principle.

The classification results based on the BIC catenie given in Table 1, while the
results based on the ICL criteria are given in &&bl In each case the number of sub-
groups are indicated in the first column, with fiercentage of total farms in each
sub-group indicated in the second column and thennmeimber of cows per farm in
each sub-group indicated in the third column. alt be seen from these results given

in Table 1 that the BIC criterion identifies sixps of dairy farms according to their
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size (measured in terms of herd number). The tepuésented in Table 2 indicate

that the ICL criterion identifies five subgroups.

Tablel BIC results
Sub-Groups Weight Mean
1 0.559003 14.34694
2 0.365583 56.88165
3 0.06875 113.2626
4 0.006474 171.3461
5 0.003986 225.6
6 0.00019 453.0
Table2 ICL results
Sub-Groups Weight Mean
1 0.592038 17.33333
2 0.313555 56.88166
3 0.089479 111.2348
4 0.004739 223.6
5 0.00019 453.0

The final sub-group derived under both methodsh(wk3 cows) consists of a single

farm. Reducing the sensitivity of the algorithmulb reduce the number of sub-
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groups to four using ICL and five using BIC. Howeyvthe quality of the density
estimation worsens as a result. It is perhaps m@etical to simply accept that there
are 4 types (using ICL criterion) of dairy farmsNworthern Ireland. An alternative
approach is to curtail the dataset prior to thelysm by omitting extreme

observations.

5. Conclusions

This paper demonstrates the potential use of theMMD deriving model-based

classification of farms. The main advantage of pheposed MDM approach as a
method of cluster analysis is that it allows faphust selection of the number of farm
types (clusters) using transparent statistics bamedel selection criteria. Most
methods of cluster analysis require subjective slecs to be made regarding the
number of clusters. This paper demonstrates thé/Mipproach to cluster analysis
by classifying dairy farms in Northern Ireland, eédon the number of cows in each
farm. The results indicate that four represengafarms are needed, with a view to

minimising aggregation bias, to describe the dségtor in Northern Ireland.

The model-led application of farm classificatiossoi particular relevance to policy
evaluation problems. Different policy measures aotp on different farm
characteristics and when evaluating the likely affef such measures it is advisable
to classify farms according to these charactesstitn this way the possibility for

large errors stemming from aggregation of heteregas populations is avoided.

The use of the MDM in economic research is not howost previous studies focus

exclusively on the density estimation applicatimighe MDM. The idea of using
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MDM for cluster analysis has been around for some,tbut published applications

of the technique are difficult to find. This pagezlps fill that gap in the literature.
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