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Pulsed domain wall movement is studied here in Ni80Fe20 nanowires on SiO2, using a fully

integrated electrostatic, thermoelectric, and micromagnetics solver based on the Landau-Lifshitz-

Bloch equation, including Joule heating, anisotropic magneto-resistance, and Oersted field contri-

butions. During the applied pulse, the anisotropic magneto-resistance of the domain wall generates

a dynamic heat gradient, which increases the current-driven velocity by up to 15%. Using a

temperature-dependent conductivity, significant differences are found between the constant

voltage-pulsed and constant current-pulsed domain wall movement: constant voltage pulses are

shown to be more efficient at displacing domain walls whilst minimizing the increase in tempera-

ture, with the total domain wall displacement achieved over a fixed pulse duration having a maxi-

mum with respect to the driving pulse strength. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4966607]

I. INTRODUCTION

The manipulation of magnetic domain walls in nanode-

vices has attracted continued interest due to the potential

applications for magnetic memory1 and logic.2 It is well

known that spin-polarized currents can move domain walls

because of the spin-transfer torques (STTs) exerted on the

magnetization.3–6 Joule heating is inevitably associated with

the large current densities required to move the domain walls

in nanowires, which can result in changes of the nanowire

resistance,7 transformations of domain wall structure8 as the

temperature approaches the Curie point of the magnetic

material, as well as changes in domain wall velocities.9 A

full numerical treatment of the effect of an electrical current

on the magnetization is surprisingly difficult. The applied

current not only affects the magnetization directly through

STT, but also generates an Oersted field, which interacts

with the magnetization and generates Joule heating depend-

ing on the magnetic material, its geometry, temperature-

dependent conductivity, and substrate material. Thus, the

electrical current also affects the magnetization indirectly,

since the equilibrium magnetization, damping, and exchange

stiffness values are temperature dependent. Moreover, the

magnetization itself modifies the current density, and there-

fore also the Joule heating, through its anisotropic magneto-

resistance (AMR). Thermal gradients in magnetic structures

can also generate domain wall motion due to the magnonic

spin Seebeck effect,10–12 emphasizing the need to include

the interaction between magnetization and heat dynamics in

the analyses of experimental results. Here, it is shown that

the AMR contribution of a moving domain wall generates a

dynamic heat gradient that can significantly affect the wall

velocity. Moreover, significant differences between constant

voltage and constant current pulses are found, with constant

voltage pulses resulting in a less severe temperature increase

for the same domain wall displacement; the total domain

wall displacement achieved over a fixed pulse duration also

shows a maximum with respect to the driving pulse strength.

Micromagnetics studies including Joule heating effects have

been published,13–15 but typically a constant current density

is used throughout the simulations, either calculated analyti-

cally or imported from an external modelling software for

non-rectangular geometries. Here, the electrostatic, thermo-

electric, and micromagnetics equations are fully integrated

within the same model, allowing a detailed insight into the

rich physics of the interplay between magnetization and heat

dynamics, within the wider spin caloritronics field.16

The paper is organized as follows. In Section II, a

method is introduced to accurately model the effect of a sub-

strate on the temperature in the nanowire. The electrostatic

solver used to compute the current density for a temperature-

dependent, and spatially varying conductivity, including

AMR contributions, is described; this is fully integrated with

the heat flow equation solver, allowing for Joule heating

effects to be accurately described. If Joule heating effects are

considerable, the resistance of the nanowire during a con-

stant voltage pulse changes significantly, and thus the current

density during the pulse also changes, resulting in a different

current-induced domain wall movement (CIDWM) behav-

iour compared to the constant current scenario. This is stud-

ied in Section III using the Landau-Lifshitz-Bloch (LLB)

equation. The effect of AMR on the domain wall velocity, in

the presence of Joule heating, is studied in Section IV.

II. JOULE HEATING MODELLING

For typical current densities used in CIDWM experi-

ments, Joule heating effects can be significant.7,8,17 This is

more pronounced for materials with relatively low electrical

conductivity such as Ni80Fe20 and substrates with poora)SLepadatu@uclan.ac.uk
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thermal diffusivity such as SiO2, both commonly used in

CIDWM experiments. The generated heat energy density

due to Joule heating is given in Eq. (1), where J is the current

density and r is the electrical conductivity of the nanowire

Q ¼ J2

r
ðW=m3Þ: (1)

The heat flow is governed by Eq. (2), where T(r, t) is the

temperature function, C is the specific heat capacity, q is the

mass density, and K is the thermal conductivity18

Cq
@T r; tð Þ
@t

¼ r:KrT r; tð Þ þ Q r; tð Þ: (2)

The geometry we are interested in consists of a long

Ni80Fe20 nanowire on a SiO2 substrate, with parameters

given in Table I. Analytical formulas for such a geometry,

describing the temperature change in the nanowire due to

Joule heating, have been derived by You et al.19 This is

given in Eq. (3), where w and h are the nanowire width and

height, CS, qS, and KS are the substrate material parameters,

and r0 is the electrical conductivity

DT tð Þ ¼ whJ2

pKSr0

sinh�1 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tKS=qSCs

p
w

� �
Kð Þ: (3)

Whilst Eq. (3) is a useful formula, it does depend on a few

limiting assumptions, namely, constant temperature in the

nanowire, temperature-independent conductivity and current

density, lack of specific heat capacity for the nanowire, and a

Gaussian profile for the Joule power density distribution along

the nanowire cross-section. For realistic modelling of Joule

heating effects, we need to consider the temperature depen-

dence of the conductivity and must also make a distinction

between constant voltage-pulsed and constant current-pulsed

experiments. The electrical resistivity for Ni80Fe20 above

room temperature follows a linear dependence on temperature

to a good approximation, and thus, the electrical conductivity

is written as:

r ¼ r0

1þ aT T � TRð Þ S=mð Þ; (4)

where aT is the thermal coefficient, and r0 is the conductivity

at the reference temperature TR. The effect of this tempera-

ture dependence has been experimentally investigated in

voltage-pulsed Ni80Fe20 nanowires and shown to be signifi-

cant, with large changes in resistance recorded on time scales

ranging from 50 ns to 100 ns.17,20 In this work, we will con-

sider two scenarios: (i) constant current pulses, and (ii) con-

stant voltage pulses where the voltage is applied directly

across the nanowire. Fast pulse sources capable of delivering

either a constant current pulse or constant voltage pulse are

available, although in typical experiments, the impedance of

the waveguide used to deliver the pulse should be given con-

sideration, since the voltage across the nanowire can change

as the sample resistance increases with temperature;7,17 this

effect is negligible if there is a large initial impedance

mismatch, and here it is useful to consider the two limiting

scenarios outlined.

First, the current density may be calculated using

J¼rE, where E is the electric field, E¼�rV, and the

potential V(r) is obtained by solving the Poisson’s

equation21

r2V ¼ E � rr=r: (5)

The above equation is obtained for the steady state where the

current continuity relation is r.J 5�@qC/@t¼ 0, with qC

being the unpaired volume charge density; this is justified

since the charge relaxation time in metals is much smaller

than the micromagnetic time scales studied here. For con-

stant conductivity, Eq. (5) reduces to the usual Laplace equa-

tion; however, r can vary spatially due to its temperature

dependence and inclusion of AMR,22 Eq. (6), where e and m

are the normalized electric field and magnetization, respec-

tively, and rAMR is an AMR ratio obtained experimentally as

described in Ref. 23

r ¼ r?
1þ rAMR e �mð Þ2

S=mð Þ: (6)

These effects have been fully integrated into the finite differ-

ence Boris micromagnetics software (implementation details

described in Ref. 24 Methods section) with Poisson’s equa-

tion solved using the parallel successive over-relaxation

algorithm with a relaxation constant of 1.9 for 3D simula-

tions.25 The potential distribution is solved initially and

updated at runtime as required in order to maintain the set

convergence condition maxjDVj< 10�7, i.e., the maximum

change in voltage (normalized using an inverse-symmetric

potential drop between the two electrodes in order to mini-

mize floating point errors) from one iteration to another in

any one cell must be below the set Laplace convergence con-

stant. The Oersted field is calculated from the solved current

density using the formulas derived in Ref. 26 and included in

the effective field of the micromagnetics model. The Oersted

field is updated during the simulation when the current den-

sity distribution changes above a pre-set threshold. All the

modules used, including the micromagnetics solvers, have

been tested on the graphics processing unit (GPU) using

CUDA routines in both single and double floating point pre-

cision, as well as on the central processing unit (CPU) using

double floating point precision, with virtually identical

results. The results presented here have subsequently been

obtained using CUDA computations with single floating

point precision.

Next, the effect of the substrate on the temperature

inside the nanowire must be modelled. Eq. (2) is solved

inside the main micromagnetics mesh, with the micromag-

netics discretization cellsize, using the forward-time centred-

space method (FTCS)27 with a time sub-step typically

TABLE I. Thermal and electrical parameters for Ni80Fe20 and SiO2.29,30

K (W/mK) C (J/kg K) q (kg/m3) r0 (S/m) at 293 K aT (K�1)

Ni80Fe20 46.4 430 8740 1.7� 106 0.003

SiO2 1.4 730 2200 … …
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smaller than that used for the Landau-Lifshitz-Gilbert (LLG)

or LLB evaluation.28 The simplest approach to modelling

the effect of the substrate consists of introducing Dirichlet-

type boundary conditions27

TB ¼ T0 þ aBðTW � T0Þ; (7)

where T0 is the base temperature (T0¼ 293 K), TW is the tem-

perature inside the nanowire, and TB is the boundary temper-

ature used when computing the differentials in Eq. (2). aB is

a fitting constant, aB 2 [0,1], with aB¼ 1 resulting in an insu-

lating boundary. Whilst this method is simple, it is only able

to reasonably reproduce temperature time-dependence on

very short time scales, typically up to a few nanoseconds. A

related approach has been considered by Moretti et al.,14

using a Newton-type term with a fitting factor. Ideally, the

substrate would be fully included in the calculations; how-

ever, this is computationally very expensive, in particular,

for the finite difference scheme, due to the large size mis-

match between the magnetic nanowire and substrate. Here, it

is shown a good compromise may be reached by including in

the computations only a small part of the substrate around

the nanowire, where generally the longer the simulation is

required to remain accurate during a heating or cooling

cycle, the larger the substrate that is included in the simula-

tion must be. Other methods could be used, such as pre-

scribed boundary heat flux, or time-dependent boundary

conditions, but the appeal of this approach is its general

applicability, allowing the effect of any substrate to be accu-

rately simulated on micromagnetic time-scales by simply

specifying the thermal parameters with relatively small com-

putational cost.

Here, we only consider heat dissipation through the sub-

strate since for the nanowires with small surface area studied

here, the heat dissipation through the substrate is much larger

compared to convective heat transfer to air. The electrical

contacts are considered to be sufficiently far away from the

area of interest that heat dissipation through them is also

neglected. The thermal conductivity also has a temperature

dependence, which can be experimentally determined. This

was considered for both the substrate and nanowire but found

to have a negligible effect on Joule heating for the materials

and geometries studied here; thus, the results presented are

for constant values of thermal conductivity (Table I).

The boundary condition in Eq. (7) is now applied to the

substrate, and the interface between the substrate and nano-

wire, which has a discontinuity in thermal conductivity, is

treated by requiring both the thermal flux and temperature

to be continuous across the interface (perfect thermal contact

is assumed); for full implementation details, see Ref. 27.

Simulations showing the temperature change in response to a

1012 A/m2 current density for a 160 nm wide, 10 nm thick

Ni80Fe20 nanowire on a SiO2 substrate, are shown in Fig. 1(a),

where the conductivity is fixed (r¼r0). The length of the

simulated nanowire was set to 1.28 lm, but an effectively infi-

nite nanowire is obtained by setting insulating boundary con-

ditions at the x-axis ends (see the inset to Fig. 1(b)); the

substrate is extended only along the y and z directions equally,

with the x-axis boundaries of the simulated substrate also set

as insulating, since heat flows only along the y and z direc-

tions for an infinitely long nanowire along the x-axis.

Boundary conditions for Eq. (5) include fixed voltages on the

right-side (ground electrode) and left-side of the nanowire;

the resistance of the simulated section is �469 X as expected,

and a set potential of 0.75 V results in a current density of

1012 A/m2 at T¼ T0. As can be seen in Fig. 1(a), increasing

the depth of the simulated substrate results in an increase in

the duration for which the temperature change in the nanowire

is correctly reproduced—as the heat front reaches the simu-

lated substrate boundary, thermal equilibrium is quickly

reached. As a rough rule, the duration of validity is given by

d2/2lth, where lth (m2/s) is the thermal diffusivity and d is

the depth of the simulated substrate. The simulations may be

compared to the prediction of the analytical model in Eq. (3).

The most important difference is the lack of specific heat

FIG. 1. Average nanowire temperature for 160 nm wide Ni80Fe20 nanowire

on SiO2 as a function of time. (a) 10 nm nanowire thickness, fixed current

density of 1012 A/m2, and fixed electrical conductivity. Dashed lines show

simulations for different substrate depths with aB¼ 0.5. The dotted line is a

simulation for a Ni80Fe20-like nanowire on 320 nm deep SiO2 substrate, but

with negligible specific heat capacity, to be compared with the analytical

model of Eq. (3) (thick solid line). The thin solid line is a simulation for

Ni80Fe20 on 80 nm deep SiO2 substrate, where aB¼ 0.91 is obtained by

curve-fitting to extend the duration of temperature evolution validity. (b)

Average nanowire temperature (solid lines) simulated for constant voltage

pulses and constant current pulse of 50 ns duration for 10 nm and 20 nm

thick Ni80Fe20 as indicated in the legend, also showing the average current

density (dashed lines) as a function of time. The inset shows a snapshot of

the temperature distribution in the 20 nm thick nanowire.
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capacity for the nanowire in the analytical model, resulting in

faster initial heating compared to the simulations. As a test, a

good match with the analytical model may be obtained by

repeating the simulation with a negligible specific heat capac-

ity. This is shown in Fig. 1(a) for C¼ 10 J/kg K, noting that

simulations with small values of C become increasingly more

difficult due to the small time-steps required and increasing

floating point errors. A note on the boundary constant aB in

Eq. (7) used for the substrate is required: this has negligible

influence on the temperature evolution, both on heating and

cooling cycles, and on time-scales before the heat front

reaches the simulated substrate boundary—for the simulations

in Fig. 1(a), aB was set to 0.5. However, for longer time-

scales aB does have an effect, and it may be adjusted to extend

the duration of temperature evolution validity: see Fig. 1(a)

for the 80 nm substrate depth.

Here, only SiO2 substrates have been discussed; in prac-

tice, such substrates consist of Si/SiO2, where a layer of

SiO2, with thickness values reaching up to 400 nm,17 is used

to provide good electrical insulation from the Si wafer. Such

bilayers are easily introduced into the framework developed

here, but in order to simplify the analysis only the SiO2 layer

is modelled for the pulsed domain wall movement study.

The effect of the Si substrate, with its much higher thermal

diffusivity (2 orders of magnitude higher compared to SiO2),

is to limit the temperature increase once the heat front

reaches it. Simulations using a Si/SiO2 bilayer substrate

with varying thickness values of SiO2 are similar to those in

Fig. 1(a), showing a small temperature gradient with time

instead of flattening out. No thermal contact resistance was

used here in order to simplify the analysis; inclusion of ther-

mal contact resistance (modelled by introducing a tempera-

ture discontinuity at the composite media interface27) results

in a greater temperature increase and should be considered

depending on the particular experimental details, as shown

by Ramos et al.17 Further modifications to the current frame-

work are possible, including the use of time-dependent

boundary conditions at the substrate boundaries to reproduce

the temperature increase on much longer time-scales, or for

substrates with high thermal diffusivity, as well as the use of

a coarser discretization for the substrate alone—these are left

for future work. For the pulsed domain wall movement simu-

lations, a 320 nm SiO2 depth is used since this provides good

accuracy over the 50 ns long pulse, as seen in Fig. 1(a), with

a small computational cost compared to the micromagnetics

model.

If the conductivity is allowed to vary with temperature,

then a very different temperature variation with time is

obtained in the two cases: constant voltage pulse and con-

stant current pulse—this is shown in Fig. 1(b) for the 10 nm

thick nanowire, where the constant current density set is the

average current density obtained over the 50 ns long constant

voltage pulse. In the simulations, the current is calculated

from the total current density perpendicular to the ground

electrode, and in the constant current mode, the voltage is

continuously adjusted in order to maintain a constant current.

Note that even in the constant current case, the current den-

sity is not uniform due to the temperature profile—see the

inset in Fig. 1(b)—resulting in higher values of conductivity

at the edges and close to the substrate and therefore higher

values of current density (the variation is around 1% from

the centre to the edges); the temperature is lower at the edges

of the wire due to the increased heat flow along the y direc-

tion of the substrate, in addition to the z direction. With a

constant current, the Joule heating is much more severe since

the Joule power density in Eq. (1) increases with time. With

a constant voltage, the current density is higher initially, but

rapidly decreases as the conductivity decreases with temper-

ature, resulting in significantly less Joule heating.

III. PULSED DOMAIN WALL MOVEMENT

In the absence of temperature dependence of parameters

(T¼ 0 K), the magnetization dynamics may be obtained by

solving the Landau-Lifshitz-Gilbert equation with spin-

transfer torque (LLG-STT), shown in Eq. (8) in an implicit

form3,31

@M

@t
¼ cM�Hþ a

jMjM�
@M

@t
þ u � rð ÞM� b

jMjM

� u � rð ÞM: (8)

Here, c¼l0ce, where ce¼�ge/2 me is the electron gyromag-

netic ratio, noting jcj ¼ 2.213� 105 m/As, a is the Gilbert

damping constant, b is the non-adiabaticity constant, M is

the magnetization, H is an effective field, and u is the spin-

drift velocity, given by

u ¼ J
P0glB

2eM0
S

1

1þ b2
m=sð Þ: (9)

Here, P0 is the current spin-polarization, M0
s the saturation mag-

netization, both at T¼ 0 K, with P0¼ 0.4 and M0
s ¼ 8� 105 A/m

for Ni80Fe20, g the Land�e g-factor, and lB the Bohr magneton. If

the temperature is allowed to be non-zero, the magnetization

length is no longer a constant, and in addition to the transverse

damping torque, we have a longitudinal damping torque. The

magnetization dynamics are now described by the Landau-

Lifshitz-Bloch equation,32 written in Eq. (10) in an implicit form

including the spin-transfer torque terms (LLB-STT)33

@M

@t
¼ cM�Hþ ~a?

jMjM�
@M

@t
�

c~ajj
jMj M �Hð ÞM

þ u � rð ÞM� b
jMjM� u � rð ÞM: (10)

In Eq. (10), we have ~a? ¼ a?/m and ~ajj ¼ ajj/m, with m being

the magnetization length normalized to its zero temperature

value. The transverse and longitudinal damping terms are

related to the zero temperature value by a? ¼ a(1� T/3TC),

ajj ¼ 2aT/3TC, where TC is the Curie temperature (TC¼ 870 K

for Ni80Fe20
34), for T< TC. Note that with these notations,

excepting the longitudinal damping torque, the LLB-STT

equation has the same symbolic form as the LLG-STT equa-

tion. The effective field H contains all the usual contributions:

demagnetizing field, direct exchange interaction field, external

field, and in addition contains a longitudinal relaxation field

(T<TC)32
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H ¼ Hdemag þHexch þHext þ 1� m2

m2
e

 !
M

vjj
: (11)

Here, me is the temperature-dependent equilibrium magneti-

zation given by32 me(T)¼B[me3TC/Tþ ll0Hext/kBT], where

l is the atomic magnetic moment (for Ni80Fe20 lffilB
34),

kB is the Boltzmann constant, and B is the Langevin func-

tion, B(x)¼L(x)¼ coth(x) � 1/x; a plot of me(T) is shown

in Fig. 2. The longitudinal susceptibility, vjj, is given by

vjj(T)¼ (@Me(T)/@Hext)jHext¼ 0, where Me¼meM
0
s ; thus, we

obtain vjj(T)¼ (ll0M0
s /kBT) B0(x)/(1 � B0(x)3Tc/T), where

x¼me3Tc/T, and B0 is the differential of the Langevin func-

tion. The exchange field is given by Hexch¼ (2 A(T)/l0Me
2)

r2
M, where A(T)¼A0me

2(T),35 A0 being the zero tempera-

ture value of the exchange stiffness (A0¼ 1.3� 10�11 J/m for

Ni80Fe20). The LLB-STT equation may be expanded to its

explicit form, where ~c ¼ c=ð1þ ~a2
?Þ, as

@M

@t
¼ ~cM�Hþ ~c~a?

jMjM� M�Hð Þ �
c~ajj
jMj M �Hð ÞM

þ 1

1þ ~a2
?

� � � 1þ ~a?bð Þ u � rð ÞM� b� ~a?ð Þ
jMj M

� u � rð ÞM� ~a? b� ~a?ð Þ
jMj2

M � u � rð ÞMð ÞM
�
:

(12)

Note, the last STT term vanishes in the LLG-STT equation

since jMj is constant, but must be kept in the LLB-STT

equation.

It is known that the steady-state domain wall velocity

below the Walker breakdown threshold is given by v¼ (b/a)u.36

Comparing Eq. (8) with Eq. (10), we should expect that the

temperature-dependent domain wall velocity below the Walker

breakdown threshold is given by

v ¼ b
~a?

u m=sð Þ: (13)

The Walker threshold does vary with temperature;33

however, taking a typical experimental current density of

1012 A/m2, we have uffi 29 m/s for Ni80Fe20, and here the

Walker breakdown threshold is not reached below TC. This

is shown in Fig. 2, where Eq. (13) is compared to simulations

with no Joule heating included, taking b¼ 0.04 and a¼ 0.01

for Ni80Fe20.6

Pulsed domain wall movement velocity curves calculated

using the LLB-STT equation, including Joule heating but

without AMR included, are shown in Fig. 3, also showing the

total domain wall displacement and maximum temperature

reached during the pulse. The cellsize used was 5 nm;24 simu-

lations with a 2.5 nm cellsize do not differ. The moving mesh

algorithm described previously24 was used, where the temper-

ature in the nanowire and substrate has also been included in

the algorithm here. The domain wall velocity was extracted

from the simulated displacement as a function of time, by

extracting the gradient using linear regression with a time

stencil of 90 ps. Both for transverse and vortex domain walls,

it is found that constant voltage pulses are more efficient at

displacing domain walls whilst minimizing the increase in

temperature. With constant voltage pulses, the current density

FIG. 2. Equilibrium magnetization function and steady-state domain wall to

spin-drift velocity ratio without Joule heating, for u¼ 29 m/s (J¼ 1012 A/m2),

and b/a¼ 4. The velocity ratios were obtained from simulations for transverse

and vortex domain walls and compared to Eq. (13).

FIG. 3. Domain wall velocity simulated using the LLB-STT equation for

160 nm wide Ni80Fe20 nanowires on SiO2, where b/a¼ 4. The solid lines

represent the domain wall velocity, and the dashed lines represent the spin-

drift velocity. Both voltage-pulsed and current-pulsed velocity curves are

shown, as indicated in the legend, also showing the total domain wall dis-

placement and maximum temperature reached. (a) 10 nm thick, transverse

domain wall (inset), with resistance between contacts of� 469 X, and (b)

20 nm thick, vortex domain wall (inset), with resistance between contacts of

�234 X.
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starts at a high value, providing a strong initial boost, but

drops quickly as the sample temperature increases (see

Fig. 1(b)), thus reducing the temperature increase rate. With

constant current, the initial temperature increase is slower but

continues to increase steadily throughout the pulse, slowing

the domain wall velocity, the longer the pulse is kept. For

example, comparing the �0.75 V and �1 mA pulses for the

transverse domain wall in Fig. 3(a), the distance covered is

roughly the same (3.1 lm) but the temperature increase is

�90 K greater for the current pulse. Longer pulses result in a

greater discrepancy, as the much faster temperature increase

for constant current pulses on longer time scales result in dras-

tically reduced domain wall velocities (see Fig. 2). Note that

for this example the current density for the �1 mA constant

current pulse is roughly the average value obtained for the

�0.75 V constant voltage pulse (see the dashed lines in Fig. 3

showing the spin-drift velocity which can be converted into

current density using Eq. (9)). The same conclusion holds for

the vortex domain wall in Fig. 3(b), where the �0.45 V and

�1.3 mA pulses displace the domain wall by the same dis-

tance (2.3 lm) but with a greater increase in temperature for

the constant current pulse.

The total domain wall displacement that can be achieved

over a fixed pulse duration has a maximum with respect to

the driving pulse amplitude. This is a consequence of Joule

heating, and the associated decrease in velocity with temper-

ature, which limits the maximum achievable domain wall

displacement even before the Curie temperature is reached.

This is shown in Fig. 3, where for both the transverse and

vortex domain walls, the stronger voltage pulses result in

smaller displacements compared to the weaker pulses; the

same behaviour is obtained if the current pulse amplitude is

increased. Even though the initial velocity is higher, the dras-

tic increase in temperature quickly reduces the domain wall

velocity far below that obtained with a weaker pulse. If we

take the transverse domain wall case, which has a small iner-

tia over the 50 ns long pulse, the displacement is obtained by

integrating Eq. (13)

dTW
u sð Þ ffi b

a

ðs

0

u Tu tð Þð Þ me Tu tð Þð Þ
1� Tu tð Þ=3TC

dt: (14)

For example, for a constant current pulse, du on the one hand

is proportional to the driving strength u, but as the temperature

approaches TC for larger values of u, the non-linear decrease

in me results in a maximum du with respect to u. This shows

that in order to maximize the distance travelled, the tempera-

ture during the pulse should be kept well below the Curie tem-

perature, where the decrease in me with temperature is still

approximately linear. This is even more pronounced for vortex

domain walls since the significant inertia37 reduces the initial

boost experienced at lower temperatures.

IV. AMR-GENERATED DYNAMIC HEAT GRADIENT

It is known that the domain walls can move in heat gra-

dients, shown both theoretically10 and experimentally.11,12

The wall motion is always towards the hotter side, resulting

mainly from an imbalance in the direct exchange field as

modelled in the LLB equation, due to the temperature-

dependent magnetization. In the uniform cross-section nano-

wires considered here, no such heat gradient is generated in

the model considered thus far. It is well known that magnetic

materials have an AMR contribution,22 resulting in a local

dependence of the electrical conductivity on the angle

between the current density and magnetization, as shown in

Eq. (6). Here, we take a 0.02 value for the AMR ratio, mea-

sured previously in thin Ni80Fe20 films;23 for simplicity, any

dependence of the AMR ratio on temperature above T0 is not

considered here. Due to the change in conductivity, the Joule

heating is also affected.38 In particular for Ni80Fe20, since

the conductivity is highest for magnetization components

transverse to the current direction, the current density is

modified by the domain wall, with the longitudinal current

density being the dominant component. This is shown in

Fig. 4(b), where the current is shunted through the base of

the V-shaped transverse domain wall; the conductivity is

also displayed in Fig. 4(b). The Joule heating power density,

Eq. (1), depends on both the current density and conductiv-

ity, and is also shown in Fig. 4(b). The increase in conductiv-

ity at the domain wall dominates this term, resulting in

decreased Joule heating around the centre of the wall. Thus,

with the domain wall at rest, a temperature trough is centred

on the domain wall with both sides experiencing equal tem-

perature gradients; when the domain wall starts to move,

however, the temperature trough begins to lag due to the

finite heat diffusion time, resulting in a lower temperature on

the trailing side of the wall—the moving domain wall experi-

ences a dynamically generated heat gradient. Note, at the

edges of the domain wall, the Joule heating power density

reaches a local maximum as seen in Fig. 4(b)—the tempera-

ture thus reaches a maximum value at the leading edge of the

domain wall, particularly in the centre of the wire.

Domain wall velocity curves have been re-calculated for

the �0.75 V and �1 mA pulses now using an AMR contribu-

tion—these are shown in Fig. 4(a). The temperature and

spin-drift velocity for the simulations with AMR are also

shown in Fig. 4(a); these are very similar to those obtained

for the no AMR case—for the current pulse the temperature

is only slightly higher (less than 10 K at the end of the pulse),

whilst for the voltage pulse the spin-drift velocity is slightly

lower (1% lower at the end of the pulse), due to the lower

overall conductivity. These differences are really small,

however, and cannot account for the significant difference

in velocities for the no AMR and AMR cases shown in

Fig. 4(a) (�15% difference for the current pulse). To see

this, Eq. (13) can be used to calculate the domain wall veloc-

ity, bearing in mind this does not take into account, the

effects of domain wall inertia or heat gradients. The result is

in very good agreement with the simulations for the no AMR

case, as shown in Fig. 4(a); the wall velocities calculated

using Eq. (13) from the temperature and spin-drift velocity

for the no AMR cases are also very similar to those shown in

Fig. 4(a), again showing the significant decrease in the wall

velocities obtained from full simulations including AMR

must be accounted for by a different mechanism. Fig. 4(c)

shows the normalized longitudinal temperature profiles taken

from the centre of the nanowire as a function of time for the
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first 8 ns. At the start, the temperature is symmetric about the

wall position; however, as the wall moves, the temperature

profile becomes asymmetric, with the trough lagging behind

the wall centre and the temperature on the trailing side sig-

nificantly lower; the domain wall thus experiences a temper-

ature gradient which increases its velocity.

Temperature gradients also generate electrical currents

due to the classical Seebeck effect. In this case, the current

density becomes J¼ r(�rV� SrT), where S is the Seebeck

coefficient. To include this effect in computations, Eq. (5)

must be replaced with Eq. (15), which is also obtained under

the current continuity condition,r�J¼ 0

r2V ¼ �ðrV þ SrTÞ:rr=r� Sr2T: (15)

Taking a value of S¼�10 lV/K for Ni80Fe20,39 independent

of temperature for simplicity, this effect was found to be rel-

atively negligible; the Seebeck electric field was found to be

3 orders of magnitude smaller than the externally generated

electric field. Finally, the effect of the Oersted field has also

been investigated; however, domain wall velocities with and

without the Oersted field did not show any significant

differences.

V. SUMMARY

Here, a fully integrated electrostatic, thermoelectric, and

micromagnetics solver was developed, allowing a detailed

study of the pulsed domain wall movement in Ni80Fe20 nano-

wires on a SiO2 substrate. A framework for accurately

modelling the effect of the substrate on the temperature in

the nanowire due to Joule heating was developed. It was

shown that it is sufficient to model only a small portion of

the substrate around the nanowire, without relying on fitting

constants, where the longer a simulation is required to

remain accurate, the larger the modelled substrate must be;

over the 50 ns long pulses studied here, the computational

cost of including the substrate is small in comparison with

the micromagnetics model. The use of a temperature-

dependent conductivity, as obtained in experimental studies,

results in significant differences between the constant

voltage-pulsed and constant current-pulsed domain wall

movement, for both transverse and vortex domain walls.

With constant current pulses, the Joule heating is more

severe due to the increase in electric field with temperature

required to maintain a constant current, whilst for constant

voltage pulses, the current density rapidly drops from its ini-

tial value, resulting in significantly decreased Joule heating;

a current pulse that results in the average current density

obtained over a corresponding voltage pulse was found to

displace the domain wall by roughly the same amount, but

results in a much higher temperature increase (over 90 K for

a transverse domain wall displacement of 3.1 lm). Due to

the non-linear decrease of domain wall velocity with temper-

ature, the maximum displacement that can be achieved over

a fixed pulse duration was found to have a maximum with

respect to the driving pulse amplitude for both voltage and

current pulses. Inclusion of AMR was found to result in a

dynamically generated heat gradient that increases the

FIG. 4. Effect of AMR on domain wall movement for 160 nm wide, 10 nm

thick Ni80Fe20 nanowire on SiO2, where b/a¼ 4. (a) Velocity for 2%

AMR, for �0.75 V and �1 mA pulses (solid thick lines), including spin-

drift velocity (dashed lines) and temperature (dotted lines), as a function of

time. The thin black lines show the velocity computed with Eq. (13) from

the simulated spin-drift velocity and temperature; this is compared with the

velocity obtained from simulations without AMR (thin gray lines). (b)

Snapshot of the magnetization, temperature, longitudinal component of

current density, conductivity, and Joule power density at 8 ns after the start

of the �0.75 V pulse. (c) Normalized longitudinal temperature profile

through the middle of the nanowire, as a function of time for the first 8 ns

of the �0.75 V pulse.
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domain wall velocities by up to 15%. The higher conductiv-

ity at the domain wall dominates the Joule heating power

density and results in decreased Joule heating; when the

domain wall moves, a positive temperature gradient is gener-

ated in the direction of motion, which acts to increase the

domain wall velocity.
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