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Abstract—This article presents the use of computational modelling software (e.g. ANSYS) for the purposes of simulating, evaluating and developing medical and surgical practice. We provide a summary of computational simulation modelling that has recently been employed through effective collaborations between the medical, mathematical and engineering research communities. Here, particular attention is being paid to the modelling of medical devices as well as providing an overview of modelling bone, artificial organs and microvascular blood flows in the machine space of a High Performance Computer (HPC).
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I. INTRODUCTION

This article presents the use of computational modelling software (e.g. ANSYS) for the purposes of simulating, evaluating and developing medical and surgical practice. In formative years the use of such specialist multi-physics engineering simulation software was deemed as the purview of highly experienced and qualified engineers. However, due in no small part to the wealth of training material made available (ANSYS customer portal), and the user friendly interface created by the vendors, in recent years, it has become sensible to expose clinicians to the power of computational simulation tools in order to inform medical and surgical practices. We provide a summary of computational simulation modelling that has recently been employed through effective collaborations between the medical, mathematical and engineering research communities. Here, particular attention is being paid to the modelling of medical devices as well as providing an overview of modelling bone and artificial organs in the machine space of a High Performance Computer (HPC).

The article is by no means meant to be an authoritative account of computational medical modelling methods; the reader being directed to the extensive body of work from Professors Gibson (most notably Finite Element Analysis (FEA) of trabecular bone), and Steinman (Computational Fluid Dynamics (CFD) of physiological flows) for this. Therefore in the spirit of Prof. Steinman’s recent review \cite{1} it is hoped that the article will serve more to inspire new research questions, as well as provide a vehicle with which to describe on-going research in the authors’ collaborative Computational Medical Mechanics Research group.

Generally computational modelling (particularly within the ANSYS and or CATIA software) consists of the discretisation of a geometrical domain, the physics of which is described by suitable continuum mechanics. The continuum Partial Differential Equations (PDE) which are solved generally subdivides the modelling disciplines into Structural (dominated by Finite Element Methods (FEM)), Fluids (dominated by Computational Fluid Dynamics (CFD)), and a combination of these loosely referred to as Fluid Structural Interaction (FSI) modelling. Such multi-physics simulation approaches allow solution of problems from a wide variety of environments including the industrial engineering, motorsport and medical fields, amongst others. In essence, all approaches have a centralised theme in that they attempt to solve, to varying degrees of accuracy, a particular field of interest, usually displacement, velocity, temperature or a combination of these in the aforementioned multi-physics problems.

II. FINITE ELEMENT BONE MODELLING

Finite element modelling has been used for over 40 years to simulate the way in which particular bones respond to stress and impact. Fracture patterns can be analysed, and the response of specific fracture fixation methods to wear and/or impact can be investigated. More recently, patient-specific geometries have been created with measured bone densities to give a more accurate representation of the response of bone to an external force in live patients.

The fundamental principles of FEM are essentially an extension of the Ritz method as introduced by Courant \cite{2}, which involves the minimization of functionals formulated though variational calculus. The term Finite Element was probably penned by Turner et al. \cite{3} whom generalized the previous method described to a continuum geometrical domain so that stiffness and deflexion of different shaped structures could be effectively analysed. In essence, a geometric domain is discretized in to a number of finite elements, referred to as a mesh, each being in adherence to the world famous equation \cite{4}:

\[ k_i = \iiint_{CV} \begin{bmatrix} \mathcal{B} \end{bmatrix} [D] \begin{bmatrix} \mathcal{B} \end{bmatrix}^T dV \]
where $k_i$ is the stiffness matrix of the individual element within the Finite Element (FE) mesh, $[D]$ is the elastic coupling, usually taking the form of the compliance matrix, though may be adjusted depending on the continuum mechanics to be simulated, and $\overrightarrow{B}$ is a vector of shape-functions. The shape functions can be envisaged as salient interpolation functions used to effectively approximate the primary, or in some cases the secondary, solution field. In the case of the modelling methods described throughout this section, the matrix $[D]$ takes the form of the Timoshenko beam stiffness matrix (which includes beam shearing effects) for cellular solid models (trabecular bone §§2A) and the full anisotropic classical elastic compliance matrix (compact bone §§2B). Some of the salient details of current research practices will be outlined in the remainder of this section.

### A. Trabecular bone modelling

Cellular solids are known to exist in many natural forms including wood, cork [5], trabecular (cancellous) bone [6], and even in the human skull, as shown in Figure 1 [5, 6]. They are also examples of natural sandwich panel composite materials. The mechanical response and microstructural features of cellular solids are reasonably well understood and can be investigated using honeycomb and foam theories [7]. Honeycomb structures consist of repeated arrays of polyhedral cells [6] and are referred to as two-dimensional cellular solids. Foams are three-dimensional analogues of honeycombs and exist in open, with solid only at the edges of the polyhedra [5], or closed, with solid membranes over the faces of the polyhedra [8] forms.

One of the most influential works on analytical modelling of honeycombs was conducted by Gibson et al. [9]. This work is concerned with the in-plane mechanical properties of conventional foam structures (e.g. Figure 2). Much of the ground breaking research investigating the static performance and mechanical properties of cellular solid systems was conducted by Gibson and Ashby [6], in the mid-to-late 1980s, including analytical and FE modelling approaches. The primary deformation mechanism of trabecular bone systems has been shown to be rib flexure [9, 6]. Moreover, Gibson and Ashby’s analytical model [6] has been extended to incorporate other minor deformation mechanisms such as stretching and hinging of the cell walls [10, 11]. These analytical modelling methods are incredibly effective in predicting the mechanical and failure properties of two-dimensional cellular systems in pristine forms. In addition, they are easily extended to three-dimensional analogues. However analytical techniques are less effective, with the notable exception of Smith et al. [12], in the prediction of such properties, when cellular systems contain defects i.e. missing ribs. In the main, analysis of defective cellular systems uses numerical finite element methods. Gibson and Ashby formalized the flexure model [9] in what has now become the classic treatise of the properties of cellular solids [6].
A further important related area of research is the development of novel cellular materials that possess negative Poisson’s ratios, the so-called auxetic materials [13]. These materials get broader in cross section when a tensile load is applied and conversely become thinner when compressed. Since the Poisson’s ratio ($\nu_{xy}$) is defined as the ratio of contractile strain to extensive strain when a material is under tensile loading, then for auxetic materials the so-called contractile strain is in fact tensile, leading to a realization of negative Poisson’s ratios. In most cases, auxetic materials have been formed by alteration of the internal microstructure of a conventional material. For example, Figure 2(a) shows a conventional two-dimensional trabecular bone unit cell, which could deform by hinging (say) of the walls. This would lead to elongation of the cell along any tensile loading direction, but would undergo contraction at right angles to any applied load; hence this unit cell has a positive $\nu_{xy}$. However, if the geometry is modified so that cells adopt the re-entrant geometry shown in Figure 2(b), then they elongate both along and transverse to the tensile loading direction, giving rise to novel auxetic behaviour. Two-dimensional honeycomb foams have been produced using silicone rubber or aluminium; such structures are elastically anisotropic [9]. However, the current interest in auxetics emerged in 1987 with the development of isotropic three-dimensional auxetic foams by Prof. Lakes at the University of Iowa [14]. Moreover, Lakes has found that auxetic foams are more resilient than non-auxetics, when exposed to fatigue loading conditions. Due primarily to the inability to measure the mechanical properties of bone in-situ, there has been no clear evidence within the literature that trabecular bone is auxetic. Moreover, bone tends to die before any accurate measurements can be made of the elastic properties using more traditional testing methods. However, due to their proven fatigue added resilience, these materials are still of great interest particularly in design of implantable prostheses.

There is evidence in the literature that changing the microstructure of cellular solids so they are inherently auxetic renders improvement of their dynamic (and acoustic) properties. However to date, there seems a distinct lack of literature detailing mathematical modelling and simulation of such properties. Where the static performance of cellular solids is concerned, three regions of strain dependent static stress have been identified [6]; these being, Linear elastic, Plateau Stress and Plastic. The primary and secondary regions were shown to be recoverable as the plateau stress was attributed to elastic buckling of the ribs. The plateau is also present in the compression of three-dimensional cellular foams, where the deformation was observed in localized bands [6]. Static modelling attempts to accurately repeat the three stages of elastic behaviour using non-linear finite element solution procedures resident in commercial software (e.g. ANSYS, see Figure 4). It has been shown [6] that whatever the failure mode in compression, all types of trabecular bones will exhibit the three regions. However, the text reports [6] that when loaded in tension, elastic cellular materials will show an almost instant transition from the linear elastic to the plastic region. That is, no plateau stress is observed. Plastic trabecular model systems still show a plateau stress region between the elastic to plastic regions, though it is considerably shorter. Brittle failure on the other hand shows no transition to the plastic region in tension and will appear to fail while still in the elastic region; a brittle failure is very abrupt in tension. Gibson and Ashby show that the type of bone fracture is dependent on the intrinsic material behaviour. That is, trabecular bone may react elastically or plastically depending on the nature of the intrinsic material. Furthermore, analytical and FE modelling has shown that if the trabeculae are constructed from a brittle material, failure of the whole structure exhibits brittle failure. As with any brittle solid, the fracture is controlled by the crack propagation, which can be calculated via fracture mechanics. This phenomenon has been proven using a novel crack propagation routine [10]. Recently our group has made one of the first attempts in Europe to employ mathematical modelling approaches used extensively in the mechanical engineering domain in the bio-medical sector. We are in the process of designing biomaterials with a cellular structure to replace bones. For example, titanium foams are being considered as the main substitute materials for trabecular bone as their structures and properties are very similar to those of bones. Progressive failure of bone structures under shock loading conditions have been presented; utilizing a brittle crack propagation routine developed in-house (Figure 3), featuring sophisticated birth and death of finite elements. That is, the progressive deactivations (death) of elements from the finite element models are used to simulate bone fracture. On the other hand the reactivation (birth) is used to simulate healing processes. The results show that under shock-loading conditions, the bone structures investigated here undergo catastrophic failure where a rapid reduction in the elastic modulus and both tensile and compressive strength properties is apparent.
This research has progressed to investigate these phenomena more closely from a mathematical viewpoint by developing both analytical (continuum mechanical) and finite element modelling protocols to investigate the effect of the mechanical properties and failure modes in cellular systems with intrinsic brittle, ductile (elastic-plastic) and viscoelastic properties.

**B. Cortical bone modelling**

Surprisingly, due to the composite nature of compact bone, research in this area is still very much in its infancy with approximately 800 academic papers reported in the last three decades. One of the earliest uses of the FEA method in prediction of mechanical properties of cortical bone dates back to 1991. Faulkner [15] created FEA models from quantitative computed tomographic patient data with and without osteoporosis. Simulation loads were applied to the vertebral models to estimate strength. Yield strength in the models from patients with osteoporosis was $570 \pm 260$ kPa at the 99.9% confidence level, which was shown to be some 28% lower than normal bone [15]. This rather rudimentary modelling was quite revolutionary in that it was probably the first time the strength and elastic properties of cortical bone had been predicted using FEA. The work is however an extension of the fundamental work performed on trabecular bone (§1A) and research in the dental community most notably Cook et al. [16] whom used three-dimensional FEA to determine the effect of implant elastic modulus on stresses in tissues around Low Temperature Isotropic (LTI) carbon and aluminium oxide dental implants. Models were constructed to represent a baboon mandible containing a blade type dental implant. It was shown that the use of LTI carbon and aluminium oxide dental implants as an abutment in a fixed bridge resulted in a reduction of stresses in tissues around the natural tooth when compared to nominal physiological stress levels. A three-unit fixed bridge was modelled connecting the dental implant to a natural molar. The results of the study indicated a three-fold reduction in stress in the crestal region when aluminium oxide implants were employed in comparison with carbon implant counterparts [16]. Since the FEA work within the dental and maxillofacial surgical communities is obviously most developed dating back to over a decade further than most of the rest of the medical community [17] the proceeding sub-sections will discuss these details further. The modelling procedure usually begins with rudimentary verification using extended Timoshenko beam theory [18] together with classical fracture mechanics similar to shown in Figure 5, where CATIA (Computer Aided Three-dimensional Interactive Application) was used to effectively confirm that, as expected, stress was significantly increased without the presence of the third molar [17]. These results have been subsequently verified using the separate commercially available and complimentary FE code ANSYS, and an analytical model developed in-house [19].
C. Dental applications

Goel et al. [20] investigated the stresses arising at the Dentino-Enamel Junction (DEJ) during function and noted that the shape of the DEJ was different under working cusps than non-working cusps. The results of this study showed that tensile stresses were elevated toward cervical enamel and also that mechanical inter-locking between enamel and dentin is weaker in the cervical region than in other areas of the tooth making it susceptible to crack.

Many studies have been carried out to assess the behaviour of teeth under occlusal load using FEA. Rees [21, 22] used this concept to estimate the effect of repeated loading on the restoration of cervical cavities. It was suggested that continual occlusal loading produced displacements and stresses under the buccal cervical enamel and dentin, increasing crack initiation and encouraging loss of restoration. This suggests that lingual walls of teeth should be equally susceptible to cervical wear as are buccal walls, but this is not supported by clinical findings where lingual surface lesions are comparatively rare. Further FEA studies by these authors showed that exposed dentine could be eroded by acid undermining enamel causing more breakdown and increased wear [22, 23]. Coelho et al. [24] conducted another study to test the hypothesis that micro-tensile bond strength values are inversely proportional to dentine-to-composite adhesive layer thickness through laboratory mechanical testing and FEA. They showed that single bonds were more effective than Clearfill self-etch adhesive system. Furthermore Kim et al. [25] compared the stress distribution during simulated root canal shaping and estimated the residual stress thereafter for some nickel-titanium rotary instruments using a 3D finite element code, taking into account the non-linear mechanical behaviour of the nickel-titanium material. They concluded that the original Protaper design showed the greatest pull in the apical direction and the highest reaction torque from the root canal wall, whereas Profile showed the least. In Protaper, stresses were concentrated at the cutting edge and the residual stress reached a level close to the critical stress for phase transformation of the material. The residual stress was highest in Protaper followed by Protaper Universal and Profile.

Finite element analysis can be applied in three areas of Orthodontics, viz.

- Analysis of the skeleton,
- Design of orthodontic devices,
- Analysis of growth, remodelling and degeneration.

Orthodontic tooth movement can be achieved by assessing the remodelling of the alveolar bone (Figure 6). This is triggered by changes in the stress/strain distribution in the periodontium. FEM can be used to describe the stress situation within the Perio-Dental Ligament (PDL) and surrounding alveolar bone. It can also be used as a tool to study orthodontic tooth movement [26]. FEA has been a useful tool for morphometric analysis in craniofacial biology too. The Cephalometric Finite Element Analysis (CEFEA) code incorporates the advanced features of FEM though bypasses much of the technical details of the method. The code uses the colour graphics display akin to an FE post-processor to show size change, shape change, and angle of maximum change. These are pictured as coloured triangles of clinically relevant regions between pre- and mid- or post treatment lateral head films. The effect of altering the geometry of the bracket base mesh on the quality of orthodontic attachment employing a three-dimensional finite element computer model is another application of the method in orthodontics as discussed by Knox et al. [27]; here a CAD/CAM template gives orthodontists a safe way to place mini-screws [28].

D. Oral and maxillofacial trauma

In maxillofacial trauma computational simulation has been used for:

- Impact analysis,
- Optimal localisation of different osteosynthesis devices,
- Analysis of loads across a fracture.

Three-dimensional Computer-Aided-Design (CAD) models were generated simulating ten skulls [29]; impacts being simulated in an orbital region of these models in four specific patterns.

Pattern-1: All the energy works to cause the hydraulic effect.

Pattern-2: Two-thirds of the energy works to cause the hydraulic effect; one-third of the energy works to cause the buckling effect.
Pattern-3: One-third of the energy works to cause the hydraulic effect; two-thirds of the energy works to cause the buckling effect.

Pattern-4: The entire energy quantum works to cause the buckling effect.

Using the finite element method, the regions where fractures were theoretically expected to occur were calculated and compared with the aforementioned four patterns. This showed more fracture damage occurred for Pattern 1 than Pattern 2, and for Pattern 3 than for Pattern 4. This demonstrates that hydraulic and buckling mechanisms interact with one another. When these two mechanisms are combined, the orbital walls tend to develop serious fractures. Three-dimensional finite element models simulating atrophic mandibular fractures were constructed [30]. The models were divided into 4 groups according to plate thickness (1.0, 1.5, 2.0, and 2.5 mm). Fractures were simulated in left mandibular bodies, and 3 locking screws were used on each side of each fracture for fixation. Large-profile (2.0-mm-thick) locking plates showed better biomechanical performance than did 1.0- and 1.5-mm-thick plates, and can be considered an alternative reconstruction plate for the treatment of Class III atrophic mandibular fractures. In orthognathic surgery different osteotomy designs have been analysed, to see which osteotomy has the best biomechanical profile [30]. There is also work which has been performed on modelling soft tissues of the face with regards to orthognathic surgery outcomes [31]. Work is now progressing such that patient-specific CT imaging data can be imported in to the ANSYS FEA code using the open-source 3D-slicer software (Figure 6). This will enable much more detailed clinically relevant modelling to be performed in the not so distant future [19]; with preliminary results being shown in Figure 7.

III. COMPUTATIONAL FLUID DYNAMICS FOR BLOOD FLOW SIMULATION

Computational Fluid Dynamics (CFD) is a method used to numerically solve a series of governing equations in order to accurately predict resulting flow fields at specific parts of the cardiovascular system. Here CFD, with the correct blood physical properties assigned within the respective code, is used for numerical experimentation [34]. The greatest advantage of CFD is the ability to simulate flow and create numerical results in situations where experiments would be expensive and time-consuming, or in those circumstances that would be impossible to recreate experimentally. The potential for inaccurate or erroneous results however is great, particularly as this software is widely available and can be run on most domestic computers. It is therefore of utmost importance that numerical models are validated and verified. In addition a thorough understanding of fluid mechanics, and application of CFD to appropriate problems, is necessary to help to ensure realistic and reliable results.

Much of the groundbreaking work in this area has been conducted by Prof. Steinman’s team at the University of Toronto. Under his leadership the team have produced more than 250 academic papers over the past decade. The early work culminated in the development of the most impressive Vascular Modelling Toolkit (VMTK) which effectively allows the production of three-dimensional geometrical surfaces models, interpolated from Digital Imaging and Communications in Medicine (DICOM) data. The use of the software is now rapidly becoming the pre-protocol to three-dimensional vascular model construction or CFD meshing algorithms. Prof. Steinman is currently focusing predictive modelling of the rupture of cerebral aneurysms, turbulence in blood flow as well as the development of an interactive ultrasound training simulator and flow visualization. As mentioned previously Steinman’s opening chapter [1] to the text [35] detailing the necessary assumptions and their respective validity to haemodynamics is most informative and does provide some very valuable insights in to the state of the science over the last couple of decades or so. However, a more detailed, though earlier review, of the use of CFD for the exploration of haemodynamics is given elsewhere [36]. It is therefore

Figure 7. Preliminary finite element model results

E. Orthopaedic implants

This appears to be one of the largest fields of dental research involving finite element analysis. Pesqueiria et al. [32] wrote an excellent review article, which covers some of the complexity of the implant/dental interface. The mechanism of stress distribution and load transfer to the implant/bone interface is a critical issue affecting the success rate of implants. They reviewed the literature with reference to stress analysis methods associated with implant-supported prosthesis loading, and discussed their contributions in the biomechanical evaluation of oral rehabilitation with implants. It was found that several studies have used experimental (including photoelasticity, strain gauges), analytical and computational models by means of finite element analysis [33], to critically evaluate the biomechanical behaviour of dental implants. Consequently, FEA has been used to evaluate new components, configurations, materials and shape of implants.
not the purpose of this section to revisit the work described by Prof. Steinman in his multiple treatise on the topic; more to provide an overview of the work of the authors in the context of CFD modelling of smaller blood vessels, particularly arteries.

A. Evolution of CFD for haemodynamics

Flow modelling and computing have been extensively used to develop a detailed understanding of local blood flow patterns since the link between altered blood vessel haemodynamics and the formation of atherosclerosis was made in the 1980s by Friedman et al. [37]. In the early 1990s, CFD emerged as a technique for investigating local flow patterns in extreme detail, making more sophisticated studies possible [38, 39]. Additionally, Perktold [40, 41, 42, 43] and colleagues were responsible for the majority of the novel work in this field, and were the first group to demonstrate the carotid bifurcation using CFD. The increasing availability of CFD as a research tool, combined with ever-improving computer capabilities, led to a multitude of studies into the local haemodynamic flow within vessels. Factors such as low wall shear stress [44], flow disturbance [45], high oscillatory shear stresses [46], and vessel wall tension [47] were all implicated as factors affecting atheroma formation through the use of CFD. These correlations are supported by studies carried out in animal models by DePaola et al. [48] who demonstrated that large shear stress gradients could induce morphological and functional changes in the endothelium in regions of disturbed flow.

As well as developments within CFD, significant improvements were also being made within medical imaging. This led to in vivo measurements of haemodynamics using techniques such as Doppler ultrasound [49], Magnetic Resonance Imaging (MRI) [50], and angiography [51]. It then became possible to combine CFD with image-based techniques to investigate realistic vascular geometries [52, 53, 54]. Detailed reviews of the developments of image-based modelling of blood flow over the last two decades have been carried out by Steinman [55] and Taylor [56].

In the early days of CFD, simulations initially required several days of computer processing and could only produce two-dimensional models of idealised geometries. Now however, it is possible to convert detailed high-quality medical images into complex three-dimensional meshes for simulation of blood flow in individualised patients [57]. This process involves contrast-enhanced Magnetic Resonance Imaging (ceMRI) of the vessels and the application of a computational filter to calculate flow rates. The ceMRI images are converted into a mesh and then a patient specific flow simulation is created using a CFD solver. Although these simulations are clinically relevant and can be used to aid therapeutic decision making for certain pathologies, for example aortic dissection, some limitations still exist. These are primarily related to assumptions made in order to reduce processing time of large volumes of information, including arterial wall non-slip conditions, rigid walls, and blood as a Newtonian fluid. This said, the extent to which these assumptions actually influence accuracy of the results is a subject of great debate, and one which is addressed eloquently and comprehensively by Steinman [58]. Our group is also exploring the influence of Newtonian / non-Newtonian properties on flow in small vessels [59].

Application of CFD to blood flow within vessels, whether pristine or pathological, is complex, but the addition of a surgical procedure, such as a vascular anastomosis, creates further issues for consideration including compliance mismatch, new geometries and subsequently new local haemodynamics. Several studies have been carried out to simulate flow in a range of anastomoses both in large and small vessels and are outlined in detail in Migliavacca’s review [60].

B. CFD for modelling microvascular anastomoses

There is little published work in this area, with only a few studies carried out to specifically investigate microvascular anastomoses using computational modelling. AI-Sukhun et al. [61] developed a finite element model (FEM) to study the effect of stress and strain in microvascular anastomoses. The principal finding of this study was that size discrepancy in an end-to-end anastomosis demonstrated a significant reduction in blood flow compared to that in an end-to-side anastomosis. A more recent study by the same group has examined the effect of vascular wall compliance on displacement at the anastomotic site [62], with the major finding being that a 45° angle of inset, for an end-to-side anastomosis, caused significantly less deformation at the anastomotic site and as such was deemed preferable.

A further study into the computational modelling of microvascular anastomoses was that of Rickard et al. [63] who investigated several techniques for anastomosis in arteries with size discrepancy. Four idealised end-to-end anastomotic techniques were modelled where the recipient artery was smaller. CFD simulations were performed to evaluate flow patterns and Wall Shear Stress (WSS) in the idealised anastomoses, with the ‘wedge’ technique demonstrating the least flow separation (Figures 8 & 9). These studies have evaluated the flow fields through idealised microvascular anastomoses in detail, but neither investigated local haemodynamics around sutures, or explored the flow patterns through coupling devices. It was for these reasons that our group began using CFD to examine the influence of microvascular sutures and coupling devices on anastomotic blood flow [64, 65, 66].
C. Comparison of flow in idealised sutured and coupled microvascular anastomoses

Our first study used CFD to directly compare idealised sutured and coupled microvascular anastomoses to investigate the affect of each technique on intravascular blood flow [66]. Geometries of sutured and coupled anastomoses were created with dimensions identical to microvascular suture material and the GEM Microvascular Anastomotic Coupling (MAC) device using Computer Aided Design (CAD) and CFD software (Figures 10 & 11). Vessels were modelled as non-compliant 1mm diameter ducts, and blood was simulated as a Newtonian fluid. All analyses were steady-state and performed on arteries. The simulations demonstrated less favourable flow properties in the sutured anastomosis when compared to those in the coupled model. Higher WSS and Shear Strain Rates (SSR) were found in the sutured technique (Figure 12), both of which are implicated in platelet activation and thrombus formation [67, 68, 69]. The sutured and coupled simulations were also compared to a pristine vessel, and interestingly the coupled anastomosis very closely matched the WSS and SSR profile seen in these pristine vessels. It could therefore be concluded, within the limits of an idealised study, that these observations demonstrate a theoretically more thrombogenic profile in a sutured anastomosis when compared to a coupled vessel [66].

Figure 8. Geometry and mesh for the wedge microarterial anastomosis (source [63])

Figure 9. Demonstrating flow through the wedge microarterial anastomosis for vessels with size discrepancy (source [63])

Figure 10. CAD coupler assembly (source [66])

Figure 11. Idealised suture geometry creation using a subtraction body operation (source [66])
D. Flow analysis investigating realistic suture positioning in microarterial anastomoses

The natural progression of our comparative study was to create a sutured anastomosis geometry that more closely resembled clinical practice to ensure our previous findings were representative. The aim was to investigate the extent to which individual aspects of suture placement influence local haemodynamics within microarterial anastomoses [64]. Again, particular focus was placed on the WSS and SSR for each simulation. Measurements were taken from micrographs of sutured anastomoses in chicken femoral vessels, with each assessed for bite width, suture angle and suture spacing. Computational geometries were then created to represent the anastomosis. Each suture characteristic was parameterised to allow independent or simultaneous adjustment. Vessel simulations were performed in 2.5mm diameter ducts, again with blood as the working fluid. Consistently, vessel walls were simulated as non-compliant and a continuous Newtonian flow was applied, in accordance with current literature.

Suture bite angle and spacing had significant effects on local haemodynamics, causing notably higher local SSRs, when simulated at extremes of surgical practice (Figure 13). In keeping with our previous comparative study [66], these areas are potential sources of platelet activation and subsequent thrombus formation. A combined simulation, encompassing subtle changes of each suture parameter simultaneously i.e. representing optimum technique, created a more favourable SSR profile (Figure 14). As such, haemodynamic changes associated with optimum suture placement are unlikely to influence thrombus formation significantly. These findings support adherence to the basic principles of good microsurgical practice [64].

IV. SIMULATION OF ARTIFICIAL ORGANS

In recent years a number of rather successful attempts have been made to model the animal and human organs using engineering computational modelling software usually resident in a High Performance Computing (HPC) facility. Much of the early work, conducted in the mid-to-late 1990’s, concentrated on the development of medical devices such as the mechanical heart valve (MHV) prostheses [70] in order to underpin more extensive experimental studies [71]. Such pioneering work was significantly extended over the next couple of decades and applied to other organs such as the lungs and bladder.

A. Heart models

As briefly mentioned previously, cardiovascular computational modelling began in the development of artificial heart valves [70]. This work combined experimental and computational data to investigate cavitation during the squeezing and rebounding phases of the closure of an Edwards-Duromedics (ED) MHV. CFD was employed to investigate a potential source of local erosion of the device and subsequent mechanical failure. The resultant simulation data demonstrated high flow velocities near the inflow surfaces of the valve leaflets which could produce cavitation within the flow fields. These corresponded with the areas of damage seen on explanted valves. One of the earliest uses of the commercial ANSYS-CFX software was performed by Song et al. [72] where a continuous flow ventricular assist device (VAD), a miniature centrifugal pump, was modelled for the first time. Here, stagnation points and vortices were used in order to imply possible sources of thrombosis.

During the last five years over 250 academic papers have been published pertaining to cardiovascular CFD modelling. Due in the main to heart decease persistently being one of the western worlds greatest killers, it continues to be the most rigorously applied medical CFD discipline. Many of these intensive studies involve the establishment of simulation boundary conditions. Such an approach has
been attempted on a couple of occasions by Khalafvand et al. \cite{73, 74}. The latter study investigated the flow characteristics of a 48 year old male four months before surgery (Figure 15) in order to model benefits from a Surgical Ventricular Restoration (SVR) Coronary Artery Bypass Grafting (CABG) procedure. Vortex formation and development were presented in 3D geometry and also in 2D cross sections to demonstrate the size and location of crescent vortices in the left ventricle (LV). CFD was performed on models obtained from specific MRI scans acquired before (Figure 16) and after surgery (Figure 17). These results clearly demonstrated the flow patterns during diastole and systole, respectively. As wall dilatation continues, blood velocities across the mitral annulus increase, and vortices form underneath the aortic valve. These vortices became stronger and increased in length with increasing inlet velocity \cite{74}. On the other hand, the flow patterns obtained from models after surgery show smaller vortices from close to the junction of the aortic root and left atrium.

The derived pressure differences seen within the LV during diastole and systole, before and after surgery, clearly demonstrated the surgical efficiency. The pressure differences between ventricular base and apex after surgery are significantly increased and provide better LV filling and ejection. Maximum pressure differences were used as indices for assessing cardiac performance before and after the surgical procedure. The study clearly showed that SVR+CABG improves the performance of LV. It was therefore postulated that modelling different LV and valve diseases might well provide useful clinical applications \cite{74}.

Figure 15. (a) Pre-surgery end-diastole and end-systole geometries, (b) post-surgery end-diastole and end-systole geometries, (c) temporary volume versus dimensionless time for before and after surgery LV, (d) temporary velocity versus time for pre-surgery LV, (e) temporary velocity versus time for post-surgery LV, and (f) four 2D longitudinal cross sections in two different views. $V_{di}(t) =$ velocity at the inlet during diastole; $V_{so}(t) =$ velocity at the outlet during systole; $Re_i(t) =$ Reynolds number at the inlet during diastole; $Re_o(t) =$ Reynolds number at the outlet during systole. (Source \cite{75})

Figure 16. Flow patterns during diastole for before surgery at (a) $t = 0.048\,[s]$, (b) $t = 0.192\,[s]$, (c) $t = 0.337\,[s]$, (d) $t = 0.481\,[s]$, (e) $t = 0.626\,[s]$, and (f) $t = 0.722\,[s]$. (Source \cite{75})
CFD techniques are most widely reported throughout the journal of Artificial Organ, over the last five years some 68 articles have been dedicated to the work, which is some 75% greater than the next highest, i.e. Annals of Biomedical Engineering. For instance Kobayashi et al. [76] reported progressions made in the development of the Continuous-Flow Total Artificial Heart (Figure 18). The state-of-the-art ANSYS-CFX commercial code was employed to model the right hydraulic output of an artificial heart having one motor and a rotating assembly supported by a hydrodynamic bearing. This work presents progress in four areas of development: the automatic speed control system, self-regulation to balance right/left inlet pressures and flows, haemolysis testing using calf blood, and coupled electromagnetics (EMAG) with the aforementioned CFD. Simulation results for a fixed rotor position, revealed little difference between the performance of the left, right, and bearing sections of the pump and that of the combined pump. These results were shown to be consistent with clinical expectations, as evidenced by flow-rates exchanged between pump sections along the connecting journal bearing flow path. The CFD analysis also revealed that the journal bearing pressure fields between the two pump sections provided the majority of the hydraulic radial force. These being established from a benchmarking study of nominal axial operations which were shown to move to more extreme conditions; location of the peak residence time within the fluid film of the hydrodynamic bearing were subsequently evaluated (Figure 19). Furthermore, the multi-physics coupled EMAG/CFD full pump solutions predicted hydraulic performance, static pressure taps throughout the pump, and rotor torque matched in vitro data. Additionally, axial force imbalances toward the left pump were found. Therefore the EMAG/CFD predicted the axial position of the rotating assembly in line with empirical data.

Recent reviews into the application of CFD for cardiovascular simulations have demonstrated use of medical image processing software to establish realistic three-dimensional models, e.g. [77, 78]. The review of Zhang et al. [77] details technological advancements outlining some of key ramifications of CFD modelling with regard to coronary artery disease research. Particular attention is being directed toward patient-specific modelling, with respect to geometry reconstruction, establishment of realistic boundary conditions, fluid–structure interaction and relationships between specific haemodynamic conditions and clinical indices. The use of CFD in assessing the viability of myocardium and suitability for percutaneous coronary intervention is also being explored.

B. Lung models

The complete, multi-scale geometry of airflow within human bronchopulmonary segments presents a great challenge to medical imaging and consequently, to two-dimensional and three-dimensional solid and surface modelling. Such modelling regimes are probably one of the key challenges in biomedical CFD. Nonetheless researchers have proposed reduced geometry models in which multiple airway paths (Figure 20) have been created. For instance,
Numerical simulations were conducted under normal breathing frequency and high-frequency oscillatory ventilation (HFOV) conditions using user-defined C-programs together with CFD code ANSYS-Fluent. Two-dimensional and three-dimensional double bifurcating lung models were created, and the geometry based on the Weibel’s pulmonary model analogous to those of Liang et al. [80] i.e. Figure 20. Simulations were carried out to study the air flow fields, gas transportation, and wall shear stresses in the airways for different Reynolds numbers (i.e. Re = 400 and 1000) and several respiratory cycle frequencies. The numerical models successfully reproduced a number of results observed empirically [81].

C. Bladder models

Computational simulation in the urinary system has been employed to investigate the mechanical properties of the ureter, specifically the hydrodynamics of flow along a distensible tube with peristaltic motion [82]. In addition, models of the lower urinary tract have been proposed including those for examining bladder function and neural control [83].

The works of Niu & Chang [84] and Pok et al. [85] have explored the lower urinary tract in more detail, with special consideration given to the bladder. The first of these works details preliminary CFD simulations of the lower urinary system. Here, suitable assumptions are provided which simplifies the lower urinary geometry to a rigid body. The ANSYS-CFX commercial code is used to evaluate the urine flow velocity distributions, and wall pressure, ergo wall shear stress. Simulation results showed an increased inflow rate due in the main to intense secondary flows occurring at the end of the urethra. A phenomenon which was accompanied by oscillating pressure fields and wall shear stress distributions at peak flow rates [84].

The study by Pok et al. [85] investigated a bio-reactor suitable for human bladder regeneration. The CFD simulations incorporated porous regions, nutrient consumption for smooth muscle cells (SMCs) and effective diversities in the modelling protocols. Steady state simulations with different inlet shapes were simulated similar to those shown in Figure 21 [85]. These virtual approach capabilities allowed for the integrating mass and momentum transfer calculations in a single system therefore outlining problems which may have arisen from scaling-up the reactors.

As mentioned previously, probably due to the natural multi-physics involved, the literature with regard to CFD or indeed FEA of mammal (including human) bladders is not particularly numerate. A related area of research is that of tissue engineering where it was stated that: “CFD modeling helps characterize fluid flow, provides initial estimates, and more importantly supplements experimental results. Influence of parameters such as velocity, oxygen tension, stress, and strain on tissue growth can be effectively studied throughout the reactor using CFD”. Patrachari et al. [33]

Figure 20. Configuration of the lung airway mode (Source [80])

Figure 21. Different bioreactor configurations tested using CFD computations (A) Circular bioreactor containing a and scaffold optimized for uniform stress distribution, (B) Circular bioreactor containing a diameter scaffold with two inlets and two outlets. Also inlet and outlet shapes are
different. (C) Spherical bioreactor with features resembling human bladder. (Source [86])

**SUMMARY**

This article provides an overview of several specific areas within medicine, dentistry and surgery where computational simulation has been used to evaluate or develop the respective fields. We have described principal techniques involved with the finite element method for bone modelling, and explored the development of this for evaluating dental implants and predicting fracture propagation. Details of computational fluid dynamics have been discussed in the context of blood flow simulation, along with the specifics of microvascular flows and the incorporation of anastomosis technique. Lastly, the place of computation in the creation of artificial organs has been presented, particularly in the context of cardiorespiratory and urinary systems.

As previously discussed, the intention of this article is not to be all-encompassing, but more a précis to demonstrate the broad range of applications of computational simulation, and its subsequent potential to influence and improve treatment for patients.
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