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Choosing a suitable model and determining its associated parameters from fitting to experimental data is
fundamental for many problems in biomechanics. Models of shear-thinning complex fluids, dating from
the work of Bird, Carreau, Cross and Yasuda, have been applied in highly-cited computational studies of
hemodynamics for several decades. In this manuscript we revisit these models, first to highlight a degree
of uncertainty in the naming conventions in the literature, but more importantly to address the problem
of inferring model parameters by fitting to rheology experiments. By refitting published data, and also by
simulation, we find large, flat regions in likelihood surfaces that yield families of parameter sets which fit
the data equally well. Despite having almost indistinguishable fits to experimental data these varying
parameter sets can predict very different flow profiles, and as such these parameters cannot be used
to draw conclusions about physical properties of the fluids, such as zero-shear viscosity or relaxation
time of the fluid, or indeed flow behaviours. We verify that these features are not a consequence of
the experimental data sets through simulations; by sampling points from the rheological models and
adding a small amount of noise we create a synthetic data set which reveals that the problem of param-
eter identifiability is intrinsic to these models.
� 2019 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Many complex fluids exhibit shear rate-dependent viscosity;
suspensions, particularly fluids of biological importance such as
blood, and biological polymers, such as mucus, are typically
shear-thinning (pseudo-plastic), i.e. their viscosity reduces with
increasing shear rate. Several models have been proposed for this
behaviour and have been studied intensively; we will focus on a
class of models which relate shear viscosity to shear rate via non-
linear algebraic equations, in particular the formulations of Cross,
Bird, Carreau and Yasuda, and their subsequent application to
blood rheology. We address two significant issues – first, an incon-
sistency in the literature regarding naming of models, and more
importantly, some significant difficulties which appear in deter-
mining model parameters through least squares fitting. Since there
are major (and unexpected) differences in parameter identifiability
between subtly different models, unambiguous naming will turn
out to be very important. To set the scene we briefly review the
key models.

The earliest model of Ostwald (1925) and de Waele (1923) is
based on a power-law dependence of viscosity on shear rate; lim-
itations of this simple model include its singularity at zero shear
rate and inability to capture high shear rate dependency when
compared to empirical data. For these reasons we will not consider
the model further. These discrepancies were addressed by Cross
(1965) who postulated a four parameter, constitutive relationship:

lð _cÞ ¼ l1 þ l0 � l1
1þ ðk _cÞ1�n ; ð1Þ

where l is the effective viscosity of the fluid as a function of shear
rate _c1, the parameters l0 and l1 are the zero and infinite limit
shear viscosities respectively, k is a constant with dimensions of
time, and n is the power-law index (Eq. (1) is presented in a slightly
agnitude
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different form from Cross (1965) though is functionally identical).
The model has finite, non-zero viscosity, at zero and infinite shear
rate limits. By contrast, the three parameter model of Carreau
(1972) provides a finite viscosity at zero shear rate, and zero
viscosity in the infinite shear rate limit,

l _cð Þ ¼ l0

1þ k _cð Þ2
� �1�n

2
: ð2Þ

The original paper uses the parameter S ¼ ð1� nÞ=2. In a study
of polystyrene fluids, Yasuda (1979) modified this formulation to
include a further parameter a to describe better the low shear to
power-law transition region:

l _cð Þ ¼ l0

1þ k _cð Þa� �1�n
a
: ð3Þ

This model has four free parameters ðl0; k;n; aÞ, and implies a
zero viscosity limit as shear rate tends to infinity.

Perhaps surprisingly, the canonical text of Bird et al. (1987)
(while citing the same sources as above) defines a different model
as the ‘Carreau-Yasuda’ model

l _cð Þ ¼ l1 þ l1 � l0

1þ k _cð Þa� �1�n
a
: ð4Þ

Eq. (4) differs from both Carreau’s and Yasuda’s models through
including an infinite shear rate viscosity parameter l1 (in the man-
ner of Cross (1965)), amounting to five parameters.

Bird et al.’s five-parameter ‘‘Carreau-Yasuda” model (4) has
been used for blood flow modelling in key papers by Perktold
and Rappitsch (1995), Gijsen et al. (1999) (who referred to Bird
et al. and also termed it Carreau-Yasuda) and Leuprecht and
Perktold (2001) (who referred to it as a modified Cross model).
Eq. (4) can be viewed as a hybrid of Carreau, Yasuda and Cross’
contributions, which perhaps explains the proliferation of
terminology. Indeed for suitably-chosen parameters, Eq. (4) can
be reduced to each of the preceding models.

The variability in terminology can also be found in major
commercial codes such as ANSYS-Fluent, ANSYS-CFX, and Abaqus
(see Table 1). To avoid confusion, we refer to Eqs. (1)–(4) as
the Cross-1965, Carreau-1972, Yasuda-1979 and BCCY-1987
(Bird-Cross-Carreau-Yasuda) models respectively.

2. Data fitting

Given a functional form lð _c; hÞ for the viscosity l at shear rate
ð _cÞ with parameters h ¼ ðl0;n; . . .Þ, and rheometry data ð _cm;lmÞ,
maximum likelihood estimation, assuming normally distributed
error, leads to the least squares parameter estimate,

h� ¼ argmin
h

LðhÞ :¼ argmin
h

XM
m¼1

ðlð _cm; hÞ � lmÞ2; ð5Þ
Table 1
Three commercial CFD packages and their varying terminology. Note that Eq. (8) can
be found in Section 3.2.

Software Their name Equation

Abaqus Carreau-Yasuda Eq. (4)
Carreau Eq. (4) with a ¼ 2
Cross Eq. (1)

ANSYS-CFX Carreau-Yasuda Eq. (4)
Bird-Carreau Eq. (4) with a ¼ 2

Cross Eq. (8)
ANSYS-Fluent Carreau Eq. (4) with a ¼ 2 and a

leading temperature factor
Cross Eq. (8) with a leading

temperature factor
where M is the total number of experimental data points.
We will also find it useful to optimize over subsets of parame-

ters while the remaining are held fixed. To denote this we will use,
for example, the notation

Lðl0; k; �Þ :¼ max
n

Lðl0; k;nÞ: ð6Þ

Most rheological literature takes the slightly different approach
of fitting the model to data on a log–log scale. In the framework of
maximum likelihood estimation, this approach corresponds to the
assumption of lognormal error. Mathematically, we may define,

h} ¼ argmin
h

‘ðhÞ :¼ argmin
h

XM
m¼1

ðlogðlð _cm; hÞÞ � logðlmÞÞ2: ð7Þ

Haematological rheology data from Skalak et al. (1981)
(extracted from Ballyk et al. (1994) using GRABIT, Doke (2016))
will be used to illustrate the parameter identifiably concerns in
what follows because of its excellent coverage in shear rate, from
0:1 s�1 to 500 s�1, but it is important to note that these results
do not exclusively apply to blood flow problems.
3. Results

Each model will be considered in turn, starting with the model
possessing the fewest free parameters. The units of l0;l1 will be
centipoise, k will be seconds, and n; a are dimensionless.
3.1. Carreau-1972 three-parameter model

Performing a maximum likelihood fit of the Carreau-1972
model with normal errors, i.e. by minimizingL, immediately yields
difficulties with parameter identification. Constrained optimiza-
tion (Matlab fmincon) consistently finds a solution with
n ¼ 0:483 at the boundary of the parameter space, at either the
maximum value of l0 or the maximum value of k depending on
the limits chosen. The reason for this behaviour is evident in
Fig. 1a; the likelihood surface Lðl0; k; �Þ exhibits an extended
‘ridge’. Taking an upper bound of l0 < 350 yields the parameter
estimate l0 ¼ 301; k ¼ 200; n ¼ 0:483, depicted with a blue star;
the cost function value is L� ¼ 25:8. To show how indeterminate
this fit is, we will examine an arbitrarily chosen ‘alternative’
parameter tuple of l0 ¼ 211; k ¼ 100 and fitted optimum
nþ ¼ 0:482 (red plus), which has a very similar cost function value
of Lþ ¼ 25:9. For any practical purpose, the fits are identical, as
shown in Fig. 1b,c. The data do not therefore reliably constrain
the parameters l0 or k. It is also of note that either parameter
set fits the data well with these parameters up to approximately
_c ¼ 10 s�1, however they both perform rather badly for higher val-
ues of shear rate.

One may ask whether the more traditional approach of fitting to
the log–log plot, i.e. by taking lognormal error and minimizing ‘,
might work better. The results of this process are shown in
Fig. 2. The higher shear rate region (10–500 s�1) is fitted much bet-
ter, however the indeterminacy issue is still present. The best fit
tuple found by fmincon (with the same bounds) is
l}

0 ¼ 137; k} ¼ 200; n} ¼ 0:635 which has cost function
‘} ¼ 0:732. A manually and arbitrarily-chosen tuple
l�

0 ¼ 107; k� ¼ 100; n� ¼ 0:634, plotted as a red cross, yields a
very similar cost function value of ‘� ¼ 0:733. Again the flow
curves corresponding to each parameter set are essentially identi-
cal (Fig. 2a,b). While the fit is arguably better than for Fig. 1, the
parameters l0; k are again indeterminate from the data. The same
issue occurs for several other experimental blood rheology data
sets (see Appendix A).



Fig. 1. Carreau-1972 model fits (normal error) to data of Skalak et al. Panel (a) shows linearly spaced contours of the objective function L l0; k; �
� �

, with a blue star showing
the location of the Matlab fmincon parameter fit (with n ¼ 0:483), and a red plus showing the arbitrarily chosen ‘alternative’ parameter choice (with nþ ¼ 0:482). Panels (b)
and (c) plot the fits of the Carreau-1972 model to the data of Skalak et al. (1981) for these parameter tuples shown on linear and logarithmic axes respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Carreau-1972 model fits (lognormal error) to data of Skalak et al. Panel (a) shows linearly spaced contours of the objective function ‘ l0; k;}
� �

, with a blue diamond
showing the location of the Matlab fmincon parameter fit (with n} ¼ 0:635), and a red cross showing the arbitrarily chosen ‘alternative’ parameter choice (with n� ¼ 0:634).
Panels (b) and (c) plot the fits of the Carreau-1972 model to the data of Skalak et al. (1981) for these parameter tuples shown on linear and logarithmic axes respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Is this problem a consequence of the data available, or is it
intrinsic to the Carreau-1972 model? We generated a synthetic
data set by choosing parameter values and simulating an experi-
mental series of 50 samples, taken over an extremely wide range
of shear rates (10�3–103 s�1) and with a very small addition of log-
normal noise (with standard deviation 0:02). The synthetic data are
shown in Fig. 3a, with fitting results in Figs. 3b,c. Fitting over the
full range in shear rate (Fig. 3b) reveals that a local minimum is
now evident, although with again a rather elongated basin. How-
ever restricting the range in shear rate at the lower end to 10�2–
103 s�1 (Fig. 3c), the basin is extended in a similar way to the real
data fit of Fig. 2. If one has data which includes these very low
shear rates then it is possible to alleviate the indeterminacy and
obtain a reliable set of parameters. However in the context of blood
rheology, measurements of this type do not seem to be experimen-
tally availble in the literature.

3.2. Cross-1965

As described above, the Cross-1965 model involves the param-
eters l0; k; n, and, in addition, an infinite shear rate viscosity l1.
To facilitate comparison with the Carreau-1972 model we will ini-
tially set l1 ¼ 0, which we will refer to as the ‘Cross-Zero’ model,

lð _cÞ ¼ l0

1þ ðk _cÞ1�n : ð8Þ

The result of fitting this model with lognormal error to the data
of Skalak et al. is shown in Fig. 4a,b – while the fit is excellent, the
minimum of the cost function again appears at the boundary of the
domain. Extending the bounds of the search space has similar
effects to the Carreau-1972 model. The reason for this can be seen
by inspecting Eq. (8): for sufficiently large k and non-zero shear
rate, the constitutive law can be approximated by,
Fig. 3. Numerical experimental results: synthetic data generated from, then fitted to the
generate 50 points of synthetic data from the Carreau-1972 flow model with l0 ¼ 15
synthetic data generated over the shear rate range (10�3–103 s�1); (b) Cost function for
lð _cÞ � l0

ðk _cÞ1�n ; ð9Þ

yielding an infinite family of approximately equivalent parameteri-
zations for which l0=k

1�n is constant.
Having established that this simplified version of the Cross

model is also affected by parameter indeterminacy, we turn our
attention to the full four-parameter Cross-1965 model (Fig. 5).
While the fit (Fig. 5b,c) is rather better than both the Carreau-
1972 and Cross-Zero models, particularly for larger shear rates, a
similar parameter indeterminacy occurs as for Carreau-1972 and
Cross-Zero (Fig. 5a).

3.3. Yasuda-1979

The Yasuda-1979 model differs from Carreau-1972 only
through an additional index parameter. An interesting effect of
including this parameter is that a local minimum is now found
interior to the search domain (Fig. 6), at
l0 ¼ 106; k ¼ 98:1; n ¼ 0:635; a ¼ 7:61. Nevertheless, there is
still a very elongated ridge in parameter space and associated
uncertainty.

3.4. BCCY-1987

Finally, we consider the most general five-parameter BCCY-
1987 model (Fig. 7); the best fit parameter tuple (blue diamond)
is l0 ¼ 89:8; l1 ¼ 3:03; k ¼ 14:2; n ¼ 0:339 a ¼ 2:15 and the
cost function ‘} ¼ 0:0196. The fit is excellent, as for the Cross-
1965model, and as for the Yasuda-1979 model there is a minimum
interior to the domain. However, the indeterminacy is arguably the
worst of all models considered, with a large flat region in the top
left corner of the parameter domain considered. An alternative
point chosen at l0 ¼ 350; k ¼ 107 with optimized
Carreau-1972 model. (a) Lognormal noise with standard deviation 0:02 was used to
0; k ¼ 100;n ¼ 0:45. (b) Cost function, optimized over n for each ðl0; kÞ tuple for
50 synthetic data points generated over the shear rate range (10�2–103 s�1).



Fig. 4. Results of fitting the Skalak et al. data with lognormal error with our ‘Cross-Zero’ model (Eq. (8), based on Cross-1965 with l1 ¼ 0. Panel (a) shows linearly spaced
contours of the objective function ‘ l0; k;}

� �
, with a blue diamond showing the location of the Matlab fmincon parameter fit. Panels (b) and (c) plot the fits of the Cross-Zero

model to the data of Skalak et al. (1981) for these parameter tuples shown on linear and logarithmic axes respectively.

Fig. 5. Results of fitting the Skalak et al. data with lognormal error with the Cross-1965 model (Eq. (1)). Panel (a) shows linearly spaced contours of the objective function
‘ l0; k;}
� �

, with a blue diamond showing the location of the Matlab fmincon parameter fit. Panels (b) and (c) plot the fits of the Cross-1965 model to the data of Skalak et al.
(1981) for these parameter tuples shown on linear and logarithmic axes respectively. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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Fig. 6. Results of fitting the Skalak et al. data with lognormal error with the Yasuda-1979 model (Eq. (3)). Panel (a) shows linearly spaced contours of the objective function
‘ l0; k;}
� �

, with a blue diamond showing the location of the Matlab fmincon parameter fit. Panels (b) and (c) plot the fits of the Cross-Zero model to the data of Skalak et al.
(1981) for these parameter tuples shown on linear and logarithmic axes respectively. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

Fig. 7. Results of fitting the Skalak et al. data with lognormal error with the BCCY-1987 model (Eq. (4)). Panel (a) shows linearly spaced contours of the objective function
‘ l0; k;}
� �

, with a blue diamond showing the location of the Matlab fmincon parameter fit, and a red cross showing the arbitrarily chosen ‘alternative’ parameter choice.
Panels (b) and (c) plot the fits of the BCCY-1987 model to the data of Skalak et al. (1981) for these parameter tuples shown on linear and logarithmic axes respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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l1 ¼ 3:03; n ¼ 0:334; a ¼ 0:755 yields only a marginal increase in
cost function value ‘� ¼ 0:0214 (red cross).

3.5. Other non-Newtonian effects

In this manuscript we have focussed on a class of purely viscous
shear-thinning models with no plastic effects. One of the most
commonly used viscoplastic models, that of Casson (1959), can
be written as

l _cð Þ ¼ s1=20
_c1=2

þ l1=2
PL

 !2

; ð10Þ

with parameters s0 and lPL representing the yield stress and ‘‘plas-
tic viscosity” (Joye, 2003). Fig. 9 shows the fit of this two parameter
model, where we see that the Casson model exhibits none of the
indeterminacy problems of the other methods discussed in this
paper.

4. Discussion

This paper considered the identification of model parameters
from experimental data for various cases of what we have termed
the Bird-Cross-Carreau-Yasuda class of steady shear-thinning rhe-
ological models, specifically applied to blood data. Given that all of
the models considered exhibited significant uncertainty regarding
parameter values (at least for the experimentally available shear
range) – and in the case of the Carreau-1972 and Cross-1965 mod-
els the optimum value depended entirely on the specification of
the search domain – it is clear that it is necessary to be cautious
regarding the physical interpretation of the parameters derived
from such a fit. While the flow index n was very consistent, the
parameters l0 and k are indeterminate and therefore cannot be
used to draw conclusions about the zero shear viscosity or relax-
ation time of the fluid.
Fig. 8. Velocity profiles computed for pipe flow due to pressure gradient 10 dyn/cm for t
pipe radius 0:1 cm and (b,d) pipe radius 1 cm.
One may ask whether this parameter indeterminacy actually
matters for flow simulation. After all, if one has an accurate model
of the response of the fluid to a range of shear rates, why would the
individual parameters used to produce this curve matter? To pro-
vide insight into this question, we computed pressure-driven
axisymmetric pipe flow with the Carreau-1972 and BCCY-1987
models with each of the ‘best fit’ and ‘alternative fit’ parameter
choices. The results are shown in Fig. 8. In all cases the pressure
gradient was chosen as 10 dyn/cm (see Appendix B for solution
details). For each case there is a significant relative difference
between the flow profiles for each parameter fit. Parameter inde-
terminacy may therefore significantly affect flow predictions, par-
ticularly for flows involving low shear rates.

The rheology of shear-thinning fluids, and indeed the specific
field of haemorheology, are much wider-ranging than the class of
models and steady-shear experiments we have considered here.
For a recent review, see Anand and Rajagopal (2017) and examples
of recent studies on steady flows see Apostolidis and Beris (2014),
and for time-dependent flows, extensional rheometry, and vis-
coplasticity, see Apostolidis et al. (2015), Kolbasov et al. (2016),
and Papanastasiou (1987). The importance of the Bird-Cross-
Carreau-Yasuda class of models is underscored by the fact that
they have formed part of major works such as the highly cited
papers of Perktold and Rappitsch (1995) and Gijsen et al. (1999).
As such the matter of parameter identification for these models
is important to address. Our investigation has shown that parame-
ter fitting for this class of models is indeterminate for several key
blood rheology data sets in the literature. Moreover, this is still
an issue even for simulated high accuracy data over a very wide
range of parameter sets. The implications of this indeterminacy
are that parameter values for l0 and k in particular cannot be phys-
ically interpreted, and predictions from pipe flow models may also
be subject to uncertainty. In future studies – not just involving the
BCCY class of models – it will be important to assess parameter
sensitivity to have confidence in model predictions.
he best and alternative parameter fits for (a,b) Carreau-1972, (c,d) BCCY-1984. (a,c)



Fig. 9. Results of fitting the Skalak et al. data with lognormal error with the Casson-1959 model (Eq. (10)). Panel (a) shows linearly spaced contours of the objective function
‘ lPL; s0
� �

, with a blue star showing the location of the Matlab fmincon parameter fit. Panels (b) and (c) plot the fits of the Casson model to the data of Skalak et al. (1981) for
this parameter pair shown on linear and logarithmic axes respectively.

Fig. 10. Likelihood surfaces optimized over n for the Carreau-1972 model with lognormal error, consistently showing extended flat regions. (a) Merrill et al., (b) Cokelet et al.,
(c) Huang et al.

M.T. Gallagher et al. / Journal of Biomechanics 85 (2019) 230–238 237



238 M.T. Gallagher et al. / Journal of Biomechanics 85 (2019) 230–238
Data accessibility

All data and code for generating the figures in this report can be
accessed in the GitLab repository:

https://gitlab.com/meuriggallagher/nonnewtonianparamident

Conflict of interest statement

The authors confirm that there are no financial or personal rela-
tionship with other people or organisations that could inappropri-
ately influence (bias) this work.

Acknowledgements

M.T.G. and D.J.S. are supported by the Engineering and Physical
Sciences Research Council award EP/N021096/1. S.D. was sup-
ported by the London Mathematical Society Undergraduate
Research Bursary 17-18 13. This work started with the Multi-
scale Biology Study Group, University of Birmingham (12-15th
December 2016), which was jointly funded by POEMS (Predictive
modelling for healthcare technology through maths - EP/
L001101/1) and MSB-Net (UK Multi-Scale Biology Network - BB/
M025888/1). The sponsors had no role in the study design. The
authors gratefully the anonymous reviewers, particularly for sug-
gesting the Casson model comparison (Fig. 9).

Appendix A. Indeterminacy of the Carreau-1972 model applied
to other datasets

The parameter fitting to the Carreau-1972 model in Fig. 2a is
applied to the combined data sets from Merrill et al. (1963),
Cokelet et al. (1963) and Huang et al. (1973) in Fig. 10. Each of
these data sets have been extracted from Ballyk et al. (1994) using
GRABIT, Doke (2016).

Appendix B. Calculation of flow profiles for Carreau-1972 and
BCCY-1987 models

The flow profiles in Fig. 8 were calculated in the following way.
For each model the shear rate _c was calculated by solving for the
Poiseuille profile

l _cð Þ _c ¼ Pr
2
; r 2 0;R½ Þ

for a pressure gradient P ¼ 10 dyn/cm, and pipe radii R ¼ 0:1 cm
and R ¼ 1 cm, after which the fluid velocity was obtained by
integrating

du
dr

¼ _c:
Appendix C. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at https://doi.org/10.1016/j.jbiomech.2019.01.
036.
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