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Abstract: There have been some correlations in the literature to predict the gas and liquid flow rate through wellhead chokes under subcritical flow conditions. The majority of these empirical correlations have been developed based on limited production data sets that were collected from a small number of fields. Therefore, these correlations are valid within the parameter variation ranges of those fields. If such correlations are used elsewhere for the prediction of the subcritical choke flow performance of the other fields, significant errors will occur. Additionally, there are only a few empirical correlations for sub-critical choke flow performance in high rate gas condensate wells. These led the authors to develop a new empirical correlation based on a wider production data set from different gas condensate fields in the world; 234 production data points were collected from a large number of production wells in twenty different gas condensate fields with diverse reservoir conditions and different production histories. A non-linear regression analysis method was applied to their production. The new correlation was validated with a new set of data points from some other production wells to confirm the accuracy of the established correlation. The results show that the new correlation had minimal errors and predicted the gas flow rate more accurately than the other three existing models over a wider range of parameter variation ranges.
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1. Introduction

Wellhead choke is a primary piece of equipment used in the multiphase production of oil and gas wells. Wellhead chokes are mainly used in the oil and gas industry for the following reasons [1–4]:

- To regulate oil and gas production and consequently keep the wellhead pressure to an acceptable level to avoid any damage to the formation.
- To secure surface facilities from slugging.
- To avoid any possible water or gas coning due to excessive pressure drawdown.
- To produce a well at a stable production rate at the most efficient level.

Since the production of oil and gas is extremely sensitive to choke size, it is significantly important to model choke performance and select optimal choke size as accurately as possible. Two
different types of wellhead chokes are placed in surface facilities, i.e., fixed choke and adjustable chokes. If adjustable chokes are used, fluid flow and wellhead pressure can be adjusted by changing the opening of the adjustable choke, i.e., choke size. However, in fixed chokes, the size of the opening is fixed, and it is not possible to change the fluid flow rate and wellhead pressure. Once a well is designed to produce for a long production period at a constant production rate, it is recommended to use the fixed choke due to such a choke’s resistance to erosion [2, 5–7].

Depending on the flow regime, the flow across the wellhead choke can be typified as either sonic (critical) flow or subsonic (subcritical) flow. Critical or sonic flow through wellhead chokes occurs when the Mach number exceeds unity, in such a case, the fluid velocity through the choke surpasses the sonic velocity, and consequently, any downstream pressure perturbation cannot disseminate through the upstream choke. Therefore, the mass flow rate across the choke depends only on the upstream parameters, and it is not a function of the downstream parameters. Resultantly, during the critical flow condition, the fluid flow is not a function of the pressure change through the choke, and any change in the downstream condition of the choke has no impact on the upstream. Contrariwise, when the fluid velocity across the choke is less than the sonic velocity, the Mach number does not exceed unity and any pressure disturbance in downstream could spread through the choke upstream. For that reason, the mass flow rate across the choke depends on both the upstream parameters and the downstream parameters, and the fluid flow is dependent on the pressure change across the choke. Since it is too difficult to measure the sound and fluid velocities across the choke in oil and gas fields, it is recommended to consider the value of 0.5 for the ratio of downstream pressure to wellhead pressure as the borderline of the critical and sub-critical flow. In other words, when the value of the ratio of downstream pressure to upstream pressure is below 0.5, the flow is considered as critical, and when the ratio is larger than 0.5, the flow is considered as sub-critical [2].

Analytical and empirical approaches are considered the main two approaches to predict the multiphase fluid flow through wellhead chokes [8–13]. There are numerous analytical and empirical correlations for the prediction of choke performance relationships [14–18].

Tangren et al. (1949) were the first investigators to analytically model the two-phase flow through chokes. They assumed that liquid is a continuous phase and gas is the discontinuous phase, and the correlation is therefore invalid when the liquid phase is intermittent through the chokes [19]. Ros (1960) extended the analytical investigation that was conducted by Tangren et al. (1949) to change their model into a new correlation in which the gas phase is the continuous phase and liquid is discontinuous. Ashford and Pierce (1975) used the model that was developed by Ros (1960) to establish a relationship to predict the flow rates under a critical flow condition. Sachdeva et al., (1986) were the first researchers to develop a relationship to predict the pressure ratio for the critical flow condition. Additionally, they developed another correlation to determine the boundary between the critical (sonic) and subcritical (subsonic) flow. Brill (1991) developed a theoretical (mechanistic) model by combining the Bernoulli and continuity equations to predict flow rates under a subcritical flow condition. Their correlation is extensively utilized in the oil and gas industry with an acceptable error. There have been several other research works on the development of theoretical models [20–25].

Gilbert (1954) was the first researcher to suggest the an empirical correlation by using 268 production data sets taken from an oil field in California, for choke sizes ranging from 6/64 to 18/64. He assumed that the fluid flow through the choke is under a critical condition and upstream pressure is at least seventy percent larger than that of the downstream. In Gilbert’s correlation, which is recognized as the best empirical correlation for the prediction of flow rates under critical conditions, the flow rate is linearly proportional to the pressure at upstream of the choke. Gilbert’s empirical correlation is shown in Equation (1).

\[
P_{wh} = \frac{c \cdot Q \cdot R^a}{S^b}
\]  

(1)

Where:

- \(P_{wh}\): Upstream (wellhead) pressure, psi.
• Q: Gross liquid rate, bbl/day.
• R: Gas–liquid ratio, MScf/Stb.
• S: Choke size, 1/64 inch.
• a, b, and c: Empirical constants.

Many researchers have developed Gilbert-type empirical correlations for the prediction of choke performance under critical conditions [25–33]. All empirical correlations have been developed using production data sets taken from some specific fields [34–38]; therefore, these empirical correlations are usually accurate within production parameter variation ranges from which they have been developed. If such correlations are introduced to new production data from other fields to predict production rates or if they are used to extrapolate to other conditions, inaccurate results can occur. Therefore, many investigators have developed different Gilbert-type relationships with different empirical constants for production data sets from different fields [39–45].

Osman and Dokla (1990) investigated a set of different subcritical production data points from different wells in a field and noted that if the pressure drop replaces the upstream pressure in the Gilbert formula through the choke (the difference between upstream pressure and downstream pressure), it could significantly improve the accuracy of the flow rate prediction. Following the results of Osman and Dokla (1990), some researchers developed new empirical correlations for the subcritical flow condition [20, 22, 31, 39, 46].

Guo et al. (2002) considered a set of production data from a gas condensate field in the USA. They showed that a subcritical flow condition commonly takes place in wellhead chokes with large choke sizes.

Al-Attar (2008) considered ninety-seven different production data sets with chokes ranging from 24/64 to 128/64 inch to develop a new correlation for a subcritical flow condition. He tuned the empirical constant of the modified Gilbert formula with pressure drop replacing upstream pressure, using a non-linear regression analysis approach. He also divided the production data sets into eight different subdivisions, where each subdivision was representative of a choke size, i.e., 24/64, 32/64, 44/64, 48/64, 64/64, 96/64, 112/64 and 128/64. He developed eight different new Gilbert formulas, each representing a choke size, for each subdivision. He noticed that the accuracy of the established correlations was significantly improved once the analysis was applied to subdivisions with individual choke sizes. Following the results of the two research works which were conducted by Guo et al. (2002) and Al-Attar (2008), Nasriani and Kalantari Asl (2011) were the first researchers to develop an empirical Gilbert-type correlation under a subcritical flow condition for high rate gas wells across large choke sizes ranging from 40/64 to 192/64. They conducted a non-linear regression analysis on sixty-one different production datasets taken from gas condensate fields in the Middle East to tune the empirical constants of the modified Gilbert-type formula.

It is worth mentioning that the flow rate of the choke is not always linearly proportional to the pressure drop across the choke, and the relation between the flow rate and the pressure drop across the choke could therefore be concave compared to the straight line in the Gilbert formula. Resultantly, some researchers considered a concave relationship between the flow rate and the pressure drop by introducing a new exponent to the pressure drop in the Gilbert formula to improve the accuracy of the flow rate prediction [30,47,48].

The modified Gilbert formula is shown in Equation (2). 

\[ Q_g = a(LGR)^bS^c\Delta P^d \]  

(2)

where:
• \(\Delta P\): Pressure drop across the choke
• \(Q_g\): Gas flow rate, MMscf/day
• \(LGR\): Liquid–gas, Stb/MMScf
• \(S\): Choke size, 1/64 inch
• \(a, b, c\) and \(d\): Empirical constants.
Seidi and Sayahi (2015) extended the work that was initially conducted on high flow rate chokes by Nasriani and Kalantari Asl (2011) and developed the second empirical correlation for high flow rate gas through large chokes under a subcritical condition using a non-linear regression analysis and a genetic algorithm.

It was mentioned previously that all empirical correlations are developed using limited production data points which are taken from some specific fields; therefore, all empirical correlations are usually accurate within the production parameter variation ranges in which they have been developed. If such correlations are introduced to new production data from other fields to predict production rates or if they are used to extrapolate to other conditions, inaccurate results can occur. In this study, several sets of production data points are used to develop a more realistic subcritical Gilbert-type correlation that could represent the choke performance of high rate wells in gas condensate reservoirs as accurately as possible over much wider-ranging production parameters.

The newly established correlation is validated against an additional set of production data points (32 new production data points). The second objective of this study is to extend the works that were conducted on the development of a set of correlations on individual choke categories [19,21]. An integrated error analysis study is conducted on the results of the new model using different error parameters.

2. Methodology

In a nonlinear regression analysis, the observed (real) data are demonstrated by a function in which the model parameters are non-linearly combined, and this non-linear combination is a function of one or more independent variables. The output data are fitted by the succeeding approximations technique. A nonlinear regression analysis is commonly used when a specific form for the function of dependent data and variables is available according to the understanding of the physics of the phenomena. This technique uses the linear estimation of a Taylor series expansion to convert a non-linear combination of variables of a function into a linear combination. An iterative process is employed to estimate parameters by the minimization of the summation of square errors. The iteration process stops when the error of the estimation becomes satisfactorily small.

In this work, five different sets of production data points were employed to establish a more accurate subcritical Gilbert-type relationship that could describe the choke performance of high-rate wells in gas condensate reservoirs as precisely as possible over much wider-ranging production parameters than those that have been previously established; 293 different data points from 4 different sets of data points from twenty different gas condensate fields were used to develop a more accurate correlation which could be applicable to a broader than usual practical field data. It should be noted that all of the production data sets are collected from onshore wells; 293 different data points from 4 different sets of data points that were gathered from 20 different gas condensate fields are as follows:

- Sixty-one production data points from the research work conducted by Nasriani and Kalantari Asl (2011) [19].
- Two sets of production data points with 67 and 39 data points from the research work conducted by Seidi and Sayahi (2015) [30].
- A set of 126 new production data points from high rate gas condensate wells were considered. The new production data points were collected from moderate-to-rich gas condensate fields with relatively high LGR values, i.e., up to 178.8 bbl/MMscf; therefore the new model can be applicable to a wider (than previously established) range of gas condensate fields with low-to-relatively high condensate gas ratios compared to the other 2 models that were developed for gas condensate reservoirs, i.e., [19,30].

The range of different production parameters are shown in Table 1. The authors believe that they could increase the applicability of their new model by considering different production data points from previously published works [19,30] in addition to 126 new production data points from high rate gas condensate wells. The new model could assist field engineers in the optimization of flow rate
and the selection of the optimal choke size. As mentioned previously, in the second stage, the newly established correlation was validated against an additional set of production data points (32 new production data points). In the third stage, a regression analysis was introduced to individual choke categories to observe if the estimation could be further improved [19,21].

During all these three stages, in addition to the newly developed model, the flow rate was predicted using three additional models to evaluate the applicability of the new model compared to the previously published models. The three additional models are as follows:

- **Model 1 [30]:**
  \[
  Q_g = \frac{0.015S^{1.27}\Delta P^{0.56}}{(LGR)^{0.4}}
  \]  
  (3)

- **Model 2 [19]:**
  \[
  Q_g = \frac{S^{1.9}\Delta P}{9350(LGR)^{0.65}}
  \]  
  (4)

- **Model 3 [2]:**
  \[
  Q_g = \frac{S^{1.857}\Delta P}{302(LGR)^{0.4038}}
  \]  
  (5)

A comprehensive error analysis study was implemented on the results of the new model and the other three available models using seven error expressions:

- **Per cent deviation (PD):**
  \[
  PD_i = \frac{Q_{g,real} - Q_{g,predicted}}{Q_{g,real}}
  \]  
  (6)

- **Average per cent deviation (APD):**
  \[
  APD = \frac{\sum_{i=1}^{n} PD_i}{n}
  \]  
  (7)

- **Absolute average percent deviation (AAPD):**
  \[
  AAPD = \frac{\sum_{i=1}^{n} |PD_i|}{n}
  \]  
  (8)

- **Standard deviation (SD):**
  \[
  SD = \sqrt{\frac{\sum_{i=1}^{n} (PD_i - APD)^2}{n-1}}
  \]  
  (9)

- **Mean square error (MSE):**
  \[
  MSE = \frac{\sum_{i=1}^{n} (Q_{g,predicted} - Q_{g,real})^2}{n}
  \]  
  (10)

- **Root mean square error (RMSE):**
  \[
  RMSE = \sqrt{\frac{\sum_{i=1}^{n} (Q_{g,predicted} - Q_{g,real})^2}{n}}
  \]  
  (11)

- **R-squared (R2):**
  \[
  R^2 = 1 - \frac{\sum_{i=1}^{n} (Q_{g,predicted} - Q_{g,real})^2}{\frac{\sum_{i=1}^{n} Q_{g,real}^2}{n}}
  \]  
  (12)

3. Results and Discussion
In order to find the optimal values for the empirical constant and exponents of the Gilbert-type formula, the following steps were taken:

- All 293 production data points were used in the non-linear regression analysis, i.e., gas flow rate \(Q_g\), the liquid gas ratio \(LGR\), choke size \(S\) and the pressure drop across the choke \(\Delta P\).
- The Gilbert-type formula was introduced to the model as the input function.
- The objective parameter for the optimization was selected, i.e., either the mean square error (MSE) to be minimized or the R-squared \(R^2\) value to be as close as possible to unity.
- Decision variables, i.e., the empirical constant and exponents of the Gilbert-type formula: \(a, b, c\) and \(d\).

In this work, the objective parameter of the nonlinear regression analysis was the mean square error (MSE) of the predicted gas flow rates and the real gas flow rates, as shown in Equation (10). Four different decision variables, i.e., the empirical constant and exponents of the Gilbert-type formula: \(a, b, c\) and \(d\) were considered to predict the flow rate and, consequently, the objective parameter (MSE). The solver tuned the decision variables to obtain the minimum possible value for the mean square error, i.e., the objective parameter. In this work, the generalized reduced gradient (GRG) method, a consistent and robust iteration protocol, was employed for the nonlinear optimization of the correlation.

This technique used the linear approximation of a Taylor series expansion to convert a nonlinear combination of variables of the function into a linear combination. An iterative process was employed to estimate the parameters by the minimization of the summation of square errors. The iteration process stopped when the error of the estimation became satisfactorily minimal. A full explanation of the implementation of the nonlinear regression analysis using excel solver can be found elsewhere [49–52]. The results of the implementation of the non-linear regression analysis on the tuning the Gilbert-type formula is shown in Equation (13):

\[
Q_g = 0.04375^{1.1136} \Delta P^{0.4836} \frac{1}{(LGR)^{0.3129}}
\]  

(13)

The estimated gas flow rate using the tuned Gilbert-type formula, Equation (13) versus real gas flow rate, is shown in Figure 1. It can be noted in Figure 1 that the new model predicted the gas flow rate through wellhead choke was in an excellent agreement with the real gas flow rate, i.e., \(R^2 = 0.93\). As is shown in Figure 1, the unit for gas flowrate was MMSCFD. MMSCFD stands for million standard cubic feet per day. Million standard cubic feet per day is a unit of measurement for natural gases in the world. It is frequently abbreviated MMSCFD.

In addition to the newly developed model, the other three aforementioned correlations were employed to predict the gas flow rate for the 293 production data points, i.e., Model 1 [30], Model 2 [19], and Model 3 [2].

Figure 2 demonstrates a comparison between four different models in the prediction of gas flow rate using the production parameters. Table 2 compares the accuracy of these four different models using seven different error analysis parameters, i.e., PD, APD, AAPD, SD, MSE, RMSE and \(R^2\). A comparison of four different models in the prediction of gas flow rate in Figure 2, and, correspondingly, the comparison of the seven statistical measures of accuracy in Table 2 show that the newly developed correlation was the most accurate model amongst four models, followed by Models 1–3, respectively.

The newly developed model was evaluated using the fifth set of the production data points from some other gas condensate fields to assure that the new model was capable of the accurate prediction of choke performance in comparison with the other three available models. The new model and the other three available models were then employed to predict gas flow rate through chokes using the additional set of the production data points (32 new production data points). As is shown in Figure 3 and Table 3, the new model more accurately predicted the gas flow rate through the wellhead chokes of some other fields (with \(R^2\) of 0.92) than the three current models. Figure 4 demonstrates the pressure drop across the choke vs flow rate per choke size for the relevance and general shape of the data and their functions. Al-Attar (2008) suggested that if the choke performance of wellhead chokes
under a subcritical condition is predicted based on individual choke sizes, it could increase the accuracy of the estimation of flow rates. Nasriani and Kalantari Asl (2011) extended the line of Al-Attar’s (2008) study to large choke sizes and developed a set of different choke correlations for individual choke sizes; however, their investigation was on a limited set of the production data points (61 production data points). In this work, Nasriani and Kalantari Asl’s (2011) investigation was extended to be applicable for wider-ranging production data points (293 production data points) from different studies, i.e., 61 production data points from the research work that was conducted by Nasriani and Kalantari Asl (2011), two sets of production data points with 67 and 39 data points from the research work that was conducted by Seidi and Sayahi (2015), and a set of 126 new production data points from high rate gas condensate wells. Since in this section, the choke performance of wellhead chokes under the subcritical condition was predicted based on individual choke sizes, the choke size was constant when nonlinear regression was conducted on the subdivisions of production data points with individual choke sizes; therefore, Equation (14) could be written as follows:

\[ Q_g = a'(LGR)^b S^c \Delta P^d = a S^c (LGR)^b \Delta P^d = a'(LGR)^b \Delta P^d \]  

(14)

It should be highlighted that in Equation (14), \( a' \) is a function of the choke size, i.e., \( a' = a S^c \).

The set of production data points (293 production data points) was divided into seven different groups of main individual choke sizes of 24/64, 40/64, 64/64, 128/64, 144/64, 160/64, and 192/64 inches. The choke sizes and the number of data points corresponding to each choke size are shown in Table 4. The empirical constants and exponents for individual choke sizes resulting from the non-linear regression analysis using the specific form of the Gilbert formula (Equation (14)) are listed in Table 5.

The comparisons of six different measures of accuracy corresponding to different models using the production data set of the choke sizes from 24/64 to 192/64 are shown in Table 6 to Table 12. The estimated gas flow rate using the tuned Gilbert-type formulas for individual choke sizes (Equation (14)) as well as the estimated gas flow rate using the other three correlations as mentioned above versus real gas flow rate are shown in Figures 5–11. It can be noted from these figures that the new model which predicted the gas flow rate through the wellhead choke was in perfect agreement with the real gas flow rate—the calculated value of \( R^2 \) for the new model was closer to unity compared to that of the other models. Similarly, for all the other error parameters, the newly established correlation had the smallest possible values of errors.

By comparing the seven statistical measures of accuracy for the new models developed for individual choke sizes with those of the other three available models, it can be highlighted that if a nonlinear regression analysis was conducted on different groups with individual choke sizes, it could significantly improve the accuracy of the prediction of choke performance compared to the generally developed formula for all production data points and the three other current models. Resultantly, the capability of the newly developed formula to estimate the wellhead choke performance under the subcritical flow condition could be significantly improved once it is applied to specific choke sizes.

Table 1. The range of different production parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Choke size (1/64)</th>
<th>LGR (bbl/MMscf)</th>
<th>( Q_g ) (MMscf/day)</th>
<th>Upstream Pressure (Psi)</th>
<th>Downstream Pressure (Psi)</th>
<th>( \Delta P ) (psi)</th>
<th>( T_f ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Value</td>
<td>32</td>
<td>0.69</td>
<td>5.4</td>
<td>297</td>
<td>160</td>
<td>14.5</td>
<td>362</td>
</tr>
<tr>
<td>Maximum Value</td>
<td>192</td>
<td>178.8</td>
<td>113.3</td>
<td>4538</td>
<td>3045.8</td>
<td>2104</td>
<td>513</td>
</tr>
</tbody>
</table>

Table 2. A comparison of six different measures of accuracy corresponding to different models using all production data points (239 data points).

<table>
<thead>
<tr>
<th>Error</th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>-0.0069</td>
<td>0.1005</td>
<td>0.3326</td>
<td>0.5126</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.1300</td>
<td>0.1739</td>
<td>0.3945</td>
<td>0.5179</td>
</tr>
<tr>
<td>SD</td>
<td>0.0416</td>
<td>0.0423</td>
<td>0.1082</td>
<td>0.0451</td>
</tr>
<tr>
<td>Error</td>
<td>New Model</td>
<td>Model 1, Seidi</td>
<td>Model 2, HRN</td>
<td>Model 3, Osman</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>---------------</td>
<td>--------------</td>
<td>---------------</td>
</tr>
<tr>
<td>APD</td>
<td>0.0714</td>
<td>0.2201</td>
<td>0.4886</td>
<td>0.5259</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.1340</td>
<td>0.2535</td>
<td>0.5418</td>
<td>0.5416</td>
</tr>
<tr>
<td>SD</td>
<td>0.0247</td>
<td>0.0360</td>
<td>0.0838</td>
<td>0.0638</td>
</tr>
<tr>
<td>MSE</td>
<td>44.21</td>
<td>88.48</td>
<td>242.27</td>
<td>295.81</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.65</td>
<td>9.41</td>
<td>16.10</td>
<td>17.20</td>
</tr>
<tr>
<td>R^2</td>
<td>0.92</td>
<td>0.85</td>
<td>0.60</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 3. A comparison of six different measures of accuracy corresponding to different models for the validation of the new model using an additional production data set (32 data points).

<table>
<thead>
<tr>
<th>Choke size</th>
<th>24/64</th>
<th>40/64</th>
<th>64/64</th>
<th>128/64</th>
<th>144/64</th>
<th>160/64</th>
<th>192/64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of data points</td>
<td>10</td>
<td>22</td>
<td>45</td>
<td>29</td>
<td>15</td>
<td>15</td>
<td>29</td>
</tr>
<tr>
<td>Dataset percent</td>
<td>6</td>
<td>13</td>
<td>27</td>
<td>18</td>
<td>9</td>
<td>9</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 4. Individual choke sizes and number of corresponding data points.

<table>
<thead>
<tr>
<th>Choke size</th>
<th>a'</th>
<th>b</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>24/64</td>
<td>0.585</td>
<td>-0.515</td>
<td>0.776</td>
</tr>
<tr>
<td>40/64</td>
<td>0.77</td>
<td>-0.181</td>
<td>0.632</td>
</tr>
<tr>
<td>64/64</td>
<td>5.82</td>
<td>-0.236</td>
<td>0.426</td>
</tr>
<tr>
<td>128/64</td>
<td>10.75</td>
<td>-0.307</td>
<td>0.467</td>
</tr>
<tr>
<td>144/64</td>
<td>11.728</td>
<td>-0.702</td>
<td>0.6</td>
</tr>
<tr>
<td>160/64</td>
<td>7.731</td>
<td>-0.693</td>
<td>0.726</td>
</tr>
<tr>
<td>192/64</td>
<td>13.264</td>
<td>-0.3375</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Table 5. Empirical constant and exponents for each individual choke size.

<table>
<thead>
<tr>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>-0.0170</td>
<td>0.4183</td>
<td>0.7881</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0701</td>
<td>0.4183</td>
<td>0.7881</td>
</tr>
<tr>
<td>SD</td>
<td>0.0093</td>
<td>0.0062</td>
<td>0.0004</td>
</tr>
<tr>
<td>MSE</td>
<td>3.69</td>
<td>54.51</td>
<td>165.79</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.92</td>
<td>7.38</td>
<td>12.88</td>
</tr>
<tr>
<td>R^2</td>
<td>0.90</td>
<td>0.45</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 6. A comparison of six different measures of accuracy corresponding to different models using the production data set of the 24/64 inch choke size.

<table>
<thead>
<tr>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>-0.0138</td>
<td>0.1841</td>
<td>0.4787</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0788</td>
<td>0.2126</td>
<td>0.5021</td>
</tr>
<tr>
<td>SD</td>
<td>0.0136</td>
<td>0.0340</td>
<td>0.0604</td>
</tr>
<tr>
<td>MSE</td>
<td>8.91</td>
<td>52.58</td>
<td>175.48</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.99</td>
<td>7.25</td>
<td>13.25</td>
</tr>
<tr>
<td>R^2</td>
<td>0.90</td>
<td>0.61</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 7. A comparison of six different measures of accuracy corresponding to different models using the production data set of the 40/64 inch choke size.
Table 8. A comparison of six different measures of accuracy corresponding to different models using the production data set of the 64/64 inch choke size.

<table>
<thead>
<tr>
<th></th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>–0.0052</td>
<td>0.1613</td>
<td>0.3040</td>
<td>0.4807</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0766</td>
<td>0.1735</td>
<td>0.3872</td>
<td>0.4864</td>
</tr>
<tr>
<td>SD</td>
<td>0.0094</td>
<td>0.0166</td>
<td>0.1126</td>
<td>0.0398</td>
</tr>
<tr>
<td>MSE</td>
<td>37.36</td>
<td>121.17</td>
<td>616.16</td>
<td>684.58</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.11</td>
<td>11.01</td>
<td>24.82</td>
<td>26.16</td>
</tr>
<tr>
<td>R^2</td>
<td>0.91</td>
<td>0.77</td>
<td>0.57</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 9. A comparison of six different measures of accuracy corresponding to different models using production data set of the 128/64 inch choke size.

<table>
<thead>
<tr>
<th></th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>–0.0100</td>
<td>0.0813</td>
<td>0.2383</td>
<td>0.4351</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0608</td>
<td>0.0951</td>
<td>0.2508</td>
<td>0.4351</td>
</tr>
<tr>
<td>SD</td>
<td>0.0055</td>
<td>0.0063</td>
<td>0.0459</td>
<td>0.0304</td>
</tr>
<tr>
<td>MSE</td>
<td>18.82</td>
<td>44.46</td>
<td>219.29</td>
<td>684.58</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.34</td>
<td>6.67</td>
<td>14.81</td>
<td>26.16</td>
</tr>
<tr>
<td>R^2</td>
<td>0.93</td>
<td>0.85</td>
<td>0.56</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 10. A comparison of six different measures of accuracy corresponding to different models using production data set of the 144/64 inch choke size.

<table>
<thead>
<tr>
<th></th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>0.0012</td>
<td>–0.0034</td>
<td>0.1640</td>
<td>0.4862</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0871</td>
<td>0.0851</td>
<td>0.3138</td>
<td>0.4862</td>
</tr>
<tr>
<td>SD</td>
<td>0.0159</td>
<td>0.0157</td>
<td>0.1067</td>
<td>0.0425</td>
</tr>
<tr>
<td>MSE</td>
<td>31.01</td>
<td>36.24</td>
<td>393.74</td>
<td>749.29</td>
</tr>
<tr>
<td>RMSE</td>
<td>5.57</td>
<td>6.02</td>
<td>19.84</td>
<td>27.37</td>
</tr>
<tr>
<td>R^2</td>
<td>0.97</td>
<td>0.96</td>
<td>0.85</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 11. A comparison of six different measures of accuracy corresponding to different models using the production data set of the 160/64 inch choke size.

<table>
<thead>
<tr>
<th></th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>–0.0143</td>
<td>–0.0092</td>
<td>0.2008</td>
<td>0.5261</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0907</td>
<td>0.1352</td>
<td>0.2038</td>
<td>0.5261</td>
</tr>
<tr>
<td>SD</td>
<td>0.0099</td>
<td>0.0249</td>
<td>0.0087</td>
<td>0.0112</td>
</tr>
<tr>
<td>MSE</td>
<td>41.80</td>
<td>83.98</td>
<td>208.05</td>
<td>1105.46</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.47</td>
<td>9.16</td>
<td>14.42</td>
<td>33.25</td>
</tr>
<tr>
<td>R^2</td>
<td>0.92</td>
<td>0.72</td>
<td>0.61</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 12. A comparison of six different measures of accuracy corresponding to different models using the production data set of the 192/64 inch choke size.

<table>
<thead>
<tr>
<th></th>
<th>New Model</th>
<th>Model 1, Seidi</th>
<th>Model 2, HRN</th>
<th>Model 3, Osman</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>–0.0091</td>
<td>–0.0038</td>
<td>0.1650</td>
<td>0.5471</td>
</tr>
<tr>
<td>AAPD</td>
<td>0.0748</td>
<td>0.0781</td>
<td>0.2151</td>
<td>0.5471</td>
</tr>
<tr>
<td>SD</td>
<td>0.0090</td>
<td>0.0102</td>
<td>0.0534</td>
<td>0.0388</td>
</tr>
<tr>
<td>MSE</td>
<td>38.97</td>
<td>47.57</td>
<td>294.59</td>
<td>1374.93</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.24</td>
<td>6.90</td>
<td>17.16</td>
<td>37.08</td>
</tr>
<tr>
<td>R^2</td>
<td>0.90</td>
<td>0.88</td>
<td>0.70</td>
<td>0.45</td>
</tr>
</tbody>
</table>
Figure 1. Estimated gas flow rate versus real gas flow rate (all data).
Figure 2. Estimated gas flow rate versus real gas flow rate (all data) for all four models.
**Figure 3.** Estimated gas flow rate versus real gas flow rate (validation).

**Figure 4.** Pressure drop across the choke vs flow rate per choke size.
Figure 5. Estimated gas flow rate versus real gas flow rate (24/64 inch).

Figure 6. Estimated gas flow rate versus real gas flow rate (40/64 inch).
Figure 7. Estimated gas flow rate versus real gas flow rate (64/64 inch).

Figure 8. Estimated gas flow rate versus real gas flow rate (128/64 inch).
Figure 9. Estimated gas flow rate versus real gas flow rate (144/64 inch).

Figure 10. Estimated gas flow rate versus real gas flow rate (160/64 inch).
4. A summary of Conclusions and Recommendations

Almost all empirical correlations for gas condensate fields are developed using limited production data points from a few gas fields; therefore, they are generally accurate within the ranges in which they have been established. If such correlations are employed to predict the gas flow rate of other fields or if they are used to extrapolate to other conditions, inaccurate results are gained. The aim of this study was to develop a more comprehensive empirical correlation for the prediction of the gas flow rate under the subcritical condition. Several sets of production data points from previous works and some new production data points from high rate gas condensate wells (293 production data points) were used in a non-linear regression analysis. The developed model was then validated using an additional set of 32 data points.

A summary of the main conclusions and recommendations are as follows:

- A comprehensive empirical correlation for the prediction of the gas flow rate under the subcritical flow condition was developed using wide-ranging sets of production data points taken from literature and some new data points collected from high rate gas condensate fields.
- The newly developed model was compared with three existing models using different error analysis parameters, i.e., PD, APD, AAPD, SD, MSE, RMSE and $R^2$; it was shown that the new model was the most accurate correlation in the modelling of the wellhead choke performance under the subcritical flow condition.
- It is recommended to use the new model within the range of production parameters that have been covered in this study, i.e., an LGR of 0.7–178.8 bbl/MMscf, a choke size ranging from 24/64 to 192/64, and a gas flow rate of 5.4–113.3 MMscf/D.
- In addition to the newly developed correlation, a set of new correlations was developed for the individual choke sizes. The accuracy of the new model was further improved once they were developed using the production data sets with the individual choke sizes.
- It is recommended to investigate the impact of temperature change across the choke on the prediction of gas flow rate under the subcritical flow condition by introducing the $\Delta T^*$ term to Equation (2).
\[ Q_g = a (LGR)^b S^c \Delta P^d \Delta T^e \]  

(15)
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**Nomenclature**

- \(a\): The empirical constant, Equation (2)
- \(a'\): The empirical constant, Equation (14)
- \(b\): Liquid–gas ratio exponent, Equations (2) and (14)
- \(c\): The empirical exponent of choke size, Equation (2)
- \(d\): The empirical exponent of pressure drop through the choke, Equations (2) and (14)
- \(LGR\): Liquid gas ratio, Equations (2) and (14)
- \(P_u\) or \(P_a\): Upstream (wellhead) pressure, Equation (1)
- \(P_d\): Downstream pressure
- \(\Delta P\): The pressure drop across the choke, Equations (2) and (14)
- \(Q_g\): Gas flow rate, Equations (2) and (14)
- \(Q_{g, \text{real}}\): Real (Measured) Gas flow rate
- \(Q_{g, \text{est.}}\): Estimated (predicted) Gas flow rate
- \(S\): Choke size, 1/64 in
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