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Management of geo-distributed intelligence: Deep Insight as a Service
(DINSaaS) on Forged Cloud Platforms (FCP)

Kaya Kuru∗,a

aSchool of Engineering, University of Central Lancashire, Fylde Rd, Preston, UK, PR1 2HE

Abstract

The recent advances in the cyber-physical domains, cloud and edge platforms along with the advanced commu-
nication technologies play a crucial role in connecting the globe more than ever, which is creating large volumes of
data at astonishing rates. Data analytic tools are evolving rapidly to harvest these explosive increasing data volumes.
Deriving meaningful insights from voluminous geo-distributed data of all kinds as a strategic asset is fuelling the in-
novation, facilitating e-commerce and revolutionizing the industry and businesses in the transition from digital to the
intelligent way of doing business with globally generated distributed intelligence. In this perspective, in this study, a
philosophical industrial and technological direction involving Deep Insight-as-a-Service (DINSaaS) on Forged Cloud
Platforms (FCP) along with Advanced Insight Analytics (AIA), primarily motivated by the global benefit is system-
atically analyzed within sophisticated theoretical knowledge, and consequently, a geo-distributed architectural frame-
work is proposed to 1) guide the national/international leading organizations, governments, cloud service providers
and leading companies in order to establish an environment in which exponentially increasing voluminous big data
can be harvested effectively and efficiently, 2) inspire the transformation of big data into wiser abstract formats in
Specialized Insight Domains (SIDs) in order to help make better decision making and near-real-time predictions, es-
pecially for applications requiring low-latency, and 3) direct all the stakeholders to rivet the high-quality products and
services within Automation of Everything (AoE) by exploiting continuously created and updated insights in dedicated
specialized domains within geo-distributed datacenters located in geo-distributed cloud platforms.

Key words: Cyber-physical domains (CPD), Automation of Everything (AoE), Forged Cloud Platforms (FCP), Deep
Insight as a Service (DINSaaS), Advanced Insight Analytics (AIA), Specialized Insight Domains (SIDs), Sanitization

1. Introduction

Recent advances in cyber-physical domains and plat-
forms in which physical objects around us become an ir-
revocable part of the global information system and Big
Data (BD) have created the chance to develop an open
architecture with effective sharing and intelligent ser-
vices [1]. Today, the world is connected more than ever
and the “Business Intelligence (BI)” landscape enabling
improved and optimized decisions and performance by
leveraging analytics software to transform data into in-
telligence [2] is dominated by intelligent inferences ac-
quired from BD using Business Analytics (BA) that is
the practice and art of bringing quantitative data to bear
on decision-making [3]. The next level of business an-
alytics, now termed BI, refers to data visualization and

∗Corresponding author
Email address: kkuru@uclan.ac.uk (Kaya Kuru)

reporting for understanding “what happened and what is
happening” [3] and most importantly “what is going to
happen”. Online retailers are rapidly adopting BD ana-
lytics solutions, particularly predictive analytics aiming
to predict the market and customer needs [4]. The era
of BD has attracted much attention and accelerated the
use of BD analytics and new advanced analytical tools
and techniques are on the rise to support innovation,
promote productivity, improve efficiency, and manage
the intelligent autonomous traffic on the global network,
cloud platforms, and smart domains. For some compa-
nies, like Facebook, Twitter, and LinkedIn, nearly the
entire value of the company lies in the analytic and pre-
dictive value of the voluminous data from their social
networks; Facebook was worth more than double Gen-
eral Motors and Ford combined even though they manu-
facture no products and sell no services in the traditional
sense to their users [3]. Amazon and Pandora, use so-
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cial network data as important components of predic-
tive engines aimed at selling products and services [3]
to targeted customers. Change for the better requires
change for the way of doing business intelligently. Wis-
dom and knowledge extraction and information harvest-
ing on distributed platforms are the main developing and
promising subjects of doing business intelligently in to-
day‘s business environment. However, there is chaos in
the effective and efficient management of the globally
distributed knowledge and wisdom regarding various
cloud platforms, numerous smart domains, privacy and
security concerns, and insufficient rules and regulations.
As a result, it is highly unlikely to create a synergis-
tic environment in which the globally created volumi-
nous data and intelligence can be exploited effectively
and efficiently. Building up a global synergistic intel-
ligent infrastructure requires orchestration of resources
in a new concept that is able to mitigate the chaos
by generating, disseminating and acquiring desired in-
sights from globally generated voluminous data within
Automation of Everything (AoE) using Advanced In-
sight Analytics (AIA). AoE was analyzed based on
the cutting edge technologies, Advanced Mechatron-
ics Systems (AMSs) and consequently, a framework of
AoE was proposed for the first time in the study [4].
In this framework, all the stakeholders and advanced
devices can be connected to each other in the Inter-
net of Everything (IoE) environment intelligently via
autonomous machine-to-machine (M2M), Peer-to-Peer
(P2P) communication to be able to work as a part of big-
ger systems in which bigger synergies regarding loca-
tion independent-monitoring, control and actuation are
generated in order to both build cutting edge technolo-
gies and gain competitive advantages in the market.

The data stored on the cloud platform might be com-
promised. The studies conducted by ABCNews and
Boston Globe show that it is achievable to infer the sex-
ual orientation of a user through mining a Facebook sub-
network involving the user’s friendship relations, gen-
der, and other attributes [5]. There are many studies
related to data security and privacy issues on the cloud
platform to alleviate these similar concerns. Encryption
was found to be the most widely applied technique [6]
for protecting highly sensitive data such as passwords,
physical locations, sexual orientation, names, ID num-
bers, images, personal files, bank transactions from
unauthorized access by all entities, including service
providers, which in turn makes the third parties not able
to reach and analyze most of the data on the cloud plat-
forms. New effective approaches are needed to be estab-
lished to open this BD to everybody in order to unveil
its potential and economic value without compromising

the privacy and security concerns.
We are overwhelmed with data [7]. Large vol-

umes of BD being generated exponentially in differ-
ent formats are in the geo-distributed cloud platforms
and likely input for all other smart systems and enter-
prises as insights, which will contribute to the smooth
working of these systems and enterprises substantially.
As the amount of BD being processed on datacenters
in multiple cloud platforms increases, the network re-
source consumption also increases and BD management
across multiple datacenters in multiple cloud platforms
is an important and challenging task [8]. Streaming of
this exponentially increasing voluminous data at once
may choke the underlying current network infrastruc-
ture [8]. Recognizing the growing demand for ways to
handle geo-distributed data cost-effectively, researchers
have begun to focus on how to efficiently analyze geo-
distributed datasets [9]. However, many solutions ad-
dress only how to store data across datacenters and
few efforts have investigated how to effectively compute
with it [9]. In cloud platforms, 1) most of the time BD
can not be reached because of the privacy and security
issues and effective tools are being deployed to detect
and respond faster to cyber threats, attacks, breaches
of data, 2) This BD should be before published in the
public domains to be explored and exploited for further
analysis and purposes— not to mention that data still
carry high risks of leaking sensitive information, and
moreover, 3) processing a substantial amount of data
within a very small time interval is a great challenge
for low-latency cloud applications [10] where analy-
sis of BD through the geo-distributed datacenters in-
cur huge communication cost, particularly where BD
is needed to be collected from geo-distributed datacen-
ters and stored locally to be processed using the current
processing techniques such as Apache Hadoop. There-
fore, new approaches are needed first to reduce privacy
and security risks to minimum, and second to make the
most out of BD regarding extracting thorough and up-
to-date insights in a timely manner. In this perspective,
a new approach is designed in this study to cover those
concerns in a holistic concept.

There is no study in ScienceDirect repository directly
related to Insight-as-a-Service (INSaaS), Wisdom-as-a-
Service (WaaS) and we have only found two articles in
IEEE repository about WaaS, which is quite surprising.
The titles of these articles are “WaaS: Wisdom as a Ser-
vice” [1] and “Wisdom as a Service for Mental Health
Care” [11]. What makes the issue worse is that there is
no study in the literature that analyzes and utilizes ex-
tracted insights within Automation of Everything (AoE)
involving all the cloud platforms and smart domains.
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We have noticed that this important subject has not been
well covered by scientists and researchers regarding the
common demand from everyone in the context of “we
are drowning in data, but starving for knowledge”; “no
quality public domain to establish a quality decision-
making platform for a specific field”. The importance
of this research is derived from the fact that exploiting
insights within AoE is going to be immensely focused
in the following years regarding the development of ad-
vanced communication technologies (e.g., 5G), cyber-
physical systems, smart platforms and domains [4]. In
this regard, to fill this gap, a philosophical industrial and
technological direction is analyzed rather than focusing
on technological details, and a framework is proposed in
order to guide the national and international leading or-
ganizations, governments and leading companies, par-
ticularly, IT-based companies to play a crucial role in
strategizing intelligent way of doing business. To clarify
the novelty of this paper, the contributions are outlined
as follows.

1) This paper focuses on how to make BD accessi-
ble to everybody by alleviating the privacy and security
concerns in order to generate the likely insights to be ex-
plored and exploited by any entity requiring data-driven
decisions and actuation.

2) For the first time, a new term, Forged Cloud Plat-
forms (FCP) is highlighted to indicate the virtual inte-
gration of all the geo-distributed cloud platforms, smart
domains, BD created by the leading companies, dis-
tributed and centralized computing and storage units in
a new concept in which Very Very Very BD (VVVBD)
is scaled and globally created insights can be aggregated
in specialized wise domains under a unique virtual plat-
form with accessible services enabling timely advanced
insights.

3) For the first time, another new term, Deep Insight
as a Service (DINSaaS), is used to refer to the insights
harvested from globally created insights aggregated and
specialized in dedicated wise domains, and the essential
features of DINSaaS along with an explicit definition is
revealed within a framework proposed in regard to the
newly proposed global smart data management infras-
tructure, FCP.

4) For the first time, another new term, Advanced
Insight Analytics (AIA) along with Specialized Insight
Domains (SIDs) is used to indicate a new way of gaining
further insights, so-called DINSaaS by exploring and
exploiting the continuously created and updated insights
along with the preprocessed raw data in the dedicated
specialized wise domains, so-called SIDs on FCP with
effective privacy and security preserving abilities.

5) To the best of my knowledge, this is the first at-

tempt that explicitly studies DINSaaS and gives con-
crete recommendations about how to gain most valuable
insights and put them in the hands of users by forging
the features of the cyber-physical systems, cloud plat-
forms, smart domains, communication technologies,
particularly promising wireless communication tech-
nologies using intelligent M2M communication, and
Industry 4.0 (4IR) in a new concept - Automation of
Everything (AoE) on the infrastructure of FCP, to en-
able the implementation of next-generation autonomous
smarter systems.

6) The frameworks for FCP, SIDs, DINSaaS and ef-
fective use of AIA are identified and new guidelines
are unfolded to increase the efficacy of these new con-
cepts as voluminous data piles up, which may have a
great impact on the economy by transforming enter-
prises and devices into a new perspective in which the
global wealth can be increased substantially benefiting
the whole globe.

The remainder of this paper is organized as follows.
The background is analyzed in Section 2. Section 3 in-
troduces the preprocessing and organization of BD and
VBD in VVBD pools for FCP along with the essen-
tial features of SIDs. Section 4 describes FCP whereas
DINSaaS along with AIA is explored with respect to
FCP in Section 5. The challenges are unfolded in Sec-
tions 6. The discussion is provided in Section 7. Finally,
Section 8 draws conclusions and provides directions for
potential future ideas.

2. Background

2.1. Cloud, edge/fog and Cyber-Physical Systems
(CPS)

First, I would like to cover the main technologi-
cal concepts briefly related to this study such as cloud
platforms, edge/fog platforms and Cyber-Physical Sys-
tems (CPS) 1 The cloud platform with vertically ex-
pandable data storage and processing capabilities has
the advantages for massive storage, heavy-duty com-
putation, global coordination, and wide-area connectiv-
ity, while edge/fog, particularly mobile-edge computing
(MEC)[12] is useful for real-time processing, rapid in-
novation, user-centric service and edge resource pool-
ing [13]. Each cloud platform is being expanded with
main distributed advanced datacenters around the globe
where each one contains tens of thousands, in some

1Interested readers are referred to the study [4] for more detailed
information about smart platforms and CPS.

3



cases, hundreds of thousands of servers called super-
computers using High-performance computing (HPC)
systems and tens of thousands of high-bandwidth end-
points. The cloud is approaching the edge as the
massive network in a wider infrastructure along with
the deployment of multiple virtual machines (VMs)
through virtualization is being constructed by the lead-
ing providers [14], in particular, using the smaller ver-
sions of cloud platforms, i.e., cloudlets, which enables
reduced latency. By leveraging low-latency offload,
cloudlets enable a new class of real-time cognitive as-
sistive applications on mobile cloud convergence [15]
by massive virtualization with VMs managed by us-
ing hypervisors servers [16]. The main cloud service
providers are IBM, Amazon EC2, Microsoft Azure, Fi-
ware and Google providing an open public network con-
necting businesses, individuals, organizations, and gov-
ernments all around the world under an umbrella with
Infrastructure as a Service (IaaS), Platform as a Service
(PaaS) and Software as a Service (SaaS) using the pay-
per-use model. The start-up costs of enterprises, par-
ticularly emerging ones, on the cloud are quite small
with respect to starting a rapid worldwide business from
scratch, which makes this platform very appealing along
with the advanced abilities of 1) automatic detection
of compromised accounts, malware, data breaches, and
malicious insiders, and 2) reducing the risk of data loss
using redundancy, archiving, VM backups at multiple
locations.

Cloud networking uses 1) the Software-Defined Net-
working (SDN) [17] enabling the configuration of the
datacenter at a high level with much less human in-
tervention and allocation of VMs, virtual networking,
and virtual storage to a new tenant with specified ser-
vice level guarantees, and 2) specialized cloud operating
systems (e.g., OpenFlow, OpenStack) to manage server,
storage, and networking resources in order to supports
multiple applications from third parties. Interested read-
ers are referred to the study [18] for topological connec-
tions and physical component categorizations in cloud
computing, to the studies [17], [19] for cloud and net-
work orchestration in SDN datacenters. Edge (or fog)
or most recent popular platform, so-called MEC is an
emergent architecture for computing, storage, control,
and networking that distributes these services closer to
end-users [13] to enable a more independent processing
and organization, particularly for applications requir-
ing real-time decision making, low-latency, ultra-low-
latency, high privacy, and security. The segmentation of
what tasks go to the fog/edge and what tasks go to the
back-end cloud is application-specific and can change
dynamically based upon the state of the network, in-

cluding processor loads, link bandwidths, storage ca-
pacities, fault events, and security threats [20].

Internet of Things (IoT) with resource constraint
characteristics is composed of physical objects embed-
ded with electronics, software, and sensors, which al-
lows objects to be sensed and controlled remotely across
the existing network infrastructure, facilitates direct in-
tegration between the physical world and computer
communication networks, and significantly contributes
to enhanced efficiency, accuracy, and economic bene-
fits [21]. With IoT, physical objects are seamlessly inte-
grated globally so that the physical objects can interact
with each other and to cyber-agents in order to achieve
mission-critical objectives [22]. IoT envisions a future
in which digital and physical entities can be linked,
by means of appropriate information and communica-
tion technologies. It’s predicted that by the year 2020
about 75 billion devices would be connected around
the world [23]. The number of connected things will
exceed 7 trillion by 2025 which makes 1000 devices
per person and an estimated value of 36 trillion of dol-
lars [24]. The emergence of IoT has led to increasing
data volumes [25], which is expected to grow exponen-
tially to 44 zettabytes by 2020 [26] accounting for 10%
of the total digital universe [27]. One of the primary
problems in cloud computing today is how to manage
sensitive workloads running on the cloud [28]. Service
providers are trying to assure their customers about this
issue using various approaches, techniques, and policies
involving their users with Shared Responsibility Model
(SRM) generally promoted by Amazon Web Services
(AWS) and Elastic Compute Cloud (EC2) 2 on the cloud
and edge/fog platforms.

2.2. VBD created by smart domains, BD created by
leading companies and organizations, and BD an-
alytics

The world’s internet population is growing signif-
icantly year by year; as of January 2019, the inter-
net reaches 56.1% of the world’s population represent-
ing 4.39 billion people - a 9% increase from January
2018 [30]. IDC (a technology research firm) estimates
that data has been constantly growing at a 50 per-
cent increase each year, more than doubling every two
years [1]. With an increased digital consumption the
world is creating massive amounts of data on a daily
basis [31]. According to Domo’s Data Never Sleeps
6.0 report, there are 2.5 quintillion bytes (1 million ter-
abytes) of data created each day and more than half the

2Readers can find more information about the interplay between
the IoT, cloud and edge/fog in [13], [29].
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world’s web traffic comes from smartphones, and it’s
predicted that 6.1 billion people will have access to a
smartphone by 2020 [31]. We can safely conclude that
more than 90% of the existing BD in the world has been
generated in the last several years. The main features of
BD, 5 V’s, are 1) Velocity (i.e., speed at which tremen-
dous amounts of data are being generated, collected and
analyzed), 2) Volume (i.e., tremendous amounts of data
are being generated each minute), 3) Value (i.e., worth
of the data), 4) Variety (i.e., different types of data in dif-
ferent formats), and 5) Veracity (i.e., quality and trust-
worthiness of the data). Most of the BD is unstruc-
tured (e.g., text, speech, video) around 85-90% regard-
ing the variety, which makes the analysis and interpreta-
tion so difficult in gaining insights even though there are
promising attempts to develop new tools (e.g., text min-
ing, web mining, image mining, social network analysis
(SNA)) that are able to analyze unstructured BD.

The concept of BD has fundamentally changed the
way organizations manage, analyze and leverage data
in any industry [32]. Bigger data means more insights
and better decision making. For instance, big health-
care data has considerable potential to improve patient
outcomes, predict outbreaks of epidemics, gain valuable
insights, avoid preventable diseases, reduce the cost of
healthcare delivery and improve the quality of life in
general [32].

In this section and in the rest of the paper, in or-
der to visualize the proposed concepts explicitly, BD
refers to the data created by individual leading compa-
nies whereas Very BD (VBD) corresponds to the data
in the smart domains (e.g., data in the smart city). Very
Very BD (VVBD) is used for the data in the individ-
ual cloud platforms (e.g., Google Cloud) whereas Very
Very Very BD (VVVBD) corresponds to the combined
data of all cloud platforms.

2.2.1. VBD created by smart domains
Some of the main smart domains are smart city,

smart home, smart building, smart transportation, smart
health, smart industry, smart factory, smart shopping
and manufacturing, smart logistics and retail, smart en-
ergy and smart grid, and smart agriculture. The con-
nected IoT devices or mechatronics devices in these
smart domains not only talk to each other within their
smart domains, but also they can talk to other devices in
the other smart domains as well, e.g., security, fire or gas
alarm using intelligent sensors in the smart home do-
main may trigger an action for police or fire department
in the smart city domain [4]. More explicitly, there are
no strict boundaries between these smart domains; some
of the outputs of the smart devices may input for other

Smart energy/
Smart grid

Smart industry/
Smart factory

Smart agriculture

Smart city

Smart building

Smart home

Smart health

Smart 
transportation

Smart shoping

BIG DATA

WISDOM

WaaS

INFO

InaaS

KNOW
LEDGE

KaaS

Figure 1: Interaction of smart domains and formation of WaaS.

smart devices within both their domains and other do-
mains, as illustrated in Fig 1, in which the smart city is
in the center to indicate people-focused cyber-physical
understanding, since more than 60% of the population
will be living in urban environment by 2030 [33] and the
global population is expected to double by 2050 [34].
Cities with heavy populations escalate burden on en-
ergy, water, buildings, public places, transportation and
many other things [33]. The proliferation of devices
with communicating-actuating capabilities is bringing
closer the vision of an IoT, where the sensing and ac-
tuation functions seamlessly blend into the background
and new capabilities are made possible through the ac-
cess of rich new information sources [35]. Interested
readers are referred to the study [4] for more detailed
information about the smart domains with many exam-
ples.

A voluminous data that we name it as VBD, is cre-
ated in these domains. Still, there are serious restric-
tions in sharing of data between these domains regard-
ing privacy and security concerns where data can be
reached from anywhere anytime with worldwide dis-
tributed computing environments, and sharing of data
between these domains within an effective and effi-
cient infrastructure addressing cyberattacks concerns is
required, which would make life functional and eas-
ier in many aspects. In this regard, one of the recent
prominent trends is to integrate all smart domains in a
combined architecture of the cloud platform [36] and
a revolutionary networking model called Information-
Centric Networking (ICN) has recently attracted the
attention of the research community working on data
dissemination in various smart domains [37]. A uni-
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fied framework — Smart and Connected Communities
(SCC) was presented for better preservation and revi-
talization (the needs for remembering the past), live-
ability (the needs of living in the present), and sus-
tainability (the needs of planning for the future) in the
study [34] aiming to integrate big cities, small towns,
and beyond in order to establish better working systems
on better decision-making abilities using BD. Similar
data-sharing attempts between the smart domains will
increase in the following years where privacy and se-
curity concerns are addressed well, particularly using
INSaaS as explained in Section 3.

2.2.2. BD created by leading companies and organiza-
tions

Facebook has 1.65 billion users with 1 billion active
users per month, Twitter has 600 million users with 0.5
billion tweets published per day, Amazon has 304 mil-
lion users with 9.65 billion items traded per year, Ten-
cent QQ has 829 million active users with up to 210
million simultaneous online users, WeChat has over a
billion users with 700 million active users [5]. BD cre-
ated every minute by leading companies and everybody
across several industries, including tech, media, retail,
financial services, travel, and social media is presented
in Fig. 2. With such a large scale and variety of data,
Social Network Analysis (SNA) becomes increasingly
crucial for classifying end users, predicting buying in-
terests, foretelling event occurrence [5]. As in smart
domains, the data sharing between these companies is
highly limited regarding privacy, security issues, insuffi-
cient rules and regulations, and competitive commercial
concerns, which extremely reduce the chance of unfold-
ing and gaining numerous insights, and consequently a
tremendous amount of economic value is unfortunately
lost.

2.2.3. BD Analytics
Analytics is the science of using data to build mod-

els that lead to better decisions that in turn add value
to individuals, companies, and institutions [38]. More
and more sensors and devices are being interconnected
via IoT techniques, and these sensors and devices will
generate massive data and demand further processing,
providing intelligence to both service providers and
users [39]. Exponential increase in the volume of data
being created and analyzed has triggered interest in a
new interdisciplinary form of scientific inquiry referred
to as “data science” and “data analytics”[40] which has
given rise to a new profession: the data scientist with
analytics skills [3] in order to make the tremendous po-
tential explicit, i.e., secrecy of life, in BD and exploit

Figure 2: Data generated every minute (Courtesy of DOMO).

it as a profitable business. Data science is a mix of
skills in the areas of statistics, machine learning (ML),
math, programming, business, and IT [3]. BD created in
the cloud platform as a Data-as-a-Service (DaaS) turns
into Information-as-a-Service (InaaS); InaaS turns into
Knowledge-as-a-Service (KaaS) using BD analytics,
and finally, KaaS transforms into Wisdom-as-a-Service
(WaaS) where Wisdom is insight to know what’s true
or right for making correct judgment, decisions, and ac-
tions. [1]. To summarize, BD is turned into IaaS and
WaaS to be employed to gain better insights. WaaS is
created both in edge and cloud platforms. The WaaS
standard and service platform is expected to be fine-
tuned continuously as a core infrastructure for intelli-
gence industry and smart city to support the develop-
ment of various intelligent IT applications and it is an-
ticipated that this will bring a huge economic value for
intelligence IT industry by realizing the pay-as-you-go
concept [41].

More than 87% of organizations are classified as
having low BI and analytics maturity, according to
a survey [42]. Another survey conducted by MIT
Sloan Management Review found that organizations
that “strongly agreed that the use of business informa-
tion and analytics differentiates them within their indus-
try” were more likely to be top performers and such
organizations use analytics in a wide spectrum of de-
cision making, both to guide future strategies and for
day-to-day operations [2]. The digital business future
confronts individuals and companies with almost unlim-
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ited possibilities to create business value through data
and analytics by deploying and running BD analytics
on the cloud [43], over 60% of global enterprises will
adopt public clouds for BD analytics by 2020 [44]. We
can safely conclude that the way of doing business re-
garding CPS triggers a new industrial revolution, mainly
based on the insights that can be gained from the glob-
ally generated BD from multiple channels using BD an-
alytics where bigger data increases the chance of repre-
senting the real world better and consequently extract-
ing better insights for better decision making. The BD
analytics with its decision support capability, provide
critical information such as historical reports, statistical
analyzes, time-series comparison, forecasting business
opportunities and executive summaries to managers and
executives to facilitate better decision making [45]. Fur-
thermore, the BD analytics produce and deliver insights
to be used as an input into other systems or merged
with other insights created locally for better working
IoTs and AMSs to make autonomous and dynamic real-
time decisions. The BD analytics are capable of col-
lecting the scattered data to understand user behavior
and preferences from multiple perspectives to portray
an integrated picture [46]. Moreover, subscribers’ living
habits and the timetable can be generally inferred from
the usage of traffic over different time periods of a day;
their surfing habits and interests can be roughly obtained
from the logs; their frequently visited places or the
range of activities can be approximately derived from
home location register (HLR) databases [46]. Within
this concept, intelligent systems such as smart home ap-
plications mimicking the users’ behaviors can be estab-
lished to create more comfortable life with customiza-
tion of environment according to daily changing habits
and activities.

Most recent data analytic tools designed to work on
the cloud platforms are analyzed in [47]. Cloud ana-
lytics enables businesses to carry out analytics through
an integration of hosted data warehouses, BI, and other
analytics [2]. There are several BD analytics infras-
tructures along with their software provided by leading
cloud service providers to enable processing large vol-
ume of data such as Big Query as Database-as-a-Service
(DaaS) provided by Google, No-SQL, BigInsights pro-
vided by IBM, Apache Hadoop, Apache Spark en-
abling interactive SQL on Hadoop, Hive built based
on the Hadoop Distributed File System (HDFS) with
a master-slave (i.e, JobTracker-TaskTrackers) architec-
ture enabling ad hoc query processing, Elastic MapRe-
duce provided by Amazon. The components of the most
commonly used BD analytics, Hadoop in a broader per-
spective are 1) high-level languages (i.e., Pig (execu-

tion framework), Cascading, Hive (data warehouse)),
2) execution engine (i.e., MapReduce), 3) distributed
light-weight database (i.e., HBase), 4) distributed file
system (i.e., HDFS), 5) centralized tool for coordina-
tion (i.e., Zookeeper). Pig is used by Yahoo; Hive
with SQL-like language called HiveQL is used by Face-
book; and Jagl with the ability of processing structured
and nontraditional data is used by IBM. Hadoop has
no support for geo-distributed data processing [9] even
though it has a Java-based software framework for dis-
tributed processing of large datasets across large clus-
ters of computers with limitless concurrent tasks. In
contrast to Hadoop’s two-stage disk-based MapReduce
paradigm, Spark’s multi-stage in-memory primitives
provides performance up to 100 times faster for certain
applications [9]. Within Apache Hadoop (Hadoop-as-
a-Service), BD is collected from geo-distributed data-
centers and locally stored in HDFS to be processed by
MapReduce software computing, which makes it highly
difficult to gain timely insights, more importantly it
gets more difficult to store BD locally as the data vol-
ume grows exponentially regarding the restricted com-
puting abilities, hardware limitations such as process-
ing power, network bandwidth, storage limitations, and
high-latency. The bandwidth availability between dif-
ferent datacenters significantly varies over time which
usually is the bottleneck of such an evaluation [48], par-
ticularly for low-latency requirements. Raw BD stored
in no-sql database are messily scattered and can’t be
used directly for two reasons [34]: first of all, for most
of them, data cannot be interpreted by the model itself,
and additional features have to be handled in the appli-
cation logic [34]. Secondly, the overwhelming majority
of BD are few of value while only a drop in the bucket
is valuable [49].

Some of the other BD analytics projects established
to solve the different problems are as follows: Am-
bari (cluster management), Avro (data serialization),
Cassandra (multi-master database), Chukwa (data col-
lection), Hbase (distributed database), MaHout (ML
and data mining (DM)), Tez (data-flow programming
framework intended to replace MapReduce), Cloudera
Hortonworks, Microsoft (HDInsight), MapR, Map Al-
tiscale, Factor in Apache storm (stream processing) and
Kafta. Data analytics can be used on fog/edge platforms
for processing large volume of multi-modal and hetero-
geneous data from various sensor devices and other IoT
devices to achieve real-time and fast processing for de-
cision making [50] where the processing power with
increasing storage units is getting bigger locally. In
other words, local advanced Hybrid Cloud-Edge Ana-
lytics (HCEA) should enable performing local analyt-
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ics, identifying usable information from raw data, ex-
tracting insights in abstract forms and finally transmit-
ting the result to the cloud platform.

2.3. Sanitization of BD and cybersecurity risks
Large amounts of data stored on the cloud are very

sensitive, and so data privacy remains one of the top
concerns for many reasons; mainly those relating to le-
gal or competition issues [51]. In a Gallup poll, 27%
of respondents said they or someone within their house-
hold had credit card information stolen [52]. 1 billion
user accounts in Yahoo were compromised in 2013 [53];
Hackers attacked on Apple’s iCloud platform that re-
sulted in the release of the personal photographs of
many high profile figures in 2014 [54]. LinkedIn, Sony,
Oracle, T-Mobile, Dropbox and many others were also
attacked similarly by hackers. By 2020, more than 70%
of enterprises will continuously monitor for sensitive
data incidents [43]. In this sense, the BD analytics
technologies are instrumental for organizations to im-
prove their capabilities in discovering potential threats,
detecting actual threats, gathering intelligence about at-
tacks, and deploying a comprehensive response to min-
imize the business impacts of cyberattacks [55] such
as theft of credit card data, trade secrets. In this per-
spective, privacy-preserving data analysis is an emerg-
ing discipline within data science, which posts sev-
eral challenges currently being simultaneously tackled
from several areas such as hardware, systems security,
cryptography, statistics, and ML [56]. Several privacy-
enhancing techniques evolved in the last decade have
different trade-offs, maturity levels, and privacy guar-
antees, and in some cases solve slightly different prob-
lems [56]. By 2020, large global enterprise use of data
masking or similar pseudonymization techniques will
increase to 40%, from 10% in 2016 [43].

Sanitization, e.g., anonymization/de-identification,
and cybersecurity measures to prevent breaches of sen-
sitive information allow the sharing of data for sec-
ondary purposes, such as research, the establishment
of decision-making tools, extraction of other mean-
ingful information that can be an input to other sys-
tems. Sharing of data should protect individual pri-
vacy, but still ensures that the data is of sufficient qual-
ity that the analytics are useful and meaningful [57].
In this manner, new sanitization approaches are on the
rise to protect the privacy and security in addition to
conventional most commonly used sanitization tech-
niques such as k-anonymity [58], privacy [59] and l-
diversity [60]. Various new sanitization approaches spe-
cific to BD on the cloud and edge platforms have re-
cently been extensively introduced in order to both mit-

igate the shortcomings of existing ones and process spe-
cific types of BD effectively and efficiently such as
1) LinkMirage to address the link privacy in the so-
cial media data [61], 2) HCMPSO in an IoT Environ-
ment [62], 3) data-sanitization for preventing sensitive
information in social networks involving various data-
manipulating methods [63], 4) automatic unsupervised
general-purpose sanitization of textual documents by
detecting and hiding sensitive textual information while
preserving its meaning [64], 5) collaborative search log
sanitization toward differential privacy and boosted util-
ity [65], 6) ant colony system sanitization approach to
hiding sensitive item sets — ACS2DT, in order to hide
sensitive and critical information by decreasing saniti-
zation side effects and enhancing the performance of
the sanitization process [66], and 7) individual trajec-
tory data sanitization — Lclean, using a plausible re-
placement method [67].

A study by Skyhigh Networks, a cybersecurity firm,
found that 18.1% of all documents uploaded to cloud-
linked systems contain sensitive data [68]. Zhang et
al. demonstrated that 20% of the big image data was
found sensitive and maintained on the edge platform
whereas 80% was found non-sensitive and encrypted,
then, subsampled and stored in the cloud platform [69].
Another research estimates that 90% of the data gen-
erated by the endpoints will be stored and processed
locally rather than processed in the cloud [70] where
sending all the data to the cloud requires prohibitively
high network bandwidth [13]. New studies that aim to
sanitize data at its source before sending to cloud plat-
forms are emerging such as [26] in which a privacy-
preserving smart home system, which connects a single
home controller with data-hiding capabilities through
community networking and integrates the data to a hi-
erarchical architecture on a cloud platform for a data
analytical access control mechanism. In similar ways,
sanitization starts on the edge platform. However, quite
an important amount of sensitive data is placed in the
cloud platforms even though most of the sensitive data
can be processed and maintained on the edge platforms.
In this regard, sensitive data, in particular, private data
on the cloud platform such as sensitive personal data,
medical data, credit card information and transactions
should be managed carefully regarding the privacy and
security aspects, particularly cyberattacks. What hap-
pens if a smartphone operating as an edge platform is
hacked by a cyber attacker; cameras that are meant for
surveillance may turn into cameras that are violating our
privacy [4]. There have been various cases in which the
personal identities of the owners of the sensitive data
have been unveiled on the datasets placed in the pub-
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lic domain for several reasons such as research [7]. For
instance, when the state of Massachusetts released med-
ical records summarizing every state employee’s hospi-
tal record in the mid-1990s, the Governor gave a pub-
lic assurance that it had been anonymized by remov-
ing all identifying information such as name, address,
and social security number and he was surprised to re-
ceive his own health records (which included diagnoses
and prescriptions) in the mail [7]. 50% of the Amer-
icans can be identified from city, birth date, and sex;
85% can be identified if you include the zip code as
well [7]. You will probably be left with nothing use-
ful if you really do remove all possible identification
information from a database [7]. Sanitization of the
data is not an easy process and it requires data scien-
tists expertized particularly in sanitization to address
the privacy and security concerns in order to mitigate
the possible risks. Security is ”confidentiality, integrity
and availability“ of data whereas privacy is the appro-
priate use of user’s information [32]. Anonymization
needs to be more than simply masking or generalizing
certain fields-anonymized datasets need to be carefully
analyzed to determine whether they are vulnerable to
attacks [32]. In addition to sanitization, laws, and reg-
ulations should be amended to ensure the privacy and
security wherever breaches emerge, which is not within
the scope of this study and not explored in this paper in
detail.

3. Preprocessing and organization of BD and VBD
in VVBD Pools for FCP

3.1. Transforming of BD and VBD into raw data and
abstract forms in VVBD Pools

The threat of predicting sensitive information become
now a serious issue [5] even after the sanitization pro-
cess. Owners of data are concerned with the risks of
unauthorized usage of their sensitive data by various
entities, including service providers [71] on the cloud
platforms, particularly on the private cloud platform.
Therefore, they avoid sharing their data with the out-
side community. Processing of highly sensitive data or
sensitive data should be consent-based to be used for
secondary purposes. In order to mitigate the concerns,
the cloud service providers should cooperate with the
owners of data, particularly, owners of highly sensi-
tive data to be able to process their data and carry out
sanitization operations to extract insights and to pub-
lish these insights along with sanitized data in public
domains. To do this, first, owners of data should be
convinced that their privacy and security will not be
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Figure 3: Categorization and processing of VBD for VVBD pool.

breached with the usage of strong advanced analytical
tools, and second, they should be paid for this pro-
cess as an incentive, which will help take their consent
and increase the amount of shared data in public do-
mains. National and international rules and regulations
should be tailored to protect the owners of data. Ex-
traction of insights, in other words, WaaS, KaaS, and
InaaS should be carried out by the service providers to
avoid any cyberattacks with the consent of the owners
of the data; or alternatively, analytics under the con-
trol of the organizations with an ability to work on en-
crypted data using a number of parameters can be em-
ployed by the researchers as a gate to reach and ana-
lyze BD, which improves the effectiveness of cyberse-
curity capabilities without violating the privacy of the
individuals. Encrypting data incurs additional storage
and query processing costs — computationally expen-
sive. Additionally, cryptographic schemes and practi-
cal systems analyzed in a recent study by Moghadam et
al. [51] which enable the execution of queries over en-
crypted data (e.g., homomorphic encryption, property-
preserving encryption) without decryption using analyt-
ics are both non-trivial and costly in terms of computing
power and analytic processing difficulties.
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An effective approach in which insights and sanitized,
cleaned and filtered data are integrated, trustworthy, and
efficiently accessible is presented in Section 4 by which
cyberattacks can be mitigated and bigger data can be
shared in public domains to help bridge the information
gaps. In this framework proposal, the way of process-
ing BD by service providers in an automated manner
before placing in public domains is illustrated in Fig. 3.
In this model, first, cloud service providers in collab-
oration with the owners categorize the data into three
groups as 1) highly sensitive, 2) sensitive, and 3) non-
sensitive. These three datasets are compiled as follows:
1) highly sensitive data usually encrypted is not san-
itized and not placed in the VVBD pool in any case.
Rather, it is analyzed within the cloud platform by BD
analytics to extract insights such as WaaS, KaaS, and
InaaS. These gained insights are placed in the VVBD
pool, 2) sensitive data usually involving personal infor-
mation is sanitized, filtered and analyzed by analytics to
extract insights. Then, the extracted insights along with
the anonymous filtered raw data are placed in the VVBD
pool, and 3) non-sensitive data is placed in the VVBD
pool after cleaned and filtered without any sanitization
process and the insights gained from this data are also
placed in the VVBD pool. The process of sanitization is
mainly carried out for privacy protection where there is
a trade-off between privacy and utility, which was dis-
cussed in [72] and [5]. Sanitization process may result
in successful outcomes where effective tools developed
for specific domains are utilized, an example of which is
analyzed with medical domains by the study [73]. In ad-

dition to sanitization process, erroneous and noisy data
is cleaned, and unnecessary, unhelpful data is filtered
out to reduce the amount of BD substantially in highly
summarized form in such a way that useful raw data that
may result in insights is not discarded and lots of mem-
ory space and processing time is saved. The harvested
insights can be used on a pay-as-you-go basis and more
importantly can be combined with other harvested data
or raw data in order to gain more insights as explored in
Section 4 in detail.

The VVBD pool is maintained separately from the
cloud’s operational locations to make its use easier re-
garding the specific rules of authentication and autom-
atization, and consequently to increase its availability
with high performance focusing on prompt decision-
making modeling. Sanitization of the data categorized
as sensitive and the placement of raw data along with the
sanitized data in the VVBD pool should be performed
during real-time data streaming autonomously. Prior-
itization of the processing of insight extraction should
be regulated according to the latency requirements re-
garding pay-as-you-go demands based on the data trans-
fer and update cycles. Placement of the raw data and
the extracted insights should be carried out based on
the insight categorization and SIDs as explained in Sec-
tion 3.2 in detail.

3.2. Organization of insights and raw data within spe-
cialized Insight Domains (SIDs) in VVBD Pools

Insights and filtered, sanitized and cleaned raw data
or pure raw data obtained as illustrated in Fig. 3 are ag-

10



gregated into four classes in VVBD pools, namely Deep
WaaS (DWaaS), Deep KaaS (DKaaS), Deep InaaS (DI-
naaS) and Raw Data as illustrated in Fig. 4. More ex-
plicitly, the placement is carried out in a consolidated
way as all WaaSs in DWaaS class, all KaaSs in DKaaS
class, all InaaSs in DInaaS class and all the remaining
filtered, sanitized and cleaned raw data in Raw Data
class in their SIDs. In other words, the pieces of the pro-
cessed BD and VBD as explained in Section 3.1 are la-
beled and placed in dedicated labeled domains and sub-
domains with sufficiently fine granularity. A domain
corresponds to a specific field such as medicine and it
is established in all the aforementioned four classes to
enclose WaaSs, KaaSs, InaaSs, and Raw Data labeled
with its name such as the medical domain. A domain
may have various sub-domains to enclose the insights
related to sub disciplines as illustrated in Fig. 5 for the
medical domain. Domains and sup-domains may also
be created on a subject-oriented and time-oriented basis.
For instance, InaaS, KaaS, WaaS and raw data related
to the medicine should be in the medical domain and
the medical domain should consist of sub domains such
as cancer, psychology, anatomy, genetics, etc. Further-
more, specialized sub-sub-domains within sub-domains
increase the efficient and effective use of FCP. Most
of the disciplines have similar agreed upon granularity
standards, just changing slightly. The AIA is analyzed
in Section 5 in the context of tackling privacy and se-
curity concerns while analyzing data to mine insights.
New insights can be created using the current insights
and raw data in these domains by the service provider
autonomously on a pay-as-you-go manner. Further-
more, new insights can be generated by anybody, insti-
tutions, organizations, government and companies us-
ing AIA and the infrastructure established within FCP
as explained in Sections 4 and 5.

4. Forged Cloud Platforms (FCP)

Data fusion is a technique to make an overall sense
of data from different sources that commonly have dif-
ferent data structures [46]. Due to heavy network traf-
fic with respect to data migrations across different dat-
acenters, the underlying network infrastructure may not
be able to transfer data packets from source to des-
tination, resulting in performance degradation [8]. It
gets worse when huge BD transformation is required
across multiple cloud platforms based on bandwidth,
storage, and computation limitations. The need for
inter-datacentre migrations to handle BD processing in-
creases the load on network infrastructure in multiple
cloud platforms [8]. The current approaches are not
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Figure 5: Structure of sub-domains within domains.

viable for managing VVVBD traffic in multiple cloud
platforms and processing this gigantic BD to gain in-
sights is not an easy process and feasible, mainly for
low-latency applications as mentioned earlier. In this
regard, in order to alleviate the shortcomings of the cur-
rent architecture and concepts, FCP with an architecture
of leveraging deep-learning from the insights created
within multiple cloud platforms is designed to manage
distributed insights effectively and efficiently within a
cloud platform and across various cloud platforms in
a virtual way of fusion of insights by 1) globally op-
timized resource allocation and orchestration, schedul-
ing and insight distribution on a proactive user-centric
paradigm and pay-as-you-go basis within reduced op-
eration complexity, 2) minimizing data traffic substan-
tially, 3) increasing response time to meet the require-
ments of low-latency applications, and 4) mitigating the
privacy and security concerns. More explicitly, a con-
ceptual VVVBD pool on FCP is built to enable au-
tonomous enhanced insight generation and decision-
making by coordinating, combining, integrating and
distributing deep wisdom, knowledge, information and
processed raw data in a concise view ensuring consis-
tency. This framework is designed to provide uninter-
rupted and quick access to pre-created accumulated in-
sights and create new insights out of the existing pre-
created and aggregated insights from multiple virtual
sources in an organized way with several levels of gran-
ularity on a subject-oriented and time-oriented basis.

In the framework of FCP illustrated in Fig. 6, VVBD
Pools are physically separated from the main cloud plat-
forms and updated continuously and autonomously by
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Figure 6: Framework of Forged Cloud Platforms (FCP): Very Very Very BD (VVVBD) pool.

the service providers to tackle the outdated insights and
data on a near-real-time basis. FCP, in other words,
virtual VVVBD pool in which there is no highly sen-
sitive information is formed from these VVBD pools
and open to everybody with relaxed authorization and
authentication rules and regulations for extracting busi-
ness insights with instrumental abilities. The main com-
ponents of FCP framework are presented in Fig. 7. The
FCP architecture incorporates the ability into a cloud
environment to share the globally created data and in-
sights among multiple cooperating users by mitigat-
ing the privacy and security concerns. Sufficiently and
properly granulated organized and structured deep in-
sight domains and related sub-domains should be es-
tablished within the VVVBD pool in a more consoli-
dated way to integrate and aggregate the 4 classes —
DWaaS, DKaaS, DInaaS, and Raw Data mentioned in
Section 3.2 within effective addressable virtual mech-
anisms. The component of DWaaS classes contains
the addresses of DWaaSs in specific domains estab-
lished in the distributed cloud platforms as explained in
Section 3.2. Similarly, the other components, namely,
DKaaS, DInaaS, and Raw Data maintain the related ad-
dresses as well. Harnessing the ready-to-use insights

will help reduce the data traffic on the network backbone
significantly. These deep insights can be on a pay-as-
you-go basis as an incentive to inspire the owners of BD
and cloud companies to take part in this framework vol-
untarily by which a tremendous wealth will be created
in this structure benefiting all the stakeholders. The in-
sights acquired or created in FCP can be an input to IoT
and/or AMSs, or they can be merged with other insights
created locally for better decision-making and actuation
as illustrated in Fig. 8. With FCP, insights are not only
gained and organized in dedicated domains for current
users’ needs, but also, likely users’ future service re-
quests are predicted proactively to direct the enterprises
to follow an intelligent way of doing their businesses.

Sending the entire datasets across the extreme ends
in the infrastructure is unrealistic and the approaches
that collect data and perform computational processing
near the data source itself present a more practical and
realistic alternative [74] due to large volumes of data
produced every minute and bandwidth limitations. An-
alyzing data at the early stages of infrastructure pipeline
presents additional benefits of data and communication
security in the overall system, owing to the fact that raw
data is now processed closer to the data source, and only
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processed data is sent further [74]. In this sense, in or-
der to reduce the workload burden on the cloud and net-
work, processing of BD generated at the edge platforms
locally with respect to the domain and insight structure
mention in Section 3.2 using effective AIA tools (e.g.,
advanced hybrid edge-cloud analytics) is crucially im-
portant in order to produce insights at the edges to be
submitted to the cloud platform along with sanitized,
cleaned and filtered data rather than unprocessed raw
data as shown in Fig. 8. In this way, processing of BD
starts from its source, which is immensely valuable for
the cloud and will ease the later required data process-
ing phases mentioned throughout this paper in regard to
FCP by reducing both resource requirements on the re-
lated cloud platforms and on FCP, and energy consump-
tion at the network usage.

FCP coupled with powerful edges enables a sim-
ple virtual layer design and effectively bridges the la-
tency gap between BD cloud computing and real-time
network optimization. With FCP, energy efficiency is
maximized within an end-to-end (E2E) communica-
tion, rather, the processing burden is mounted on the
main cloud datacenters and edge platforms by which
low latency requirements and prompt decision-making
abilities are provided for low-latency applications with
ready-to-use abilities, mainly for subscribes on a pay-
as-you-go basis. Ultra-low-latency is one of the major
requirements of 5G RANs [75]. There are applications
requiring ultra-low-latency in real-time such as intelli-
gent transportation systems (ITSs). Such data analytics
capabilities cannot be provided by conventional cloud
centric data processing techniques whose communica-
tion and computing latency can be high [76]. The pro-
posed FCP in this study with ready-to-use insights along
with cloud platforms with cloudlets. Experiments show
that the use of cloudlets decreases response time by 51%
and reduces energy consumption by up to 42% in a mo-
bile device compared to cloud offload [16]. approaching
to the users and cutting edge communication technolo-
gies (e.g., 5G and beyond) propose an effective design
architecture within a novel concept to support such sys-
tems in real-time as illustrated in Fig. 8, supported by
local sensors at the edge/fog platforms as in ITSs edge
platform where every vehicle can be equipped with sen-
sors and capable processing devices and smart analyt-
ics [76].

With FCP using AIA, insights are not only gained
and organized in dedicated domains for current users’
needs, but also, likely users’ future service requests are
predicted proactively to direct the enterprises to follow
an intelligent way of doing their businesses.

5. Advanced Insight Analytics (AIA) and Deep In-
sight as a Service (DINSaaS)

There is an exponentially growing gap between the
generation of data and the benefit we get from it [7] as
data piles up exponentially. A recent research by IBM
shows that 1% of data collected by organizations is used
for analysis [77]. Limits to what can be learned from
BD often boil down to how much data can be feasi-
bly and economically processed [9]. The approach pro-
posed in this paper is designed to tackle this issue effec-
tively and efficiently by gaining insights from specific
public domains as explained in Section 3.2 and illus-
trated in Figs. 4 and 7. One of the main features of the
BD analytics, particularly DM tools, should be taking
care of privacy and security while driving insights from
BD by engaging with cybersecurity abilities. In the
approach, the problem space is decreased significantly
with pre-created insights and sanitized and filtered raw
data. In this decreased complexity, the objective of com-
petent and scalable AIA is to extract new advanced in-
sights, in other words, DINSaaS, from pre-created in-
sights along with filtered, sanitized and cleaned raw
data within a specific domain/domains and subdomains
through well-directed predictions using distributed and
parallel scalable algorithms to make overall decision-
making process easier and to improve the quality of life.
Several ensemble ML models (e.g., boosting, bagging
and Stacking) can combine the results of several tech-
niques and make a final better decisions [7]: Boosting
(e.g., AdaBoost) uses voting (for classification) or av-
eraging (for numeric prediction) to combine the output
of individual models of the same type (e.g., only deci-
sion trees), weights a model’s contribution by its per-
formance rather than giving equal weight to all mod-
els and weighting is used to give more influence to the
more successful ones; Bagging combines models of the
same type (e.g., only decision trees) and the models re-
ceive equal weight; Stacking is applied to models built
by different learning algorithms such as decision tree
inducer, a Naive Bayes learner, and an instance-based
learning method and all three are used for prediction
and combine the outputs together by voting; in this way,
Stacking tries to learn which classifiers are the reliable
ones, using another learning algorithm-the metalearner-
to discover how best to combine the output of the base
learners. Besides these similar approaches, new AIA
techniques and tools are required to be developed spe-
cific to the characteristics of the domains partitioned in
FCP. More explicitly, new AIA techniques are needed
to analyze the insights placed in four classes and vari-
ous dedicated domains as explained in Section 3.2 ef-
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Figure 7: Framework of the Deep Insight as a Service (DINSaaS) on Forged Cloud Platforms (FCP).
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fectively using the integration, analysis, and interpre-
tation in order to make sense out of the overwhelming
amount of data by exploiting DWaaS, DKaaS and DI-
naaS along with the sanitized and filtered raw data with
reduced latency requirements. The characteristics and
entities of WaaS, KaaS, and InaaS within the classes in
domains (Fig. 7) should be specified based on the data
features of 5 V’s and their data signature — veracity,
volume, value, variety and velocity (e.g., occurrence
time, update frequency) in addition to duration valid-
ity, geographical occurrence, resources, etc in order to
enable better decision making. We will be analyzing
and presenting similar AIA techniques in the following
study due to the page limits here. In that study, we will
be focusing the weights of the pre-created insights, in
other words, the proportion of wisdom contribution in
decision-making process based on the characteristics of
the insights and BD from which they are derived.

Particular features of the AIA can be summarized as
follows:

1) AIA tools should be supported with powerful ML,
Deep Learning (DL), Reinforcement Learning (RL),
DM techniques.

2) AIA tools should have effective fusing abilities and
be able to incorporate the data signatures of pre-created
insights into decision-making process in order to weight
the outcomes of the insights appropriately with respect
to the characteristics of sources from which they are
generated.

3) The privacy and security issues should be tackled
by AIA very well and they can be employed as a gate-
way to the sanitized and filtered sensitive data within
specific domains. In this way, direct access to sensitive
raw data may be restricted and AIA can be permitted to
run by mitigating privacy and security concerns while
extracting insights.

4) Synergistic integration of various domains at a
time may be required to be processed by AIA in order
to extract much better insights. Therefore, AIA should
be able to perform on multiple domains in FCP at a
time. For instance, load forecasting can be managed
effectively in the electricity supply industry within the
smart grid where it is crucial to determine future de-
mand for power as far in advance as possible. If accu-
rate estimates can be made for the maximum and mini-
mum load for each hour, day, month, season, and year,
utility companies can make significant economies in ar-
eas such as setting the operating reserve, maintenance
scheduling, and fuel inventory management. These sim-
ilar decision-making abilities require the analysis of
multiple domains in parallel processing using multiple
threads.

6. Challenges

The emerging BD pose new challenges, some of
which cannot be adequately addressed by existing
infrastructure, data analytics, state-of-the-art cyber-
security solutions, cloud and host computing models
alone, which exacerbates the current situation with re-
spect to exponentially increasing voluminous BD. To
unleash DInaaS potential, these challenges raising con-
cerns must be addressed well in terms of both technical
infrastructure and the management of data, and human
factors, such as privacy and security. The main chal-
lenges are presented as follows from the most crucial
ones:

1) Concrete agreement difficulties among cloud ser-
vice providers: Agreement between parties on many is-
sues is not easy and this process will effect how regula-
tion and legislation will evolve.

2) Integration of smart domains: Main actors as
decision-makers in smart domains avoid sharing their
data due to serious security and privacy concerns, which
reduces the further integration of the smart domains
even though the number of successful examples and at-
tempts of combining these domains is increasing.

3) Reluctance in data sharing: Data sharing between
prominent leading companies that generate BD is highly
limited regarding privacy and security concerns, insuf-
ficient rules and regulations, and competitive and com-
mercial risks. Additionally, data owners do not volun-
teer to share their data particularly due to the breaches
of their privacy and security. Effective incentive mecha-
nisms along with effective privacy and security preserv-
ing tools should be developed and employed to encour-
age data sharing.

4) National/international rules and regulations: The
legal challenges, in particular, about the privacy of
people using cyber-physical domains have yet to be
solved [78] 3. The responsibilities of cloud service
providers against the customers are not well defined
within the national and international laws of electronic
commerce.

5)Management of communication with respect to
emerging future networks: The studies on the manage-
ment of large volumes of BD traffic regarding emerging
communication technologies (e.g., 5G and beyond) are
not adequate to deploy these technologies effectively. A
recent paper [79] discusses how to manage the E2E traf-
fic with recently emerging communication technologies

3The motivated readers are referred to [78] for the analysis of pri-
vacy and security legislation regarding IoT and cloud use.
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effectively. More experimental studies and more real-
world examples are needed in this field in order to be
able to deploy these communication technologies in an
efficient and effective manner regarding very BD.

6) Energy consumption and optimization concerns:
Datacenters cost hundreds of millions per year and con-
sume more than 61 billion kilowatt-hours, one-fifth per-
cent of the country’s entire energy consumption [34].
Our approach loads an extra workload and burden on
cloud platforms regarding more energy consumption
and more storage units even though it is reduced on the
network with much less traffic and at the edges with
much less processing requirements. Advanced opti-
mization and advanced data analytics tools are needed
to be built to increase the efficacy of these platforms
for environmental benefits and cost reduction; an at-
tempt for which iSpot is developed to be able to guaran-
tee the performance of BD analytics running on cloud
transient servers while reducing the job budget by up to
83.8% in comparison to the state-of-the-art server pro-
visioning strategies, yet with acceptable runtime over-
head [44]. Another attempt to run the BD analytics in
geo-distributed datacenters effectively can be found in
the study [48]. Furthermore, software-defined-network-
based optimization of BD management across multi-
cloud datacenters was analyzed in [8].

7) Lack of standards: Agreed upon standards and pro-
tocols for effective policies and mechanisms are neces-
sary. The General Data Protection Regulation (GDPR)
and the ongoing e-privacy regulation effort are signif-
icant steps in regulating the protection of sensitive in-
formation by placing obligations on data controllers
and data processors, as well as specifying user’s rights.
However, no specific algorithms are mentioned, and
hence we are far from effective standardization guide-
lines [56]. The complexity of secure data analysis will
require several kinds of standards, related not only to
the different aspects of privacy-preserving analytics, but
also related issues like personal data management and
consent [56].

8) Insufficient tools for harvesting insights: AIA tools
that can acquire insights within the structure of FCP will
be needed along with efficient resource orchestration,
insight and content distribution enabling audits to en-
sure compliance. These tools should embrace the text
mining, web mining, speech mining, image/video min-
ing abilities and should be able to tackle the unstruc-
tured BD very well since most of the BD is in unstruc-
tured format, enabling discovering intrinsic relation-
ships, text clustering, text categorization, concept/entity
extraction, production of granular taxonomies, docu-
ment summarization, sentiment analysis, entity relation

modeling.
9) Sanitization difficulties: The need for robust

privacy-preserving data analysis technologies has been
recognized by both regulators and industry [56]. New
effective privacy-protective techniques and mechanisms
are needed to retain privacy when analyzing users’ data
and these mechanisms should be active in AIA. The
moral is that if you really do remove all possible iden-
tification information from a database, you will prob-
ably be left with nothing useful [7]. It takes a long
time to sanitize BD and BD may lose its meaning with
the side effects of the sanitization process. A fully-
fledged approach to privacy-preserving data analysis
would still require significant interdisciplinary effort,
some of which have to do with issues such as effective
personal data management and consent [56].

10) Lack of hybrid cloud-edge analytics at the
edge/fog platform: Data is subject to attacks and secu-
rity breaches when stored in the cloud platform. Effec-
tive AIA at the edges producing insights to be submitted
to the cloud platform along with sanitized and filtered
data rather than unprocessed raw data is extremely cru-
cial in our design to reduce the workload burden on the
cloud and network and to improve the overall efficacy
of the architecture.

7. Discussion

Cheap ubiquitous computing enables the collection
of massive amounts of personal data in a wide variety of
domains [80]. In cloud platforms, most of the time, BD
can not be reached because of the privacy and security
concerns and effective tools are being deployed to detect
and respond faster to cyberthreats, attacks, breaches of
data. One of the recent popular trends is to integrate all
smart domains in a combined architecture of the cloud
platform [81] to create bigger synergies even though it
involves many challenges.

In future mobile networks, such as 5G - e.g., the
Radio-Access Network (RAN), emerging smart ser-
vices are expected to support billions of smart devices
with unique characteristics and traffic patterns [82] to
facilitate the application of wireless BD and to achieve
a flexible and efficient communication, consequently an
excellent synergy using the smart platforms and wiser
domains. High-level topics concerning today’s produc-
tion of goods and services include sustainability, flexi-
bility, efficiency, and competitiveness [83]. In this man-
ner, today‘s rapid changing technological and business
environment urges the companies to be agile in order
to adapt to upheaval market fluctuations, cope with un-
precedented threats and most importantly thrive in a
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competitive business environment, even during reces-
sions by foreseeing and exploiting the emerging busi-
ness opportunities. Following the frameworks proposed
in this study, the exponentially increasing volumes of
data will turn into insights using advanced data analyt-
ics, which, in turn, will lead to an aggregation of wis-
dom to optimize all processes to ensure higher quality
services and goods are manufactured at a lower cost.
More explicitly, following this framework, transforming
the business and products into more intelligent, more
autonomous services and products with increased cus-
tomizable functionalities will be possible to maintain
a competitive edge by meeting the market dynamics,
in particular, changing consumer habituation and de-
mands. Moreover, DINSaaS will bring huge economic
value for the wiser IT industry based on the instant pay-
as-you-go services. The proposed framework, FCP, in
which too many smart ideas to be explored and ex-
ploited will provide a wiser environment and particu-
larly, DInaaS will be the core architecture of BI in the
coming age of the cyber-physical world.

To prevent chaos in the hyper-connected world, busi-
nesses need to make every effort to reduce the complex-
ity of connected systems, enhance the security and stan-
dardization of applications, and guarantee the safety and
privacy of users anytime, anywhere, on any device [84].
By focusing on user interaction and configurability, life-
time optimization, intelligent analysis of BD, location
independent monitoring and control, data security and
reduced system complexity with FCP using effective
management of gained insights, the way of doing busi-
ness more intelligently will be realized within AoE.

The framework proposed here requires the rules and
regulations to be amended by the national/international
leading organizations and governments with the help
of the leading companies, particularly, IT-based compa-
nies. Establishment of effective sanitization techniques,
tools and approaches would enable opportunities of ex-
traction insights from highly sensitive data based on ef-
fective regulations and standardization, and addition-
ally, publishing insights rather than raw data would
immensely serve sanitization purposes further, which
would, in turn, accelerate data sharing and trigger better
and more insight generation in public domains.

The management of cloud datacenters scattered
around the globe supported by cloudlets and large net-
work webs is extremely expensive. The main cloud ser-
vice providers are expected to invest an amount of $383
billion into their cloud infrastructures in 2020 [85]. In
this regard, leading competitive cloud service providers
such as Google, Amazon, Microsoft, IBM will merge
their powers and marry under bigger joint ventures not

only to reduce the current immense management costs
and future investment costs substantially, but also to in-
crease the efficacy of their services in a fruitful and pros-
perous way of exploiting many more datacenters and
much larger global networks, particularly, by maximiz-
ing the resource utilization while mitigating the perfor-
mance degradation. The aforementioned joint ventures
will help realize the FCP architecture proposed in this
study faster, with increasing data sharing abilities result-
ing in both increased productivity through the booms
of insights gained from gigantic data, and effective way
of doing business by intertwining smart platforms and
businesses, particularly conducted by leading compa-
nies, which will definitely make our life cheaper, easier,
more intelligent.

8. Conclusions and Future Research Ideas

To become and remain competitive, enterprises must
seek to adopt advanced analytics, and adapt their busi-
ness models, establish specialist data science teams and
rethink their overall strategies to keep pace with the
competition [43]. The transformation of smart domains
and platforms into smarter domains with FCP presented
in this paper will foster the development of industry
to make our life better and simpler. More explicitly,
by adopting the approaches proposed in this study, 1)
bigger data traffic will be managed effectively and effi-
ciently with less overload on the network backbone by
trafficking insights rather than very big raw data, and
bandwidth constraints will be mitigated, 2) reduced la-
tency within reasonable responses will be enabled with
near real-time processing of geo-distributed BD, 3) the
chaos in the hyper-connected world will be mitigated
with a systematic solution, 4) further insights will be
generated within organized domains, 5) the future will
be foreseen better and easier with effective decision-
making decisions, and new invaluable opportunities will
be revealed to be explored and exploited, 6) exponential
increase of cyberattacks to highly sensitive information
will be mitigated, 7) the structure of the services and ad-
vanced products will be less complex, consequently less
error-prone with the use of the wiser inputs and conse-
quently wiser systems, 8) the efficacy of smart products
will increase through effective product life-cycle man-
agement within AoE, 9) the rapid product and service
customization will be possible, 10) cost will decrease
substantially with less number of sensors and robust
insight inputs within less complex structures, 11) cus-
tomer satisfaction will increase within smoothly work-
ing environment with 24/7 seamlessly working prod-
ucts, 12) new business models, improving efficiency and
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increasing employee and customer engagement within
AoE will be developed, 13) the invention of efficient
and robust business models with FCP will further ad-
vance the future research and innovative products in a
perpetual revolution of the industry.

The development of new AIA approaches mentioned
in Section 5 will be carried out in a future study to be
able to manage the future cloud insight architectures
such as FCP proposed in this paper. The characteris-
tics and entities of insights will be analyzed in the fu-
ture study. Cryptographic schemes and practical sys-
tems which enable the execution of queries over en-
crypted data without decryption using analytics will be
immensely focused both in order to mitigate the secu-
rity, privacy and cybersecurity concerns, and in order to
reduce the computation overhead caused by the encryp-
tion in the following years.
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