Development of a Face-to-Face Meeting Capture and Indexing Process
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Abstract—A face-to-face (F2F) meeting capture and indexing process could provide an internal feedback mechanism so that results can be monitored against change interventions decided at product lifecycle management (PLM) or performance development review (PDR) meetings. It could also assist people who do not currently have the knowledge or authority to act on what was discussed to share and reflect on the F2F meeting content after the event. In this paper a prototype is described in use with the continuous improvement Plan-Do-Check-Act (PDCA) cycle as a proof-of-concept in BAE Systems. More work should be completed to make the captioning of the F2F meeting content automatic or semi automatic. The presentation of the content in the groupware webpage may also be developed so that there is easier navigation. It would also be useful to have the variables that influence the profitability of the products to be displayed on the webpage so that changes can be tracked against business performance.
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I. INTRODUCTION

Most humans can filter, decode and interpret whatever sensory data is available to a standard convention which can be learnt and remembered with neural pathways and brain activity. Common understanding in face-to-face (F2F) meetings may be facilitated through use of language. However, even with just one standard such as English, there are many subtle linguistic variations including syntax and semantics. This means that the signals from unstructured conversation in a F2F situation can be confusing to both humans and machines.

People are needed to investigate and make sense of complex situations but individuals are unique with their own story and life journey history [1, 2]. Each person therefore in the same F2F meeting can categorise and value the same audiovisual data in a different way to provide conflicting information biased to their own interest. Likewise the same person may interpret the same data differently depending on how they feel relative to their location and their function in time and space. In contrast, machines behave in the way in which they have been preset to behave against a set of rules or protocols chosen by a programmer. Artificial intelligence and neural networks also need to be prepared by people to train how the machine, such as an automatic speech recognition system, categorises an output. Similarly, leadership at the top of an organisation would like to believe that they have motivated people to perform according to a policy of set principles. This is not always the case and it is the unpredictability of human behaviour that drives both error and change.

The traditional way of publishing F2F meeting content used to be to employ a typist to write-up 'minutes' of what was said during the meeting. With the widespread acceptance of word processing, email and the web this work can now be delegated to a F2F meeting participant. The purpose of 'minutes' according to Whittaker et al. is to track group progress; to serve as a public record of past actions and decisions; to remind people about their commitments; and to resolve disputes about commitments [3]. Relying on only one person to write-up poses reliability issues because of bias. There are however groupware web applications that allow more than one user to contribute to content [4].

Many industrial managers and experts can spend a significant amount of time and money traveling to and attending F2F meetings so therefore it would make sense to try and get the best value out of that associated content. Formal standard processes in industry such as the Performance Development Review (PDR) for people to reflect on and set personal learning and achievement objectives and the Product Lifecycle Management (PLM) process are designed to link the actions and decisions people make to the success of product development and the profitability of the company. PLM is a systematic method whereby only products that have met the prearranged project criteria may progress with appropriate funding. This is discussed and decided at F2F review meetings. The PDR process is where the people in the company are motivated to achieve set goals, which is also normally the subject of a F2F meeting.

Automating the capture and indexing of F2F meetings for search and retrieval to make organisational decision making more transparent could reduce the associated costs. It may also provide an internal feedback mechanism to be used with a continuous improvement cycle so that performance results could be monitored against change interventions decided at those meetings.
II. STATE-OF-THE-ART

There has been a lot of research in the area of human computer interaction. A fusion of multiple wearable physical measurement sensors has featured in the literature whereby a person can log their daily activity into life-log media format [5, 6] which can then be retrieved and viewed through a computer browser or head mounted display [7]. Life-logging technology captures single person experience effectively. However, the thoughts and behaviour of many working towards a common goal may be more powerful. Logging the life of a F2F meeting room where many people share stories and make decisions could provide a greater volume of valuable knowledge than just following one person.

F2F meetings have had the attention of many past researchers over the years. The focus of published work has been on how to find the right people to attend the meeting [8], how to resolve issues raised in the meeting [9, 10] and the quantification of the audio signal contribution from each meeting participant displayed in graphical display on screen [11-14]. Isolating individual speakers in a group meeting in real-time has been achieved by either giving each participant an individual microphone to achieve a separate audio channel input [11, 13, 14] or forcing a participant to sit in a particular seat so that sounds can be selectively filtered coming from specific directions [12]. Contribution quantity does not always mean quality. Therefore an interest also needs to be paid to what people say and not just how often they exude sound waves.

Transcription or captions are useful for both human users to read quickly through text to find interesting parts and also for machine search engines. Captioning audiovisual data can be achieved by using phonetic keyboards and may provide a live as well as archived transcription of what is said when people speak in meetings. According to Wald citing his own previous work, trained stenographers can accurately cope with people talking at up to 240 words per minute. Whereas, the automatic verbatim captions created directly from the voice of a speaker using automatic machine technology has a much higher word error rate, sometimes in excess of 50%. Editing software therefore has been developed so that human intervention can edit the output caption errors and add in speaker name identification details [15]. Another approach to speech transcription has been presented. The semi-automatic tool finds a speech segment in the audio stream, segments the speech into small utterances, allows the user to listen to the speech segment and then type the transcription for the speech segment [16]. The researchers state that this method is up to six times faster than manual transcription or captioning tools. Utterances have also recently been made available online to leverage the lower man-hour rate expectations of some internet users. At this time it is an unsecured method but it does reduce the cost of professional transcription. Web-users are willing to be paid for as little as $0.01 per five second utterance transcribed [17].

Metadata tags also for search optimisation have been stored in an extensible markup language (XML) file to contain timestamps of when a participant types a document during a meeting [18, 19]. Attempts have been made to automatically identify where decisions are made during a meeting [20]. Features of the corpus such as the role of the speaker, prosody (pauses, energy, pitch, intonation) of speech, the lexical vocabulary being used and the distance in words from the end of a topic segment were suggested by the investigators to improve the automated results but at this time it still needs further development. Likewise automated argument diagramming has been attempted. The researchers found that prosodic information including a 200ms gap between a given utterance and the following and preceding utterance, which was tagged as a question, is very helpful in distinguishing from issues raised through questions as opposed to a backchannel (a short utterance from a listener that the speaker can continue to speak out of turn) [20]. These were similar results to an earlier study using a different tagging standard [20]. Further mention should be made of the CALO project, which “provides for distributed meeting capture, annotation, automatic transcription and semantic analysis of multi-party meetings”. The functionality of the CALO-MA architecture includes “real time and offline speech transcription, dialogue act segmentation and tagging” [21].

There has also been published work that has focused on the design and evaluation of user interface browsers and meeting mapping tools so that the meeting multimedia content can be viewed on a visual display unit. Buckingham Shum et al. have presented and replayed meeting content through a computer generated graphical map similar to a decision tree [22]. This type of approach has also been used for capturing design rationale in aerospace using visual symbols to represent items discussed like issue status, answers to questions and arguments [23, 24]. Another type of browser, developed by Jaimes et al. [25] was later evaluated in a study by Whittaker et al. [3]. The investigators found that despite good efforts, viewers using the browser misinterpreted the data unless they reviewed the meeting in its entirety to give context to the content. This particular browser failed user acceptance. Participants in the study wanted to focus only on the important parts of the meeting. They also wanted the browser to facilitate the easy navigation to summaries, agenda items, decisions and actions of the meeting.

III. ESTABLISHING A NEED

A Dynamic Knowledge Management framework has lead to a methodology being used in BAE Systems to uncover references to product development knowledge from analysis of F2F meetings [26]. This paper explains how the concepts used in that study can be further developed into a prototype F2F meeting capture and indexing process.

BAE Systems is a business that has a mission to deliver sustainable growth in shareholder value. There are thirteen phases that product development projects in BAE Systems may go through during the Product Lifecycle Management (PLM) process. Ongoing face-to-face (F2F) meetings required include bid status, contract, phase and design review meetings. There are
also specific technical bid reviews and requests for bid approval that can map onto the generic model. Although reviews look back to establish lessons learned and project maturity to provide a firm foundation for the review, their primary focus is to look ahead to the future targets for the project and to ensure that appropriate plans, processes and resources are in place to meet customer commitments.

Technology to support people learning and making sense of face-to-face (F2F) meetings would be of use to those who wish to enhance organisational hearing, sight and memory performance. It could assist people who do not currently have the knowledge or authority to act on what was discussed and so have to share and reflect on the F2F meeting content after the event - for example, checking with others before a decision is made and taking action.

The number of people that are effective in a F2F meeting depends on the complexity of the situation [2]. Generally in a complex product development environment, F2F meetings tend to be in smaller groups with less than a dozen people in attendance, with the meeting lasting an hour or longer. The meetings occur in comfortable indoor office rooms with people mostly in a seated position around a table with access to a computer, whiteboard and projector [27]. When more than twelve people are in a meeting then collaboration and interactions becomes more difficult and the meeting is more like a presentation with an audience rather than a group meeting. Therefore the need exists for a prototype F2F meeting capture and indexing process, which can easily capture the actual conversation and activity of up to twelve people having an unstructured (or semi-structured) conversation in a meeting room. Not all meetings take place in the same room so there is a need for the video and audio capture technology to be compact and portable.

Human decision makers can impact on society in a multitude of ways. Ontological concepts such as war, religion, science, technology and money are all constructs of human thought and decision making. These concepts have been formed and shaped with many F2F meetings over millennia. There is a need for an accurate record of what is said so that the outcome resulting from the actions checked in the F2F situation can be reflected on and reviewed. There is also therefore a need for a prototype to be able to track and monitor changes in performance following the actions of people after the meeting.

Since the interpretation of data from just one source can be biased or contain error there is a need to allow people to continuously improve the quality of the meeting content post publication.

IV. PROOF-OF-CONCEPT

The prototype face-to-face (F2F) meeting capture and indexing process, which is part of the Dynamic Knowledge Management framework, is described in use with the continuous improvement Plan-Do-Check-Act (PDCA) cycle as a proof-of-concept (Figure 1).

After planning (P) to make a change based on the previous organisational results, the next step is to do (D) something to try and make an improvement. The outcome of these investigations would then be brought to a meeting pre-arranged through the organisations groupware technology. For example this could be Microsoft® SharePoint (Microsoft Corporation, Reading UK) which is popular with many large organisations. SharePoint uses the same Active Directory (AD) address book as email and instant messaging (IM) so it is possible to tag the content held in the infrastructure directly to the users that have uploaded (and downloaded). AD provides a proven method to apply security restriction to users or groups of users within the infrastructure. Different people in the F2F meeting with different viewpoints asked and answered questions; deliberated options of choice to make decisions; raised issues and reported on issue status.
Video segments were professionally transcribed by confidential (signed non-disclosure agreements) typists at a rate of £1.40 per minute with a 24 hour lag time from being uploaded through a secure server. The F2F meeting video and audio content in the .fv4 file was then linked to the captions with time codes compiled in XML format with Flash® AS3 code presented as a .swf movie (Figure 2).

When published to a webpage in MS SharePoint there was an opportunity for the whole organisation (not just those that attended) to check (C) the original plan. Trade-offs could be evaluated or eliminated by experts who may not have been able to attend the meeting in person, but were able to review the corpus in a “Document Library” such as in the MS SharePoint screenshot below and make comments on the “Discussion Board” (Figure 3).

If there is no need to check (C) and there has been authority granted at the F2F meeting to progress and act (A) on the proposed change shown above as a “Project Task” (Figure 3) then there should be some visible performance outcome improvements in the future. These would be either an improvement in the profitability of the products and/or the people who had learnt something on reflection during the PDCA cycle. The profitability of the products is currently measured as part of the product lifecycle management (PLM) process and the employee learning as part of the performance development review (PDR) process. It is important that these are interoperable so that further continuous improvements can be planned on reflection and there is no electronic double handling and waste.

V. FURTHER WORK

More work should be done to make the captioning of the F2F meeting content automatic or semi automatic. Perhaps the editing of the XML document containing meta-data that informs the captions and keywords of the video and for search could be made available direct to web users. The presentation of the content in the groupware webpage may also be developed so that there is easier navigation to the page with the video segments. It would also be useful to have the variables that influence the profitability of the products to be displayed on the page so that changes can be tracked against business performance. This added functionality would require further interoperability with the current financial business tools used at BAE Systems, but would allow for changes to be effectively tracked against business performance.
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