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Digitalization: The new 
extraterritorial challenge to 
extraterritorial obligations

Nicoletta Dentico, Mohammed El Said and Giacomo Capuzzo

Governments have certainly not regulated the tech industry as if human rights were at 
stake, and the technology sector remains virtually a human rights-free zone.

Philip Alston, UN Rapporteur on extreme poverty and human rights

The good, the bad, and the ugly of the digital revolution

More than ever, digitalization is all around us. For years, carried away by the fascination with 
digital gadgets and technologies, we have been allured to blindly enter a world of sophisticated 
machines without taking into consideration where this journey would take us and how it would 
revolutionize our existence – to the extent of taking over our human ability to control life. 
In such unaware mood, we have ceded much of our decision-making power to sophisticated 
invisible digital systems that have penetrated our daily lives. Only in recent months, since the 
outburst of COVID-19 has halted our ordinary lives, have we been able to get a better sense of 
the reality of transformation we have been in for some time. The internet has eased lockdown 
life for millions, digitalization and the web have been the critical unifying forces enabling work 
from home, school through online classrooms, social activities and mutual support and solidarity 
at a healthy distance. Policymakers have managed the unprecedented situation, and their inter-
national negotiations, through virtual meetings.

What do we mean with the term digitalization? Digitalization is a concept that lacks a single 
clear definition (IGI Global 2018), and is fraught with ambiguity. Brennen and Kreiss define it 
as ‘the way in which many domains of social life are restructured around digital communication 
and media infrastructures’ (Brennen and Kreiss 2016, p. 3). The Gartner Glossary focuses on 
business models rather than social interactions and describes digitalization as ‘the use of digital 
technologies to change a business model and provide new revenue and value-producing oppor-
tunities; it is the process of moving to a digital business’ (Gartner Glossary). We propose a third 
definition: ‘the ongoing adoption of digital technologies across all possible societal and human 
activities’ (IGI Global 2018).

For good or bad, the new coronavirus pandemic has accelerated and will further accelerate 
the shift towards digitalization globally. This historic jump reanimates the dilemma between law 
and technology, and risks creating itself significant human rights challenges. Governments have 
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to keep up with technology to play the role they must, with any industry. But as often the case, 
national and international laws lag behind technological developments, intellectual property 
being a recent example: after 20 years of negotiation, in 1995 the Trade Related Aspects of 
Intellectual Property Rights (TRIPS) Agreement at the World Trade Organization (WTO) was 
born deficient as it did not address the rise of the internet. State regulators are now struggling 
with insurmountable obstacles in dealing with apps that are reshaping the world at incredible 
speed, with rampant extraterritorial dynamics. Platforms like Google Alphabet, Facebook, or 
TikTok operate outside the jurisdiction of most countries, while the few regulatory frameworks 
in place lack the agility to accommodate the increasing pace of digital development. Moreover, 
digitalization deeply challenges the way governments regulate as it can easily bail out enforce-
ments, transcend administrative boundaries domestically and internationally (OECD 2019), 
hence exposing less powerful countries to a digital wild west. While it spurs new regulatory 
needs, digitalization cannot be dealt with using old rules.

States have obligations to limit any potential unintended negative consequences, but the 
reality is that digital tools are already being used to crack down on civil and political rights. 
According to accredited analysts, automation, robotics, drones, and remote sensing will bear the 
undesirable consequences of a high-tech dystopia providing cover for those ready to implement 
a raft of oppressive social practices associated with the tech industry (Klein 2020). In many 
countries, systems of social protection and assistance are increasingly driven by digital data and 
technologies used to automate, predict, identify, surveil, detect, target, and punish (Burgess 2020). 
The process is neutrally denominated ‘digital transformation’, but the inoffensive term should 
not be allowed to conceal the revolutionary legal and political connotations of such innovation, 
leading to the expansion of a new form of governance, with extraterritorial implications. At the 
dawn of the Fourth Industrial Revolution electronic voting, technology-driven surveillance 
including through facial recognition programs, algorithm-based predictive policing, the digi-
talization of justice (Marr 2020) and immigration systems (Blix 2017), online submission of tax 
returns and payments (OECD 2018), and many other forms of electronic interactions between 
citizens and different levels of government have become an irresistible attraction. With the ava-
tar of the internet of things, the embrace of digital welfare is pursued in the name of efficiency 
and with a reduction of public spending (Marsh 2019), but UN Rapporteur Philip Alston 
alerts that it risks ‘becoming a Trojan Horses for neoliberal hostility towards social protection 
and regulation […] and a complete reversal of the traditional notion that the state should be 
accountable to the individual’ (Alston 2019b). The policy bias proclaims the benign intention 
of an interconnected open society that promotes responsibility and fosters individual autonomy, 
but through the processing of immense quantities of digital data, it relies on automated predic-
tions/decision-making, gradually distancing and de facto removing the human factor. As Philip 
Alston points out, ‘citizens become ever more visible to their governments, but not the other 
way round’ (Alston 2019b).

States’ obligations painfully struggle with the digital acceleration being under the primary 
control of private entrepreneurs whose main interest is to operate in an environment with 
minimum legal constraints. Regulators fail to get a deeper understanding of the emerging tech-
nologies’ institutional and transboundary challenges, and their potential consequences for soci-
ety. Meanwhile tech titans generate endless profits through their platforms, as we are seeing in 
pandemic times (Mattioli 2020). They benefit from the ‘networks effects’: size begets size. In 
providing the infrastructure for the digital convergence, they don’t compete in the market. They 
are the market.

Is it too late, to ring the alarm? Difficult to tell. While possibly nothing more extraterritorial 
exists than digital technology, regulating this sector in the mismatch between its transboundary 
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nature and the regulatory fragmentation undermines the effectiveness of any action and may 
generate barriers to the spread of beneficial digital innovations. Solutions limited to domestic 
domains are not an option. Specific, extraterritorial institutional responses are urgently required. 
Even more so following the pandemic.

Unequal access to digital rights, and digital 
tools used against human rights

Almost the entire world population lives within reach of a mobile network; still, a gross digital 
divide still holds back roughly half of the planet (ITU 2020). A huge digital rights gap marks the 
line between those who have internet access and those who don’t. The three-decades-long drive 
to connect the planet was relatively easy in the high-income countries, where financial avail-
ability, good education, and dense urban centres smoothened the way to connectivity. Getting 
the rest of the nations online will be far more difficult1, despite apparent political attention and 
the Sustainable Development Goal (SDG) 9 which aims to ‘significantly increase access to ICT 
and strive to provide universal and affordable access to the internet in least developed countries 
by 2020’ (SDG, target 9c)2.

In fact, the pace of growth of internet across the globe has slowed down significantly since 
2015: from 19% in 2007 to less than 6% in 2017 (Sample 2018); the digital revolution will con-
tinue to be a hard option for the most marginalized people. Digital disparity hits Africa, where 
only 1/4 people can access the web3, the hardest. Investments by operators have either stalled 
or declined in recent years, and the level of costs for internet access remains a key driver of 
the digital inequality. The UN Target for affordable internet is 2% of monthly income for one 
gigabyte of data – the threshold deemed to permit basic internet access. Only the richest 20% of 
South Africans can actually afford this. For the poorest 60% of the people in South Africa, such 
basic access costs between 6% and 21% of their monthly earnings. In Mozambique, one of the 
poorest nations, practically nobody can afford the internet (A4AI 2014). Universal access will 
not be realistic before 2050 or later (Sample 2019).

Literacy is the other stumbling block, and another reasons of women’s exclusion. Men 
are 21% more likely to have online access, and 52% in the lowest income countries (Igle-
sias, Web Foundation 2020). The digital gender gap continues to grow, particularly in Arab 
States, Asia and the Pacific, and Africa (ITU 2020, p.4). Against this asymmetry, digitali-
zation has engineered new forms of violence against women and fueled new abuses of 
women’s bodies. Web violence against women has taken up a disproportionate level of 
pathology, with new pandemic forms: from cyber-stalking to revenge porn, from dox-
ing to sexting. The international human rights law provides standards to govern state and 
company approaches to online expression (A/HRC/38/35), yet the pervasiveness of the 
phenomenon in the digital environment actually hinders the process of advancing its con-
ceptual and juridical definition, as illustrated by the European Commission work on hate 
speech online4. The intersection of online hate speech, freedom of expression, and inequal-
ity should provide space for governments’ human rights legislation but, as UN Rapporteur 
David Kaye remarks:

New laws that impose liability on companies are failing basic standards, increasing the 
power of those same private actors over public norms, and risk undermining free expres-
sion and public accountability. Companies likewise are not taking seriously their respon-
sibilities to respect human rights. It is on their platforms where hateful content spreads, 
spurred on by a business model and algorithmic tools that value attention and virality. 
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They have massive impact on human rights and yet all fail to articulate policies rooted in 
human rights law, as the UN Guiding Principles on Business and Human Rights call upon 
them to do.

(Kaye 2019)

In 2020, COVID-19 has exposed the digital divide like never before. Among the many inequali-
ties revealed by the pandemic, this manifestation is one of the starkest and most surprising. It 
stretches well inside the wealthiest nations, where access to internet infrastructures is definitely 
lower than we might have assumed before COVID. In the US, roughly 12 million children are 
estimated to live in homes without broadband connectivity (US Congress 2017). In the UK, 
60,000 children have no internet at home (UK Children’s Commissioner 2020) and many more 
were prevented from online learning with schools closed (Montacute 2020). Ultimately, while 
we all inhabit this brave new world of digital data, not everybody experiences it in the same way. 
Lack of access and tools is one side of the coin. Not the only one.

As more services are moving online, the divide is growing because digitalization has 
increasingly been used, like previous technological innovations, with the purpose of smoth-
ering economic and social rights, through profiling and containing marginalized groups. 
In the absence of national or international legal instruments to discipline the operations of 
digital tools – particularly algorithms – within the decision-making processes of private and 
public actors, and the potential discriminatory effects resulting from such use5, the riveting 
sequence of precarious lives vulnerated by bad data, software errors, and unfit bureaucrats in 
Virginia Eubanks’ powerful book is but the display of the hideous outcome (Eubanks 2018). 
Addressing the sources of discrimination and remedying the corresponding deficiencies 
in the law is not only technically difficult, but challenging also from a legal and political 
perspective. Yet, the skyrocketing precariousness for millions of people after the 2008 global 
financial crisis has been chaperoned by an equally swift increase of sophisticated data-based 
technologies like predictive algorithms, automated eligibility systems, risk models in public 
administration services that are being rationalized in the name of efficient social protection, 
so as to better help those who are really in need. The uptake of these technologies is rampant at 
a time when social schemes that serve the impoverished working class and other segments 
of society are as unpopular as they have ever been (Buchanan 2019), not by coincidence. 
In terms of litigation outcomes, victories in these cases are based on claims that challenged 
the lack of notice, explanation, and ability to comment or contest the changes to public 
benefit systems. This was especially relevant for the plaintiffs, individuals with intellectual or 
developmental disabilities:

However, as systems become more widely adopted and accepted across different jurisdic-
tions and domains, and affect different demographics, these challenges may be harder to 
bring, at least on grounds that challenge lack of notice. It is also worth noting that these 
challenges and the resulting mitigation efforts are extremely resource intensive, which can 
serve as an additional barrier for advocates.

(AI Now Institute 2018, p.8)

Meanwhile, the increasing number of poor face higher levels of electronic scrutiny when they 
are processed for access to public benefit services or the healthcare system, when they walk 
highly policed neighborhoods or cross national frontiers, unknowingly entering a new digi-
tal infrastructure of poverty relief: ‘a “low rights environment” where there are few expecta-
tions of political accountability and transparency’ (Eubanks 2018, p.8). A ‘digital poorhouse that 
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hides poverty and gives society the needed ethical distance to design and implement inhumane 
policies’ (Eubanks 2018, pp. 174–200).

Artificial intelligence and the digital 
anthropomorphic metamorphosis

In his investigation on artificial intelligence, French philosopher Éric Sadin argues that we have 
definitely entered a post-digital era or, more precisely, a digital technology’s anthropomorphic 
era (Sadin 2019). We cannot grasp it yet, but given the power currently held by digital tech-
nologies it is urgent that we recognize how their features and functions entirely define a break 
from their original conceptualization. Tech anthropomorphism is peculiar: modelled on human 
cognitive capacities but enhanced to be more rapid, reliable, and efficient; fragmented, to solely 
perform specific tasks; enterprising and extreme, capable not only to interpret data, but also to 
start automatically goal-oriented actions.

We are confronted with the inexorable insurgence of an algorithmic aletheia (truth), which is 
literally in the hands of Western tech monopolies, determining the trajectory of digital research, 
and interpreting any single life moment as a beneficial opportunity for never-ending capi-
tal generation (and accumulation). Their models are ‘black boxes’ whose contents are fiercely 
guarded corporate secrets (Szymielevicz 2020). Beyond their aura of genial creative rebellion 
(Giridharadas 2019), tech titans escape tax bills alongside regulations and are accused to be 
‘BAAD – big, anti-competitive, addictive and destructive to democracy’ (The Economist 2018, 
p.11). Preaching the idea of ‘building a new global community’ (Zuckerberg 2017), they run 
their business of math-powered applications driving the data economy and the instauration of 
a new order of things based on maximum reactivity and return. An order to which all segments of 
society – individuals and their life style, workforce, public institutions, hospitals, schools, transport 
networks, companies – must adapt and respond, almost outside of any territorial jurisdiction.

The anthropomorphist orientation of algorithmic sciences is – for the first time in human 
history – trying to endow digital artefacts with the human capacity to evaluate situations and 
extract conclusions. Modelled on the human brain, computational architectures are enabled to 
improve their competence via algorithms that help them rapidly retain and stock any new ele-
ments and data, thus asserting their truth in orienting human actions. Their improved ergonomic 
features allow them to get closer to human bodies and minds (to exercise their incremental ‘pow-
ers of enunciation’: incentivizing, imperative, prescriptive, and coercive (Sadin 2019, pp. 65–92).

Their incentivizing power thrives through the deployment of ‘conversational interfaces’ and 
voice-controlled personal assistants (chatbots) that may be installed anywhere, to map our trop-
isms and interests, in unpredictable forms of daily body contacts that imperceptibly mark the slow 
shift from control to a psychological relation of surrender and addiction (Dilci 2019). Chat-
bots form the backbone of the ‘conversational commerce’ featuring the economy of attention – 
attention being the digital age’s most valuable asset (Mintzer 2020).

The imperative enunciation dominates justice digitalization, the automated management of 
people’s profiles and the credit score system used in selection processes, used for behavioral modi-
fication (AI Now Institute 2018, p.10). The prescriptive stage grows in the decision-making capac-
ity of precision medicine and in police surveillance procedures, while the coercive vocation moves 
in the military industry’s digitalization of the battlefields (ICRC 2017) and in companies’ ware-
houses, where expert systems tell human personnel which items to pick up from which shelves, 
which fastest routes to take to optimize time (reorienting their route if humans autonomously 
decide otherwise). Coercive are the irregular working schedules intentionally adopted with low-
waged workers, where algorithms treat people as cogs in a machine (O’Neil 2016, pp.123–140).
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The automated invisible hand: The challenge 
for states’ regulatory obligations

AI is the new gold rush. Governments and private companies are engaged in the global race 
to the AI podium, as the promising route for the next economic expansion. The race appears 
crowded with runners, but few are the real champions in this arena, indeed a national security 
concern with many geopolitical implications. In 2017 Vladimir Putin declared that ‘whoever 
becomes the leader in this sphere will become the ruler of the world’ (Allen 2017). The US has 
long steered public and private artificial intelligence research and development (R&D); invest-
ments by venture capitalists have skyrocketed in less than a decade, with a financial wave that has 
molded several US organizations into relatively sophisticated AI users (Loucks, Jarvis and others 
2019). But it is no longer alone. Despite lack of technological maturity, the Chinese government 
is determined to become the world’s leading AI innovator by 2030, leapfrogging global com-
petition with tens of billions of dollars investments in AI R&D (Deloitte 2019). US and China 
together account for 90% of the market capitalization value of the world’s 70 largest digital 

Artificial intelligence: definitions (Serokell 2020)

Artificial intelligence (AI) studies ways to create computers and machines capable of solving 

problems through intelligent behavior. Some researchers make a distinction between ‘narrow AI’ 

and ‘general AI’.

Narrow AI focuses on a single subset of cognitive abilities and advances in that spectrum, like 

computer systems that are better than humans at specific tasks (generating images, diagnosing 

diseases, playing chess).

General AI allows a machine to apply knowledge in different contexts, more closely mir-

roring human intelligence, by providing opportunities for autonomous learning and problem-

solving, with generalized learning capabilities. Research progress is facilitating the transition from 

narrow AI to general AI, i.e. decision-making processes without explicit instructions.

Machine learning (ML), a subset of artificial intelligence, focuses on teaching computers 

how to automatically learn and improve without being programmed for specific tasks. ML aims 

to create algorithms that learn and make predictions based on data (neural networks). By using 

these neural architectures, it can reach out to higher levels of complexities.

Deep learning (DL) has steered the most significant breakthroughs in AI recently. It is a sub-

set of machine learning that ‘learns’ from unsupervised and unstructured data processed through 

algorithms with brain-like functions, neural networks. Neural networks can develop through 

training (using different algorithms and improving them over time though incorporating new 

data sources) and inference (when a machine can identify which data sources are needed to 

make predictions).

The paradigm shift is supported by a robust rhetorical structure, blindly unchallenged. A 

new sophisticated lexicon has been crafted (Malabou 2017) to borrow the jargon from cogni-

tive sciences, linked to the increasing ergonomic qualities of the products, towards a techno-

ideology which allows the mix between cerebral processes and socio-economic logics. We need 

to re-conceptualize international legal protection in this field: human enhancement through such 

technologies is the primary human rights challenge of our time.
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platforms (UNCTAD 2019); preoccupation is mounting about this concentration morphing 
into a duopolistic race between two digital superpowers6, where countries may one day have to 
choose sides, with potentially significant geopolitical implications. The European Commission’s 
concern is about the leadership of the European digital economy, as expressed in its thriving 
sequence of initiatives in this field (Hilty 2018): Germany aims to accelerate the AI develop-
ment and adoption with a holistic strategy, focused also on the need for a responsible use of the 
technology and its impact on the German workforce (Loucks, Jarvis and others, Deloitte 2019). 
France’s ‘AI for Humanity’ reflects plans to transform the country into a global AI hub (Loucks, 
Jarvis and others, Deloitte 2019). The UK is exuberantly betting on the future of AI, like Israel, 
Japan, and South Korea. Saudi Arabia has created a ministry on artificial intelligence. In the 
promises of the Fourth Industrial Revolution, AI is the new golden calf, but there is hardly any 
Moses willing to grind the idol into the powder of its complexity.

Rather, the opposite. In 2017, the 73rd session of the UN General Assembly invited robot 
Sophia7 to address governments about ‘the future of everything’, making it the first humanoid 
celebrity in history8. After Sophia’s interaction with member states at the UN, Saudi Arabia 
granted citizenship to the genderless robot (Walsh 2017), while still depriving human women of 
their basic rights and criminalizing LGBTIQ. In this state of euphoric confusion, the UN Sec-
retary General decided to create a high-level panel on digital cooperation in 2018, appointing 
tech tycoon Jack Ma and Melinda Gates as co-chairs (UN Digital Cooperation 2018).

The lack of global governance mechanisms for the use of digital technologies – including 
in the public domain – and their commercialization remains one of the toughest issues (Daño 
and Prato 2019). Big tech companies of course work hard to increase their footprint in the 
digital space and keep the scenario that way, based on the assumption that the ability to innovate 
demands freedom. The Facebook founder’s early call for the tech industry to ‘move fast and 
break things’ epitomizes the relevance attached to removing legal and governmental constraints. 
As mentioned earlier, the traditional notion of liability is at stake, including the attribution of 
responsibility for harm caused to end users, particularly when dealing with the transversal chal-
lenges raised by digitalization. Ownership of the knowledge created by AI affiliated technologies 
is also a major threat. Gathering patients’ details and commercializing them in the health indus-
try, for example, has very controversial legal implications, since the medical knowledge owned 
by public institutions should be treated as a public good and used as such. Another uncomfort-
able question is how current legal regimes are to deal with machines as creators of knowledge. The 
intellectual property (IP) regime grants protection to a known inventor: how will the patent be 
managed if the machine is the inventor of a new antibiotic, for instance? In the fragmentation of 
regulatory jurisdictions, who will enforce these rights and how, across borders?

The international initiatives recently undertaken to provide principles and guidelines9, espe-
cially in using artificial intelligence, reveal the mounting sense of alert but do not yet really 
attack the regulatory roots of the problem. The European Union has embarked in the process of 
constructing a complex set of regulations for establishing and supporting a digital single market 
(DSM)10 among the most crucial structural policies currently in train (European Commission 
2020), with the primary intent of recalibrating the current legal frameworks. A case in point is 
the General Data Protection Regulation (GDPR) (European Union 2016), to confer all EU 
residents more control over their data. However, how will GDPR interact with AI and machines 
obtaining, processing, and producing data? Centralization, the backbone of the digital economy’s 
regulation in Russia, does not seem quite compatible with the requirements of a digital scenario 
(Shatkovsskaya, Epifanova et al. 2018). Determining appropriate policy approaches is inherently 
difficult, the dynamic pace of technological change proceeds faster than legislative solutions 
and the key resources of the digital economy – intelligence and data – are invisible to current 
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regulatory texts. Piecemeal regulatory efforts, like huge fines or sanctions, have failed to make 
any significant dent; ‘the problem here may be that the regulators are trying industrial era rem-
edies on digital age problems. Digital economy paradigm must be understood in its significant 
discontinuities with the industrial age. Regulation of digital economy needs to focus on the 
central role of data and data-derived intelligence’ (Jeet Singh 2020, pp. 20–21). It has been 
highlighted that the outbreak of the new coronavirus reveals a digital governance emergency of 
international concern (McDonald 2020a), in a ‘technological wild west’ that deepens inequali-
ties (Saez and Zucman 2019) and allows a bare handful of powerful CEOs to determine the 
disquieting sense of direction societies will take (Zuboff 2019). This emergency affects low- and 
middle-income countries (LMICs) disproportionately. Meanwhile, the debate on the human 
rights obligations of domestic states, foreign states, and transnational corporations, on who are 
the new duty bearers and the right holders, is painstakingly developing in official diplomatic fora; but 
attention to the legal uncertainty enveloping digital transformation remains limited11.

The Hippocratic Oath reloaded

Digital technologies have been hailed in recent years as the most promising solution to tackle 
health challenges and help address healthcare inequalities, and they have gained, if possible, new 
impetus with COVID-19, in the public health response to the pandemic worldwide. Digital 
epidemiological surveillance, online data sourcing for early detection, contact tracing, rapid case 
identifications, and data-visualization tools for decision support are being extensively harnessed 
and combined12, leveraging a significant breadth of innovation and investments. While technolo-
gies are obviously crucial to the disaster response, the digital hype against COVID-19 should 
not obfuscate the fact that technologists’ blind spots and biases have already generated poisonous 
systems (Chesney and Citron 2018); the science community must ask itself a few fundamental 
questions to avoid that the tech rush may add to the chaos and ultimately injure the fight against 
the new coronavirus (Kalluri, Gillespie et al. 2020). The riddle goes beyond COVID: ‘the 
way that we enable, administer and check the exceptional surveillance and social powers that 
each government exerts to contain COVID-19, especially as implemented through technology 
systems, will frame an important part of the future of state power in a world with increasing 
emergencies’ (McDonald 2020b).

The future of public health is bound to become digital, in a swirling kaleidoscope of progress, 
expectations, limitations, and dilemmas (Budd et al. 2020): computational systems are quickly 
becoming the new frontier in healthcare, creeping out of their labs and making their way into 
supporting real people take real medical decisions. Despite their reputation for impartiality, they 
hammer complexity into simplicity and they always reflect goals and ideology: hence, their 
unflinching verdicts need serious scrutiny. At the Winterlight Labs, a Toronto-based startup that 
uses speech technology to assess cognitive health (for diseases like Alzheimer, Parkinson, and 
multiple sclerosis) language was the built-in bias – it only worked for English speakers of a par-
ticular Canadian dialect, leaving everyone else behind (Narayan 2019). A striking racial bias was 
identified in an algorithm used across America by hospitals and insurance companies to predict 
which patients were most likely to need follow-up care (Obermeyer, Powers et al. 2019). Hos-
pitals and health systems are increasingly being structured on the premise that these systems are 
the future, gathering ‘a bunch of data on previous patients, and use it to predict what will happen 
when a new patient steps in the door’ (Gershgorn 2018). The clinical validity of this approach 
remains theoretical. From a human rights perspective, it means that the most vulnerable and 
powerless in society are subject to demands and forms of intrusiveness without accountability 
(Hawi, Samaha, Griffiths 2019) (Kickbush 2020).
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Since the ‘90s, the progressive introduction of digital instruments and recording for medical 
exams has transformed medicine into a data generating practice, a trend that has formidably 
enhanced precision medicine (PM) and its armamentarium. PM methods seek treatments or 
prevention measures that are specifically tailored to an individual’s disease process and symptoms 
and has received multibillion dollars in the last decade, to the detriment of key potential invest-
ments in population-based preventive programs that consider the behavioral, environmental, or 
social determinants of health (Ramaswami, Bayer, and Galea 2018). The first human genome 
sequenced in 2001 has stimulated the development of DNA-sequencing methods that have 
contributed to massive data availability and to a revolution in medical work and drug discov-
ery, catering to the needs of high-income countries, where most research is conducted. The 
co-optation of medical and biological abilities as data hounds has been accepted by healthcare 
providers as an inevitable evolution, and the cheerleading medical literature has flourished to 
announce the provision of new instruments to better promote diagnosis, treatment, rehabilita-
tion, and recovery. While there is no way to deny the real life improvement of this booming 
phenomenon, it is necessary to dig into some of its downsides for the right to health. The hyper-
individualization of medicine supported by digital tools has further skewed health towards phar-
maceutical approaches and forged a culture of personalized outcome improvements that are 
used by the private sector, especially the insurance industry, leaving behind key concerns for 
population health and the industry regulations required to this end. High costs are associated 
with digital health innovation, be it for individual users or societies; while commercial actors 
always reap heavy rewards, the solutions are not necessarily cost-effective for public authori-
ties. Moreover, very few of the health apps comply with regulatory processes or have had their 
effectiveness formally assessed (Duggal, Briddle, and Bagenal 2018).

From a human rights’ angle, digital devices have exacerbated existing power relations repli-
cating and even reinforcing inequalities in very different ways, depending on their context of 
implementation (Al Dahdah 2019, pp.101–119; Al Dahdah 2020, pp. 39–69). In some countries, 
health data are used to structure public welfare programs and establish social credit scores; in 
others, they serve to sell goods and market services based on ‘the starting assumption that the 
individual is not a rights-holder but rather an applicant’ who must satisfy eligibility criteria 
(Alston, A/74/48037 2019, p. 14). For example, employers engaged in the constant quest for 
lowering costs have new tactics to fight growing insurance premiums – in the US these are 
encouraged by the Affordable Care Act (Obamacare) (Cawley 2014, pp. 810–820) – which 
involve greater workers’ surveillance. The good justifications for the so called ‘wellness pro-
grams’ aimed to incentivize health conceal new forms of intrusion and coercion for the worker, 
who must follow a host of health behavioral dictates. Those who cannot reach the company’s 
targets are compelled to pay extra contributions (fines?) to their insurance company, or likely 
undergo humiliating practices triggered by a mysterious proprietary algorithm (O’Neil 2016, 
pp. 173–178).

More disquieting challenges are looming. With new technologies such as synthetic biology 
and gene editing techniques, researchers are starting to court the idea of making better perform-
ing humans. A new technological myth of the superhuman is cherished (Warwick 2020). By 
using preferred gene variants preserved in computer databases and by unlocking genetic codes, 
it is possible to overcome the current biological boundaries of human performance and identify 
traits like disease resistance, powerful muscle, intelligence, that can be associated with real-life 
superheroes. As if the spark of life were migrating out of the human body and into the lab, it 
may soon be possible through selection and editing of genetic variants to intervene on living 
organisms and on the human body to produce genetic sequences that provide human embryos 
with the traits of the outliers, or create babies immune from diseases (Metzl 2019). How the 
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traditional paradigm of human rights obligations may help prevent or mitigate such future dys-
topic scenarios is to be seen (Metzl 2020).

Conclusions: Towards a ‘Digital New Deal’?

It seems that we are confronted with systemic threats from all angles in this 21st century. Like 
climate change, digital technologies present unprecedented human rights dilemmas. Digitali-
zation was supposed to be an equalizer of access, opportunities and resources, the condition 
for enhanced community-making and democracy-building. Instead, it prosecutes exacerbating 
extractive and exclusionary social outcomes and consolidating the totalizing pattern of neo-
liberal economic globalization, in the absence of international normative cooperation. There 
should be no excuses for further lethargy: data and digital systems are not going away, with 
considerable cross border effects.

COVID-19 has highlighted the state’s pivotal function and the public notion of economic 
interest. The shaping of institutional frameworks and governance processes of data and digital 
systems will mark the battle ground between the hegemony of the few and the democratic future 
of the many. It is possible to move towards a ‘Digital New Deal’ akin to Roosevelt’s Keynesian 
revolution (Just Net Coalition and IT for Chance 2021), whereby the state regulatory capacities 
are strengthened, to tackle the opacity of tech companies’ business operations and to tighten 
the privacy rules of already vulnerable individuals, particularly because during the pandemic 
public health has been used to justify a rollback of existing legislations. Supranational entities 
might consider leveraging access to the markets of their members to force tech companies into 
compliance with such regulations – a possible blueprint of this approach may be the EU Digital 
Service Act regulation. The state fiscal capacities also need to be enhanced, possibly with the 
introduction of a 25% global minimum effective corporate tax rate on all profits earned by tech 
multinationals, as proposed by the Independent Commission for the Reform of International 
Corporate Taxation (Ocampo 2020). Finally, time has come for an intergovernmental negotia-
tion on a new treaty – a Convention for Data and Cyberspace – which should contain explicit 
principles for extending well-established offline legal obligations to the online world (Hill 2021).

We need to engage and direct the purpose of data-based intelligence towards the ideal of 
digital public goods, if we are to reaffirm the chant of human intelligence, its diversity and diver-
gence. Ultimately, the reasons of human rights law.

Notes

	 1.	 At the end of 2019, 67% of the global population had subscribed to mobile devices, of which 65% 
were smartphones— with the fastest growth in Sub-Saharan Africa (GSMA, The mobile economy 2020, 
https://www.gsma.com/mobileeconomy/). In 2019, 204 billion apps were downloaded, with impres-
sive growth in China (https://techcrunch.com/2020/01/15/app-stores-saw-record-204-billion-app-
downloads-in-2019-consumer-spend-of-120-billion/), and as of January 2020, 3.8 billion people 
actively used social media (Simon Kemp, Digital 2020: Global Digital Overview, in Data Reportal, 
30 January 2020, https://datareportal.com/reports/digital-2020-global-digital-overview/). But these 
numbers should not lead to hastily optimistic conclusions.

	 2.	 United Nations Development Programme (UNDP), Sustainable Development Goal 9: Industrial 
Innovation and Infrastructure, https://www.undp.org/content/undp/en/home/sustainable-develop-
ment-goals/goal-9-industry-innovation-and-infrastructure.html, accessed 14 August 2020.

	 3.	 In developed countries, most people are online, with close to 87% of individuals using the internet. 
This number drops to a meagre 19% in the least developed countries (LDCs); see https://www.itu.
int/en/ITU-D/Statistics/Documents/facts/FactsFigures2019.pdf.
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	 4.	 Women were absent as a hate-specific target group in the taxonomy of the research conducted by the 
European Commission, in compliance with the Code of Conduct on Countering Illegal Hate Speech 
Online released in May 2016.

	 5.	 Several studies exist in relation to the potential discriminations associated to the use of artificial intel-
ligence and particularly algorithms. Among the many, we highlight Hard M. (2014), ‘How big data is 
unfair. Understanding unintended sources of unfairness in data driven decision making’, Medium, 26th 
September 2014, https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de; Barocas S. and 
Selbst A. (2016), ‘Big Data’s Disparate Impact’, California Law Review, 104:671, 2016, http://dx.doi.
org/10.2139/ssrn.2477899; Jon Kleinberg J., Ludwig J. et al. (2018), ‘Discrimination in the age of algo-
rithms’, Journal of Legal Analysis, Volume 10, 2018, pp. 113:174, https://academic.oup.com/jla/article/
doi/10.1093/jla/laz001/5476086, accessed 29th December 2020.

	 6.	 In her first speech as Managing Director of the International Monetary Fund, Kristalina Georgieva 
alluded to a “digital Berlin Wall” the forces countries to choose between either technology systems. 
https://www.imf.org/en/News/Articles/2019/10/03/sp100819-AMs2019-Curtain-Raiser.

	 7.	 Sophia is a social humanoid robot developed by Hanson Robotics, based in Hong Kong. It was 
first activated on 14th February 2016, and made its debut in mid-March 2016, in Austin, Texas. 
Sophia robot is capable to display over 50 facial expressions, https://en.wikipedia.org/wiki/Sophia 
(robot).

	 8.	 https://www.youtube.com/watch?v=BqB4ZOdNY7s
	 9.	 See the Asilomar Principles initiative (2017), to the OECD Council Recommendations on Artificial 

Intelligence (2019), to the Human-Centred AI Principles by the G20 (2019).
	10.	 The DSM directive is merely regulating the status quo created by the unrestrained actions of big 

corporations such as Google, curbing the rights and protections of authors of online contents and 
smaller operator. See on this, Bridy A. (2020), “The Price of Closing the “Value Gap”: How the Music 
Industry Hacked EU Copyright Reform”, in 324 Vand. Journal of Entertainment. & Technology Law, Vol. 
22, pp. 323-358.

	11.	 See the diplomatic process around a Binding Treaty on transnational corporations’ business activities 
and human rights at the UN Human Rights Council (UNHRC) https://www.ohchr.org/en/hrbod-
ies/hrc/wgtranscorp/pages/igwgontnc.aspx.

	12.	 https://www.nature.com/articles/s41591-020-1011-4/figures/1
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