Ultraviolet and EUYV studies of selected

structures in the solar corona

Susanna Parenti

A thesis submitted in partial fulfilment
of the requirements for the degree of
Doctor of Philosophy.

Centre for Astrophysics
Department of Physics, Astronomy and Mathematics
University of Central Lancashire

June 2001



“It is so small a thing

To have enjoyed the sun,

To have lived light in the spring,

To have loved, to have thought, to have done.’

H

Matthew Arnold, Empedocles on Etna (1852)



Abstract

New UV and EUV observations of off-limb and upper solar corona made by the Ul-
traViolet Coronagraph Spectrometer (UVCS) and the Coronal Diagnostic Spectrometer
(CDS) on SOHO (Solar and Heliospheric Observatory) are presented in this thesis. These
data were used to establish the physical properties, such as temperature, density and
element abundances, of different structures of the off-limb and upper corona.

For this project, the UVCS team provided UV spectra of the extended solar corona,
which included lines of primary interest for the characterization of this region and the
solar wind. CDS data consisted of NIS (Normal Incidence Spectrometer) EUV spectra
of the low corona. The data included several density-sensitive and temperature-sensitive
lines which enabled diagnostic studies to be made.

Absolute element abundances were derived from UVCS data; relative element abun-
dances were derived from CDS data. The Differential Emission Measure (DEM) technique
was used (for the first time on UVCS data) as the primary method for abundance study.
Electron temperatures along the line of sight were derived applying the line ratio and the
DEM techniques to both CDS and UVCS data. From the CDS data, electron densities
along the line of sight were derived using the line ratio technique. For the UVCS data,
the density was inferred using the O VI radiative and collisional components of the line.

One equatorial and two mid-latitude streamers were observed with the two instruments,
in the low corona and at about 1.6 Rg. Electron density and temperature profiles with
the solar distance were derived. They appeared to satisfy the hydrostatic equilibrium
condition. The equatorial streamer appeared to be cooler than the mid-latitude one.
Moreover, while the former tended to isothermal values already in the low corona, the
latter was multithermal at the base and isothermal at 1.6 Rg. The derived composition
at 1.6 Ry showed a depletion with respect to the photospheric values for almost all the
elements. The Fe/O ratio found here was consistent with values found in the solar wind.
Moreover, a depletion in element composition with increasing solar distance was also found.

While observing off-limb in the south polar coronal hole, CDS observations of a
macrospicule were obtained. For the first time the background emission was isolated from
that of the macrospicule itself, and a diagnostic study of both regions was made. The
ambient coronal hole appeared to have a density of = 2 x 10® cm™3 that was about half
the density found in the streamer base studied in this thesis. Multithermal components

were found at the coronal hole base. The macrospicule spectrum indicated chromospheric



and transition region temperatures, and fluctuations in density along the feature were reg-
istered. In particular, the data showed the presence of an outward-moving cloud of cool
material. Its time evolution and velocity were studied. The maximum (initial) outflow
velocity was about 80 km s~!, consistent with the outflow velocity measured in interplume
regions.

An off-limb hot loop system was observed with CDS at mid-latitude. Its top and base
were selected for diagnostic studies. Some newly observed hot lines were identified. The
loop system appeared to be composed of multi-thermal plasma. The highest temperature
registered was log T=6.4 at the top of the loop. A depletior; of element abundances which
mainly involves the plasma at the top of the loop was, found. _ .

A coronal hole bounded by a loop system was observed with CDS. Electron density
appeared up to a factor two higher in the boundary than in the coronal hole, and the loop
system appeared multi-thermal. The ambient coronal hole temperature appeared to be
enhanced by the proximity of this loop arcade. Abundances were derived in both regions,
and the coronal hole boundary showed slight depletions relative to photospheric values.

New coordinated observations with CDS and UVCS were made during one of the
SOHO-Ulysses quadratures. Preliminary results regarding temperatures and densities of

the core and boundary regions of streamers were obtained from UVCS data.
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Chapter 1

Introduction

1.1 The Solar Corona: General Characteristics

The object of study of this research program was the solar corona, the external part of
the solar atmosphere.

Decades of studies of the Sun revealed that it is a complex and dynamic system. Due
to the different characteristics encountered, the solar atmosphere is classically divided
into three regions: the photosphere, that is ‘the naked eye Sun’; the chromosphere (just
above the photosphere, coloured pink when seen during solar eclipse); and, the outer
part, the corona, just visible during the eclipse. As we travel from the Sun’s surface, the
average density decreases and the average temperature increases gradually apart from a
narrow region (the transition region) between the chromosphere and the corona, where
the temperature rises dramatically from about 10,000 K to about 2 x 10% K. It is not easy
to define the boundaries of this region in terms of altitude, because of the inhomogeneity
in density and temperature in the external part of the solar atmosphere. The limit of the
transition region is generally given in terms of temperature.

The variation of the physical parameters is evident when we look at the solar spectrum.
When the Sun is observed in the visual waveband, we see mainly the yellow light emitted
by the photosphere. In contrast, the emission from the corona is so faint (1076 times that
of the photosphere) that it is only visible during a total solar eclipse (or when an artificial
occultation is provided, as in the case of the coronograph, see later in the section), when
the solar disc is hidden and the photospheric light is blocked. Spectra of the chromosphere
and corona are instead rich in UV and EUV emission lines, most of which are formed in the
corona by atoms at a high level of ionization, indicating a temperature reaching a million
degrees or more. Furthermore, the coronal emission extends also to the X-ray waveband.

This emission is localized in some areas of the Sun (called active regions and X-ray bright



points) where the solar activity is high and produces an increase of the local temperature
and hence the formation of highly-ionized elements. A drastic increase from EUV to hard
X-ray emissions (just for a few minutes) is seen from time to time in active regions and it
is caused by short time scale events {of the order of tens of minutes) called flares.

More generally, the coronal spectrum is due to three major components (Foukal, 1990):

e the K (Kontinuierlich) corona. This is visible at optical wavelength and is formed by
scattering of photospheric light by fast moving coronal electrons. This process creates
a polarized continuous emission spectrum that dominates the optical spectrum up to
2 R, where Rpindicates the solar radius, that is, the distance from the Sun centre

to the photosphere.

o the F (Fraunhofer) corona. This visual unpolarized continuum radiation becomes
important beyond 2 Ry and is due to the scattering of photospheric light by the

interplanetary dust.

o the E (Emission) corona, is the spectrum from UV to X-ray, comprising emission

lines formed by the highly ionized ions in the actual corona.

Here we must mention the most intense line in the far ultraviolet solar spectrum:
namely the H-Lya at 1216 A. This line is produced in the chromosphere, so when it was
observed in the corona during the total eclipse of 1970 questions arose about its origin
(Gabriel, 1971). It was surprising to find such a strong line (visible as far as 1.7 Rg)
coming from neutral hydrogen in an environment of a million degrees where a very low
fraction of neutral particles is expected. The solution to this dilemimna is found in the
realization that enough neutral hydrogen is left in the corona to explain the emission as
excitation from Ly photons emitted from the underlying chromosphere. To explain this
the most efficient process was found to be resonant scattering, but it was also recognised
that a much smaller (about the order of three magnitude smaller) contribution arises
from electron scattering. This line is today one of the most powerful diagnostic tools for
studying the corona plasma. This topic will be further developed later in this thesis.

In recent years much progress has been made in coronal studies, following the launch of
new satellites such as the Solar and Heliospheric Observatory (SOHO) in 1995 (Domingo
et al., 1995) and the Transition Region and Corona Explorer (TRACE) {Handy et al.,
1999) in 1998. In particular, SOHO has the unique property of continuously observing
the Sun (details in Section 2.1). Such progress was made because the high temperature
emission from the solar corona can only be observed outside the terrestrial atmosphere.

The corona in white light, UV and EUV can be observed with SOHO, using a coronograph,



which is an instrument that produces an artificial eclipse using an occulter in front of the
solar disk.

Looking at the corona, it is evident that it is not composed of homogeneous plasma but
that it consists of various structures, with different properties, that may change in number
and/or size during the different periods of the solar activity. It is this inhomogeneity that
makes difficult the understanding of the Sun’s properties and the mechanisms that govern
it.

It has been recognized that the Sun’s activity is strictly related to the photospheric
magnetic field, monitored by looking at dark spots of intense magnetic fields, called
sunspots. Their variation in number, position on the disk (always between 0° and 30°
in latitude), and polarity of their fields, is cyclic over approximately 11 years. The period
of minimum of sunspots number is generally associated with a minimum in the solar ac-
tivity. Moreover, to this oscillation is also associated a longer periodicity of 22 years of
polarity reversal of the photospheric polar magnetic field. This field reversal occurs near
the maximum of sunspot number and is about half-cycle out of phase with the polarity
reversal of the spots. The evolution of the Sun’s structures is related to the magnetic field.

This can be strong enough to constrain the plasma in the corona. Coronal streamers are

Figure 1.1: White light image of the solar corona during the 1994 eclipse. The bright streamers extend

into the corona for several solar radii. The polar regions are filled by the darker coronal holes



one of the most evident manifestations of solar activity. Visible in white and UV light,
they appear as bright, large and long-lived structures that extend into the solar corona for
several solar radii. White light images (Fig. 1.1) show str(;,a.mers shaped like pointed hel-
mets, sometimes arch-like at the base, that taper off and elongate into the interplanetary
medium. During solar maximum activity they can be found at almost any latitude, while
during minimum they are located around the solar equator, where most of the activity is
concentrated (see also Figure 1.2). They are believed to be the source of the slow wind, a
flow of particles emitted from the Sun that reaches the Earth at a velocity of about 300
km s~

Figure 1.2 is a composite image of the solar corona with superimposed the solar wind
velocity measured at different solar latitudes by Ulysses satellite during its first solar orbit
(McComas et al., 1998) (more details on this mission will be given later in the section and
in Chapter 2). These measurements refer to a period of low solar activity. As already
mentioned, the coronal streamers, bright in the Figure 1.2, are limited to the equatorial
regions, where the plasma velocity is of the order of 300 km s~!. One of the unresolved
questions in studying the corona is the location of the source of slow wind. Part of this
research project involves study of streamers (Chapter 5). The results here obtained give
an indication of the contribution of streamers to the solar wind. More details on streamer
studies are given in Section 1.2.

The large dark areas at the poles of the Sun shown in Figure 1.2 are called coronal
holes, and delineate the less dense and active regions of the corona. They are characterized
by occupying a large region where one polarity of the magnetic field dominates (blue and
red color in Figure 1.2), and whose open field lines extend into the interplanetary medium
allowing the plasma from these regions to flow out of the Sun more easily. This plasma
is the source of the fast solar wind, that is, the wind with a velocity higher than 500

! (see Figure 1.2). During the minimum of the solar activity, like the case of the

km s~
figure, the oppositely directed magnetic field and the fast wind divide the heliosphere, on
average, into two regions with opposite polarity. These are separated by a neutral surface
called the heliospheric current sheet. Figure 1.3 shows a EUV image of the corona with
superimposed a modelled magnetic field topology by Guhathakurta et al. (1999). In the
low latitude regions, where the activity of the Sun is predominant, the magnetic field has
a closed topology, and the field lines connect regions of different polarities. The polar
regions are occupied by darker coronal holes and the magnetic field filling them has an
open topology.

The corona in an EUV image appears more structured and complex than in a white
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Figure 1.2: Polar overlay plot of solar wind speed data from Ulysses/SWOQQP, and SOHO/EIT-LASCO

Manua Loa images of the solar corona {McComas et al., 1998).
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Figure 1.3: Solar magnetic field modeled by Guhathakurta et al. (1999). The model is fitted to the
boundary of the polar coronal hole from WL and EUV observations indicated by the symbols *. Superpo-
sition of field lines on EIT image at wavelength 171 for August 18, 1996.



light image. The base of the streamers may be occupied by closed magnetic field regions,
forming systems of loops at different temperatures, which may or may not be part of active
regions, the brightest features visible in these images. Figure 1.4 fop shows an example of
an EUV image of the solar corona at 1.4 x10® K. Active regions are clearly recognizable
as the brightest regions. These are areas where the solar activity is higher. Moreover,
they are characterised by a strong magnetic flux. Figure 1.4 bottom shows a SOHO/MDI
magnetogram of the photospheric magnetic field taken a few hours before the EIT image.
The areas occupied by active regions in the EUV image are marked, on the magnetogram,
by a strong bi-polar magnetic flux (white and dark spots).

In addition to active regions, several types of small scale structures have been rec-
ognized in the quiet Sun. No more details are given here since they are not of primary
interest to this thesis.

Coronal holes, even if less active, contain features such as plumes (see Fig.1.4) and
macrospicules. These will be introduced and described later in the next Sections.

Figures 1.1, 1.5, 1.4 show respectively how the solar corona may appear: in the white
light image from ground based observation; from SOHO/LASCO (2-6 Rg, 4-30 Rg); and
from SOHO in EUV wavelengths. In Figures 1.1 and 1.5 top, the bright streamers are
easily recognizable. The first Figure was taken during the minimum of solar activity, when
the streamers were confined to the equatorial regions, while the dark poles were occupied
by coronal holes. During the following ascending phase of the solar cycle, the streamers
expand towards higher latitudes, as shown in Figure 1.5. At EUV wavelengths coronal
holes are well defined as dark patches at the poles (Figure 1.4). The brighter rays inside
it are plumes. The bright narrow polar crown that marks the boundary of the hole is also
visible at the north polar hole. The solar corona expands into the interplanetary region
as the solar wind. Information about physical parameters of the solar wind derives from
in situ measurements by rockets and satellites. The first measurements of this type were
performed in the nineteen sixties by Soviet Union rockets that measured a flux of positively
charged particles of about 10® cm=2 s~!. In 1961 the first measurement of flow speed was
performed by Explorer 10, which found a value of 280 km s~! (Hundhausen, 1972). These
results were later confirmed by the spacecraft Mariner 2, launched in 1962 to explore
Venus. In addition, it is worth mentioning the Helios satellites (Rosembauer, 1977), which
were launched in 1974 (Helios 1) and 1976 (Helios2) to explore the interplanetary medium
between 0.3 and 1 AU. Their measurements confirmed that the interplanetary magnetic
field polarity of the Sun reverses in the equatorial regions and that each polarity, mapped

back to the solar surface, originated in a single hemisphere (Figure 1.2).



Figure 1.4: Top: SOHO/EIT image of the solar corona in the EUV at 195 A on 1998 March 6 at the
23:32 UT. The coronal hole are recognizable as dark regions at the poles. Active regions are seen as bright

spots. Bottom: SOHO/MDI magnetogram on March 7 at 12:48 UT



Figure 1.5: SOHO/Lasco C2 (top) and C3 (bottom) white light images of the solar corona on 2001
January 1. The C2 coronograph extends from 2 to 6 Rg; C3 from 4 to 30 Rp



Since placing a satellite in polar orbit is more complicated and expensive, in situ
measurements of all these satellites werc;: located in the ecliptic plane. However, in 1990
with the advent of the Ulysses mission (Wenzel et al., 1992) (Section 2.4), measurements
in the solar polar regions were first performed. Ulysses moves in a polar orbit reaching up
to ~ 80° of solar latitude. Naturally this mission gave a new impetus to the knowledge of
solar wind and the interplanetary magnetic field.

One of the main results from this mission was the measurement of the solar wind
from the equator up to 80° of heliospheric latitude. This is what Figure 1.2 shows. The
measurements confirmed that the solar wind has two main components, and that the
transit between the two happens within a short range of latitudes (McComas et al., 1998).
Moreover, one of the recent Ulysses results shows the slow wind fluctuates in velocity much
more than the fast wind.

One of the most important opportunities provided by Ulysses is the sampling of plasma
at several AU from the Sun, one or two weeks after the same plasma was observed by the
SOHO satellite near Earth. This opportunity occurs when the SOHO-Sun-Ulysses angle
is 90°. Such “quadrature” configurations have become a suitable time for coordinated
observations that involve several instruments on board the two satellites. Part of this
PhD project involved the analysis of data from the June 2000 quadrature (see Chapter 7).
More about the Ulysses mission itself is presented in Chapter 2.

The best approximation in order to model the complex solar corona is found in the
physics that describes the motion of a continuous single fluid plasma in a magnetic field:
the MagnetoHydroDynamics, or MHD. Electromagnetic equations together with plasma
equations and energy equations are solved under some main conditions (Priest, 1982): the
electromagnetic variations are non-relativistic; the electric field is secondary to the mag-
netic field; the local accumulation in time of charge is negligible and the gas is considered
a plasma, that is an ionized gas for which Ap, the Debye length (Ap = (kT/(47ne?))1/2),
is much smaller than other scales of interest.

Pneuman & Kopp (1971) presented the first MHD model of the global corona in which
streamers were represented by open and closed field regions separated by thin current
sheets. This model, however, did not reproduce the depletion of the electron density
in coronal holes, but it did reproduce many quiescent streamers in white light. Various
improvements have been made in recent years, e.g. adding a heat source function for
the corona to reproduce both fast and slow winds. In addition, a variation of density
with latitude was in addition introduced by Suess et al. (e.g. 1996) so that the streamers

were then predicted to be the source of the slow wind. Predictions of coronal holes still



did not completely reproduce the observed parameters. Wang et al. (1998) developed
a global 2-D MHD model of the solar corona for one fluid, fully ionized plasma, whose
properties are governed by thermal conduction, volumetric heating and by a momentum
source addition. This last term, non time-dependent, together with the volumetric heating,
can reproduce the empirical wind speeds, density and temperature conditions in coronal
holes and streamers. However, as the authors remark, these terms are arbitrarily specified,
and more constraint to their properties need to be added with the help of observations.
The modeled physical parameters derived here for the streamer will be used in Chapter
3, to test the ionization equilibrium conditions in those regions.

The last model mentioned here is the empirical Cranmer et al. (1999) model for coronal
holes. The observational values used to build the model come from the UVCS instrument
on SOHO and were taken during a period of miqimum activity. The electron density as
function of latitude and radius, the hydrogen velocity distribution, the oxygen velocity
distributions and abundance, for coronal hole and polar plume were derived in the model.
Some more details are given in Chapter 3 where part of this model will be used, together

with Wang et al. (1998), to test the ionization equilibrium conditions in the solar corona.

1.2 Coronal Streamers

Until a few years ago, most information on streamers came from visible observations of the
continuum during a solar eclipse. These yield profiles of density v. height in streamers,
imaged at different times during the solar activity cycle. Following the launch of SOHO
in 1995, considerable new information on streamer properties has become available. For
example, a “Whole Sun Month” campaign in 1996 was specifically designed to study the
structure of the solar atmosphere at solar minimum, and, as a consequence, descriptions of
the 3-D structure of streamers, of their magnetic field, and further density and temperature
profiles in streamers have been obtained (Gibson et al. 199%a; 1999b).

However, an unexpected result (Noci & al., 1997) revealed by UVCS, showed that the
hydrogen Lya (1215 A) streamer morphology can be quite different from that seen in O
VI lines (at 1032 and 1037 A): the meximum Ly intensity in the streamer’s core may
correspond to a minimum in O VI line intensities. Raymond et al. (1997) found that the
oxygen abundance in the streamer core is typically depleted by a factor = 3, with respect
to its coronal value. Further work showed that element abundance can vary from streamer
to streamer {Raymond et al., 1998; Li & Hu, 1998) and even within a streamer (Raymond

et al., 1997): along the streamers’ edges they resemble the slow wind abundances.
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This result if confirmed has an important consequence. In fact, there is even observa-
tional evidence that the slow wind originates from streamers, although the source of this
wind inside the streamer is not yet localised. If Raymond’s results are confirmed, then
the scenario where the slow wind originates in or around streamers will be more clear.
Moreover, Wimmer Schweingruber (1994) has shown that the interface between what was
originally slow plasma from the streamer belt and what was fast plasma from coronal
holes, is fairly well identified by variations in composition, even at the great heliocentric
distances sampled by the Ulysses satellite.

One of the early theories of the slow wind source was that it flows from the edges
of the streamer (Hundhausen, 1972; Gosling et al., 1981). This was mainly deduced by
its association with the heliospheric current sheet, which lies within the streamer belt.
Further observational evidence in the upper corona is in agreement with this picture (Woo
& Habbal, 1997; Habbal et al., 1997). However, the problem which is still unresolved
relates to the mechanism that generates it. Uchida et al. (1992) proposed that the slow
wind originates from loop destabilization at the streamer base.

On the other hand, Noci & al. (1997) proposed a model in which the slow wind orig-
inates from an open field region inside the streamers. The model they proposed is based
on observational evidence that streamers may be filled, at their base, by loop systems,
bounded by open magnetic regions. The open field lines converge at about 4 Rg. In this
picture, the slow wind flows between the loops along the open field lines.

This problem of the origin of the slow wind from the streamer is not yet completely
solved. In this thesis, streamer studies are performed with the aim of defining their
physical parameters, including element composition. As will be explained in Section 1.4,
element composition is a “proxy” that distinguishes fast wind from slow wind. Following
Raymond et al. (1997), in this work the candidate tries to extract information about
physical parameters in different parts of the streamers, that may contribute to the solution

of the problems mentioned above (Chapters 5 and 7).

1.3 Coronal Holes

Coronal Holes are clearly visible as dark regions on the solar disk when observing in UV
and EUV lines (Figure 1.4), which are emitted mainly by the transition region and coronal
plasma. They may be persistent for several solar rotations and may be located at different
latitudes. Preferentially, during the phase of solar low-activity they occupy the polar caps,

while during an intermediate period between maximum and minimum of solar activity
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they may appear at low latitudes, in the equatorial region. During the maximum of solar
activity the polar holes disappear to reappear later with inverted magnetic polarity.

As already mentioned, coronal holes are believed to be the source of the fast wind.
But, like the slow wind, the location of this source is not yet well established. Originally,
polar plumes were considered as possible sources for the wind (Walker et al., 1993), but
later the new possibility of a fast wind originating in interplume regions has become more
popular (e.g. Fisher & Guhathakurta, 1995; Hassler et al., 1997). So far, the problem is

not solved. More details on this topic are given in Section 1.3.3.

1.3.1 Electron Temperature Measurements

Determining the temperature in coronal holes, especially at their base, is a fundamental
part of understanding the acceleration process in the solar wind which may promote the
mass flux observed at 1 AU (e.g. Withbroe, 1988). Temperatures in coronal holes have been
obtained using different techniques, from optical light to X-ray data. Habbal et al. {1993)
reviewed these temperatures and concluded that within 1.2 Rg, the average temperature is
below one million degrees, reaching approximately one million degrees between 1.2 and 1.6
R, even though the polar base can have different values. More recent results (Del Zanna
& Bromage, 1999b) of on- disk emission measure (EM) measurements (that is a measure
of the amount of plasma along the line of sight that emits the observed intensities) of
CDS data (see Chapter 3), gave a peak of EM at about 8 x 10% K with very low emission
measure at a million degrees. The temperature derived for the coronal hole boundary was
1.1x 10% K, while the same study made with Yohkoh SXT observations, the soft X-ray
telescope of a Japanese mission that observes the Sun in X-rays and gamma-rays, gave

slightly higher values of 1.37x 10° K (Bromage et al., 2000).

1.3.2 Electron Density Measurements

Early density measurements for coronal holes were carried out using data from Skylab
(Bhatté.charya., 1973), the first US space station (1973) that included eight solar instru-
ments. For example, Mariska (1978) gave a density of 1.7x10% cm? at 1.3 R, a value
very close to more recent data.

Several studies have been carried out using different instruments on board SOHO.
From the line ratio technique (Chapter 3) using UV and EUV spectra, chromospheric,
transition region and coronal densities have been derived (see reference below), even if in
the latter case, the faintness of the line intensities gives more uncertainty to the results.

Results from SOHO/SUMER (Solar Ultraviolet Measurements of Emitted Radiation,
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Wilhelm et al. (1995)) a UV spectrometer, and SOHO/Coronal Diagnostic Spectrometer
(Harrison et al., 1995), an EUV spectrometer (see Chapter 2), showed that at the solar
base the density (= 2 x 108 cm™3) is about half that in the quiet Sun region and that it
declines exponentially with increasing heliospheric distance {Doschek et al., 1997, 1998a;

Del Zanna & Bromage, 1999b; Fludra et al., 199%a).

1.3.3 Coronal Hole Substructure

Polar plumes have been observed within coronal holes in visible light for many years
(e.g. Saito, 1965; Koutchmy, 1977) and also in EUV lines Walker et al. (e.g. 1988, 1993).
Their main characteristics are recognizable as being denser than the surrounding (ambient)
hole, and of expanding ‘superradially’ (Fisher & Guhathakurta, 1995; Ahmad & Withbroe,
1977). Their appearance suggests that they are composed of unipolar magnetic flux tubes
that may be underlaid by dipoles at the base (Habbal, 1992; Fisher & Guhathakurta,
1995).

A more recent investigation (Deforest et al., 1997} in which several instruments on
board SOHO were involved, together with daily average images from the White-Light
Coronograph Mk 3 at the Mauna Loa Observatory (Hawaii, USA), confirmed previous
results and gave a more complete view of their morphology and properties. Moreover,
those authors found that plumes lie on the cell boundary in the chromospheric network,
are quite stable for several days, expand superradially and are visible out to 10-15 Rg.
They are denser and cooler than the interplume regions.

Further research has increased the available information about these features. An anti-
correlation between intensity and line width in the plume/interplume regions below 1.4
R was discovered by Hassler et al. (1997) and Wilhelm et al. (1998b). Up to then plumes
were thought to be the origin of the fast wind. This new result questioned the origin of
the fast wind in the plume.

In addition, recent results from Habbal & Woo (2001) give even more insight into the
origin of the solar wind. The authors combined the latitudinal distribution of pB from
High Altitude Observatory Mk III Mauna Loa K-coronameter and solar wind data from
SWOOPS on Ulysses, during a period of low solar activity. New results show that the
fast wind not only originates from coronal holes, but also from the adjacent quiet Sun.
Electron density seems to be the principal factor that determines the solar wind speed.
Moreover, they emphasize that the coronal hole boundary cannot be identified at the same
physical location as that of the streamer boundary.

Another interesting aspect of the corona is, in fact, the interface between the coronal
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hole and the surrounding regions. Close to the solar surface, this boundary is some-
times recognizable because it is formed by an arcade system that follows the shape of the
adjacent coronal hole. This arcade connects the unipolar magnetic field of the hole to
the neighbouring bipolar field of the surrounding regions. Sometimes a dark prominence
channel is also visible running along the arcade system (Bromage et al., 2000).

Woo et al. (1999) studied such a boundary by combining images from the Mk III
Mauna Loa optical K-coronameter, Yohkoh soft X-ray telescope, SOHO/LASCO C2 and
C3 coronagraphs and the Kitt Peak daily H I 1083 nm coronal-hole maps. From the
observations they identified the boundary from an enhancement of the azimuthal density
profile, as derived from radio occultation measurements. This enhancement may not
coincide with the border visible in white light, which is often marked by a strong contrast
between bright streamer and dark hole. This increase in density depends on whether there
is a streamer, an active region or the quiet sun immediately adjacent to the hole. Woo
et al. (1999) also derived information about the radial extension of this boundary into the
interplanetary medium. This was a controversial result because other authors found that
the boundary diverged in following the adjacent streamer edge (e.g. Gosling et al., 1995).
Such a ‘radial’ expansion of the boundary, together with the solar wind measurements
in which a fast wind was found to emerge even at low solar latitudes (Geiss et al., 1995;
McComas et al., 1998), support the contention that the quiet Sun is also contains open
magnetic field (Habbal & Woo, 2001).

If the coronal hole boundary is instead defined by means of measured line intensi-
ties, different results are obtained. Bromage et al. (2000) studied the “Elephant’s trunk”
coronal hole that extended from the pole to the equatorial regions, observed during the
“Whole Sun Month” campaign of 1996. Using SOHO/EIT-CDS and Yohkoh SXT data,
they studied the expansion of the coronal hole boundary up to 1.01 Rgwith the result that
an inclination of 37 deg £+ 3 from the radial direction was found at this distance from the
Sun.

Dobrzycka et al. (1999) mapped the boundary from 1.75 to 2.25 Rg, using Lya and O
VI lines and the Lyo intensity distribution with latitude. They found that the two lines
behave similarly, by mapping a superadial expansion of the boundary that reached 60 deg
from the radial direction at 2:25 Rg,.

From these studies it is clear that there is some confusion on the definition of coronal
hole boundary. However, it appears that more work needs to be done to establish the
physical conditions at the boundary. Part of Chapter 6 of this thesis is deals with a

spectroscopic study of the coronal hole boundary. The main aim is to establish how much
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the coronal hole properties are different from those of its boundary.

1.3.4 Macrospicules

This section deals with the macrospicules, short-lived features of the coronal holes. These
features are unique in their properties and part of this research project is to study one of
them {Chapter 5). As will be shown below, knowledge about them is scarce. The aim of
this research is to establish their physical properties, which have not yet been completely
defined in previous studies. This was helped by the fact that the available data allowed
the separation of the macrospicule plasma emission from the background emission. This
has lead to unique results.

The first observation of EUV macrospicules was made by Bohlin et al. (1975) who
attributed this name to jet-like features of the coronal hole that looked similar, although
larger than, Ha spicules. Since then more EUV observations have been made with the
result that some of the main characteristics could be defined, even if a complete knowledge
of this phenomenon is still not available.

An EUV macrospicule appears to be a column of chromospheric material extending
from the limb into the corona. Their widths range between 5" and 15” and they are
between 5 to 60” in length, with a lifetime from a few minutes to about 40 min (Dere
et al. 1989, Bohlin et al. 1975). The determination of the characteristic temperature and
density range of the macrospicule plasma. is more difficult. The brightest images of these
features in the corona are given by the He I (log T = 4.5), He Il (log T =4.9) and O V
(log T = 5.4) lines. Bohlin et al. (1975) did not find evidence of emission above 3x10° K.
However, more recently Pike & Harrison (1997} have observed macrospicule emission in a
Mg IX line, emitted at around 1 MK.

Karovska & Habbal (1994) studied the evolution of C III (T=7.4x10* K) macrosl;icules
using the Harvard/S-O55 spectroheliometer on Skylab. With its 57 telescope resolution,
they were able to resolve the fine scale morphology of these structures and their evolution.
The macrospicules often consisted of an arch-like base, that extended into the corona as
a column-like structure. These structures were also characterized by ejection of material
followed by the disappearance of the macrospicule, on a time-scale of a few minutes. This
study seems to suggests that macrospicules are dynamic events that evolve rapidly. Habbal
& Gonzalez (1991) observed some macrospicules at radio frequencies of 4.8 GHz which had
the same dimensions as the EUV macrospicule. Moreover, they found that these structures
were composed of a cool core (4-8x10% K) surrounded by a hotter sheath (1-2x10% K)

that released plasma from the upper part of the structures. This multithermal structure
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of the macrospicule was also observed in the EUV waveband by Pike & Harrison (1997).
Velocity studies of macrospicules have revealed red and blue Doppler shifts on opposite
sides of the feature’s central axis (Pike & Mason, 1998; Pike & Harrison, 1997; Banerjee
et al., 2000}. The apparent velocities deduced increase with solar distance and reach a
maximum value between 20 and 30 arcsec above the macrospicule footpoints. Pike &
Harrison (1997) referred to this apparently rotating plasma as a solar tornado.
Macrospicules have also been identified as Hoa features (e.g Cook et al., 1984). Studies
addressing the relationship between Ha and EUV macrospicules have produced conflicting
results. Wang (1998) found that each of the He II (304 A) macrospicules they observed
had a Ha counterpart, while Moore et al. (1977) found that this was not always the case.
In the light of all these unresolved properties of macrospicules, Georgakilas et al. {1999)
suggested that there might be two subclasses of He IT macrospicules: polar surges and
giant spicules. The former appear as complex structures, with strong velocity gradients.

The latter are jet-like features, more similar to spicules, but larger.

1.4 Element Abundances in the Corona and Solar Wind

The knowledge of the element abundances in the Sun gives a fundamental contribution to
the understanding and explanation of the solar observations. Variations in the composition
of the solar atmosphere and solar wind appear to exist, so that a proper understanding of

these variations are important for the following main reasons:

e Most of the UV, EUV and X-ray radiation comes from optically thin plasma in the
corona. In this case, the element abundance is a parameter that is proportional to
the line intensity of the emitting plasma. This implies that the understanding of the
coronal composition plays an important role in the use of the plasma diagnostics,
such as temperature and density estimates (see Sections 3.5, 3.4) at those wavebands,

and a wrong value could seriously affect the results.

e Element abundance variations provide a means to connect coronal features with solar
wind structures. This may help to understand the origin of the solar wind, because

it can connect its characteristics with those of coronal structures in the low corona.

¢ Element abundance is a factor in the radiative cooling rate that is used in modeling

the coronal heating.

The source for the study of the solar composition is the photosphere, where most of

the heavy and a few of the light elements are believed to reflect the composition of the
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solar nebula from which the solar system emerged. However, not all element abundances
can be measured from photospheric spectra. The noble gases He, Ne, Ar, are not visible
because the lower excited levels of the neutral atoms are not populated at photospheric
temperatures. Therefore, the abundance of those elements is derived from other astro-
physical sources or indirectly from an interpretation of the abundance in the upper layers
of the solar atmosphere.

Another source for the study of photospheric composition is the C1 Carbonaceous
chondrite meteorites, which were formed from the same nebula and are thought to preserve
the original nebular composition. It is knowr'l that the solar nebula contained =~ 90%
hydrogen, ~ 10% helium and =~ 0.1% heavier elements (by number of atom/ions). Table
1.1 {Feldman, 1992) shows the first ionization potential and logarithmic solar abundance
(relative to hydrogen) that will be taken as reference for the photospheric composition in

the abundance studies throughout this thesis.

Table 1.1: First Ionization Potential (FIP) and photospheric abundances (used as reference set for the
photosphere used in this thesis}), relative to hydrogen (log (Abundance) =12.00) (Feldman, 1992).

Element F.LP. (eV} log (Abundances)

1H 13.6 12.00
2 He 24.6 10.99
6C 11.3 8.60
TN 14.5 8.00
80 13.6 8.93
10 Ne 21.6 8.11
11 Na 5.1 6.33
12 Mg 7.6 7.58
13 Al 6.0 6.47
14 Si 8.2 7.55
16 $ 10.4 7.21
18 Ar 15.8 6.65
20 Ca 6.1 6.36
26 Fe 7.9 7.51
28 Ni 7.6 6.25

As early as the 1960s the UV-EUV spectra obtained from rocket flights showed anoma-
lies in the measured composition of the upper-solar-atmosphere. Pottasch (1964) for ex-
ample, reported abundances of Mg, Al, Si and Fe higher than photospheric values by a
factor of three (Goldberg et al., 1960).
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Further studies in the following decades confirmed and extended this result. Until
then, it was-assumed that the composition did not vary spatially in the upper layer of the
Sun. Having realised that this assumption was not valid, the astronomers renewed their
interest in the topic.

The main studies involved confirming the composition anomaly of the outer atmosphere
used measurements of the slow wind (SW) at the Earth’s distance and also measurements
of the Solar Energetic Particles (SEP), which are believed to originate in the solar corona.
The SEP are shock-accelerated ions which propagate towards the Earth along the inter-
planetary magnetic field. They may originate in the < 2 MK coronal plasma above active
regions or in hot (>10 MK) plasma during flares.

Several reviews (Meyer, 1985b, 1996; Haisch et al., 1996; Feldman, 1992; Fludra et al.,
1999b) collect together the main results from these studies and from UV and EUV spec-

trosopy, and they agree on the following main points:

¢ The composition of the outer solar atmosphere suggests that the elements can be
divided into two groups according to their First Ionization Potential (FIP). For
the elements with first ionization potential below 10 eV (low FIP elements) their
abundance, compared with photospheric, is 3-4 times higher than for those with

first ionization potential > 10 eV (high FIP elements).

o It is unclear whether the low FIP elements are enhanced relatively to hydrogen, or

conversely if the high FIP elements are depleted relatively to hydrogen.

o Different regions of the solar corona show a different FIP pattern. This result seems

to be related to the magnetic field topology.

o Composition of the solar wind has the same kind of pattern as the corona. In
particular, the slow wind shows an enrichment of the low FIP elements by a factor
3-5 with respect to the photosphere. This overabundance of the low FIP elements is

only about a factor 1.5-2 in the fast wind.

A schematic view of the FIP effect is shown in Figure 1.6. Studies of coronal structures
have revealed that on the largest scales, the closed field regions manifest a higher FIP bias
compared to that of the open field regions like coronal holes (Meyer, 1985a; Widing &
Feldman, 1992b). Many contributions to this topic derived from the analysis of data
from the spectoheliograph on Skylab. Widing & Feldman (1989) analyzed several open
and closed field structures, giving a large scatter in values for the Mg/Ne ratio (low/high
FIP). In particular they found values of 5-10 times the photospheric value for the diffuse,
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Figure 1.6: A schematic representation of the solar wind and SEP relative to those in the photosphere.
Values are plotted against the First Ionization Potential. Figure taken from Feldman (1993)

open-field structures, but only 0.3-0.5 for the closed-field, active regions and in impulsive
flares. They attributed the variation of the ratio to changes in Ne, while Mg maintained
its photospheric values. Feldman & Widing (1993) derived the Mg/Ne values for the quiet
sun and coronal holes. Their results showed that the FIP bias was about 2.5 in the quiet
regions and about 2 in coronal holes. On the other hand, these results do not apply to
the smaller coronal structures. The denser, unipolar polar plumes observed in the coronal
holes yielded one of the highest FIP biases ever recorded (Widing & Feldman, 1992a; Del
Zanna & Bromage, 1999a). This is an important issue when the elements abundance are
compared with the solar wind composition in order to understand the wind origin.

More recently, with the SOHO mission, renewed importance has been given to the
determinations of the coronal composition. Feldman et al. (1998), using SUMER spectra
taken in 1996 at less then 1.03 Rg, did not find any signature of FIP bias above the polar
coronal hole, while a value of about 4 was found for the low /high FIP ratio. For this study
the high FIP oxygen was taken as reference element.

Another interesting aspect of the FIP effect at places where the effect is more evident,
is a further enhancement (= 2.5) that can be seen in the very low FIP elements (Al,
Ca) (Falconer et al., 1997; Doschek et al., 1985; Monsignori Fossi et al., 1994; Fludra &
Schmelz, 1995).
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As mentioned before, the SW and SEP have been the main sources for the coronal
composition. Until the launch of Ulysses in 1990, which has a solar polar orbit, the solar
wind observations came from satellites orbiting in the ecliptic plane. In that case the
results obtained reflected the composition from the low corona that extended from the
solar equatorial regions. No direct information about the polar regions were available
prior to Ulysses.

With the Ulysses measurements, unknown properties of the solar wind were observed.
A strong positive correlation was found between (a) low/high FIP element abundance
ratios and (b) coronal temperature, and in addition an anticorrelation with the solar wind
velocity (von Steiger et al., 1995).

The more up to date results on solar wind measurements can be found in von Steiger
et al. (2000). The authors derived the average wind charge state and the average element
composition of about 40 ion species, using long period data from Ulysses/SWICS. They
found that the FIP bias of low FIP element relative to photospheric abundance is present
in both fast and slow wind. The FIP bias of the low FIP elements is only a factor of 2 in
the slow wind with respect to the fast wind. This turned out to be a new result, because
previous studies indicate higher FIP bias of the order of 3-5 (Geiss, 1998; von Steiger,
1998). Moreover, a higher variability of elements abundance was found in the slow wind
in relation to the fast wind.

The FIP bias between photosphere and corona is believed to be caused by an ion-
neutral fractionation process, in a medium where neutral and first ions coexist. As a con-
sequence, excluding the thermal diffusion process in the transition region where the tem-
perature gradient is high and all the elements will be ionized, the chromospheric plateau
at T ~ 7000 K is considered to be the possible site where the ion-neutral fractionaction
process occurs, because at that temperature the low FIP elements are ionized, while the
high FIP elements are still neutral (Meyer, 1991; Feldman, 1992). Moreover, considering
that the chromospheric material moves up into the corona and then, ionized, falls back,
the ion-neutral fractionation must take place only on the way up. Following Meyer, 9~10
eV is the border between low and high FIP elements, and can be related to the 10.2 eV
energy for the Balmer level of H, that is considered to be responsible for stabilising the
temperature of the chromospheric plateau (Athay, 1981) and hence for controlling the
element ionization.

A recent model (Schwadron et al., 1999) for elemental fractionation seems to be able
to justify the high variability in the composition of the slow wind found by von Steiger

et al. (2000). In the model, the slow wind is formed by reconnections of large coronal loop,
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wave heated, with open magnetic field. The low FIP elements are almost ionized close to
the transition region, and the wave heating causes them to have a larger scale height than
the high FIP ions, that are almost neutral there. In addition, this depends on the loop
size. Because the slow wind can be formed by an array of loops different for temperature
and height, these can justify the variability of the measured composition of the slow wind.
On the other hand, the low presence of loops in coronal holes together with the small
variation in composition observed, suggests that the fractionation happen somewhere else.
The idea of the chromospheric fractionation is then again taken into consideration.
Gravitational settling is a mechanism that is also considered to be responsible for the
discrepancy in the FIP bias between the corona and the solar wind. Support for this
cames, for example, from the results obtained at 1.3 Rgy(Feldman et al., 1998) and at
1.5 Rp(Raymond et al., 1997) for the ratio O/H. Feldman et al. found an approximately
photospheric value, while Raymond et al. found a greater depletion of oxygen. |
Despite all these observational results, many questions remain unanswered. It is still
not clear if the FIP bias is caused by an enhancement of absolute abundances of low
FIP elements or by a depletion of the high FIP elements with respect to photospheric
values (see for example Fludra & Schmelz (1999); Schmelz (1999)). The difficulty comes
mainly from the hydrogen measurements which at coronal temperature do not have any
corresponding spectral lines, and so the continuum is used. However, what is generally
given in list of coronal abundances is the relative abundance of the elements. In addition,
only recently with the SOHO mission, the H-Lyman lines were measured in the corona
and used as reference for the absolute element abundance studies (Raymond et al., 1997,

1998). The work developed in Chapters 4 and 6 will deal with this problem.
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Chapter 2

Instrumentation and Data

Analysis

The studies carried out for this thesis make use of data collected by two of the instruments
on board SOHO: the Coronal Diagnostic Spectrometer (CDS), and the UltraViolet Coronal
Spectrometer (UVCS). These instruments allow studies of electron density, temperature
and element abundances to be made in the solar atmosphere from the chromosphere to
the corona.

This chapter is organized as follows: the first Section will give a brief description of
the SOHO mission; the Second Section describes the ultraviolet experiment UVCS; the
third Section describes the extreme-ultraviolet instrument CDS; and the last Section is
dedicated to the Ulysses mission. Coordinated SOHO-Ulysses observations were done as

part of this PhD project, whose details will be given in Chapter 7.

2.1 The SOHO Mission

The Solar and Heliospheric Observatory (SOHO) is a mission aimed at studying the Sun
from its interior to the outer corona and solar wind, in order to understand the coronal
heating processes and the wind’s acceleration mechanisms (Domingo et al., 1995). The
mission is a cooperation between the European Space Agency (ESA) and the National
Aeronautics and Space Administration (NASA).

The satellite carries twelve instruments which can be divided into three categories
depending on their area of research: helioseismology, the solar corona, and solar wind in
situ measurements.

SOHO was launched in 1995 and after a transfer orbit, it was put into its final halo
orbit around the Earth-Sun Lagrangian L1 point (Figure 2.1), at about 1.5 x 10° km
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Figure 2.1: SOHO orbit. The continuous view of the Sun is achieved by operating SOHO from a
permanent vantage point 1.5 million kilometers sunward of the Earth in a halo orbit around the L1
Lagrangian point. Figure from Kohl et al. (1995).

from the Sun. This orbit is perpendicular to the Sun-Earth direction and has a period
of 180 days during which the satellite is constantly pointing to the Sun’s centre with an
accuracy of 10”. SOHOQ’s position has many advantages over an orbit around the Earth.
For example, it provides a small change in velocity along the orbit, which is essential
for accurate helioseismology measurements; it is permanently outside the magnetosphere,
appropriate for in situ measurements of the solar wind; it allows uninterrupted observation
of the Sun.

The mission was initially designed for two years life, covering the period of minimum of the
solar cycle. Results from that period of observations have been collected in Fleck (1997).
An extension of the mission was then accepted, so that the satellite could continue to work

during to the rising phase of the solar cycle.

2.2 The SOHO/UltraViolet Coronagraph Spectrometer

The UVCS is a coronagraph spectrometer (Section 1.1) designed for ultraviolet spec-
troscopy and white light polarimetry of the extended solar corona to investigate the phys-
ical processes that control it and generate the solar wind. Determining mechanisms for

wind acceleration and coronal heating, identifying the source of the solar wind, and study-
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ing plasma properties are among the primary UVCS scientific objectives. These are in-
vestigated by observing large and small scale structures of the corona such as streamers,
coronal mass ejections, coronal holes and polar plumes. All these structures can be ob-
served by UVCS in the range 1.5-12 Rg and their evolution can be followed because it is

continuously pointed toward the Sun.

ULTRAVIOLET CORONAGRAPH SPECTROMETER
(UYCS)

Figure 2.2: The SOHO/UVCS instrument. Figure from Kohl et al. (1995).

The instrument consists of a Telescope Spectrometer Unit {TSU) and a Remote Elec-
tronic Unit (REU) (Figure 2.2). The TSU is formed by a high resolution occulted spec-
trometer which has three coaligned channels, and internal and external occulters. Three
simultaneous images of the extended corona are formed by focusing the light with three
spherical mirrors onto three entrance slits of the spectrometer assembly. The three chan-

nels produced by the spectrometer assembly are:

o The Lya channel, optimized for Lya 1216 A line profile measurements. This covers
a wavelength range from 1145 A to 1287 A which can be extended by rotating the
grating (Section 2.2.2);

e The O VI channel, optimized for measurements of the O VI 1032, 1037 A lines. It
covers the range 984 - 1080 A (first order) and 492 - 540 A (second order). Also
in this case, an extension from 937 to 1126 A of the first order and 469 A to 563
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A for the second order can be obtained by rotating the grating. Moreover, a convex
mirror between the grating and the detector allows the focusing of Lya , Mg X 625
A and other lines onto the O VI detector (Figure 2.3 and Section 2.2.2 for details);

» The white light channel (WLC), is a visible light polarimeter which covers the wave-
length band from 4500 A to 6000 A.

0O VI channel
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Figure 2.3: An O VI channel spectrum of a streamer at 1.6 Rg, taken 13 June 2000. The “redundant

channel” can be recognized by the step in intensity at about 1020 A. The Mg an Nv lines are focused on
the O VI detector by the convex mirror (see Section 2.2.2).

The upper part of Figure 2.4 shows the total UVCS field of view (FOV) that the instrument
can cover. During each exposure, the portion of the image of the solar corona that falls
on the entrance slits of the UV channels determines the so-called instantaneous field of
view. The FOV of each slit is 40 arcmin long, as shown in Figure 2.4. They are aligned
perpendicular to the radial direction from the Sun that passes through their centre. The
WLC field of view is given by a 14" x 14" slit located in a position that corresponds to
the centre of the instantaneous FOV of the UV channels (see Figure 2.4). The extended
corona can be observed by moving the instantaneous FOV along the radial direction.
This is achieved by rotating internal mirr_ors. In this way the image of the corona can

be scanned across 141 arcmin to cover an heliospheric distance from 1.2 to 10 Rg (the
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primary FOV shown in the Figure). The full corona can be observed by rotating the FOV
around the Sun centre. Figure 2.4 bottom shows an example of the Lya solar corona
obtained by scanning the instantaneous FOV from 1.6 R to 3 Ry, and rotating the entire
FOV around the Sun centre.

2.2.1 Occulted Telescope

All three occulted telescopes are similar, with the main differences relating to the telescope
mirrors and the design of the entrance slit baffles. Figure 2.5 shows the optical layout of
the Lya channel. This is the same for the O VI channel.

A first selection of the light entering the telescope is made by the rectangular entrance
aperture, composed of three knife edges that limit the FOV and the amount of solar disc
light, together with a serrated edge. This shape of the aperture has the function of an
external occulter that protects the telescope mirror from the direct sunlight. The light
that comes from the solar disc, is attenuated by passing through a series of three baffles
(to protect from stray light) and then enters a sunmlight trap where it will be further
attenuated.

The telescope mirror is placed so that the light entering the telescope and coming from
1.2 Ry reaches its edge, while the light coming from 10 Rg completely fills it. However,
together with this coronal light, some light diffracted by the external occulter can reach
the telescope mirror. To minimize this effect, an internal occulter, parallel to the external
occulter, intercepts this light that is specularly reflected by the mirror. As the mirror
is tilted to observe at different heliospheric distances, the internal occulted is moved to
maintain a position that blocks this reflected light.

Once reflected by the mirror, the coronal light enters the spectrometer through the
eﬁtrance slit, where only that part corresponding to the instantaneous FOV is selected.
By rotating the mirror, different portions of the solar corona image are selected to enter
the spectrometer.

The sunlight trap (Figure 2.6) consists of three regions, two of which are directly
Hluminated by the solar disc, and a dark one in the middle of the two. The lines of sight
of these two illuminated regions are blocked by the telescope mirror and by the entrance
slit baffle. The light entering these cavities is attenuated (about 2x10~° times) by multiple
reflections from low reflectivity (3% in the UV) plates. The resulting heat is dissipated by

an external thermal radiator.
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Figure 2.4: Top: the field of view (FOV) of UVCS. Bottom: Lya image of the solar corona from 1.6
R to 3 Rp. Figure from Kohl et al. {1995).
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Figure 2.5: Optical layout of the Lya channel. Figure from Kohl et al. (1995).

Figure 2.6: Ilustration of the UVCS Sunlight Trap. Figure from Kohl et al. (1995).
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2.2.2 The Lya and O VI Channels

The two UV spectrometers use toric gratings mounted in the Rowland-circle configuration,
with a diffraction angle 3 near the grating normal (Figure 2.7). The toric surface of the
grating has the horizontal radius (Ry) equal to the diameter of the Rowland circle. The
focus in the horizontal direction (the direction of dispersion) lies on this circle. The
vertical radius of curvature (R,) of the grating is smaller then the horizontal, and the
vertical focusing surface (stigmatic surface), that is the spatial direction, intersects the
Rowland circle at an angle ﬂ = xf3. These two points of intersection are called stigmatic
points. These are the points where the astigmatic correction and the spectral focus occur.

The incidence angle « is kept small to reduce aberration effects. Table 2.1 lists the
parameters of the optical design. Measurements during laboratory tests indicated an
overall efficiency of 23% and 10% for the Lya and O VI gratings respectively (Fineschi
et al., 1994).

In order to cover a wide spectral range throughout the FOV of the detector, the gratings
can rotate around a point that is located at 127 mm from its vertex, along a direction
nearly perpendicular to the bisector of the angle between the incident and diffracted rays.
This point was the best choice which also allowed the grating to translate to maintain
the best spectral focus on the detector. Unlike from the Lyo channel, the O VI channel
has a grazing incidence mirror mounted between the grating and the detector, which for
a certain grating angle, will deflect the Lya line onto the detector. The deflected spectral
range is called the redundant channel.

The spectrometer is provided with several slits of different widths. The primary widths
are 355 pm (927), 213 pm (58.6"), 53 um (14.6"), 25 pum (6.9"") and 10 um (2.8").

The detectors used for both of the UV channels are two dimensional photon counting
microchannel plate sensors with electronic readout (Siegmund et al., 1994). The detector
has a dimension of 1024x360 pixels. In front of the O VI detector and close to the
microchannel plates is placed a grid, biased at +15 V, to attenuate the low energy ions
which enter the detector. This grid produces a shadow on the detector that results in an
almost regular pattern on the spectra. A clear example is shown in Figure 2.3 where the
N V line is almost cut in half. The regular pattern of the shadows can also be seen. More
details will be given later (Section 2.2.3).
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Figure 2.7: Top: Isometric display of the imaging properties between the two stigmatic points %fo.
Bottom: Schematic of the spectral and spatial imaging of a single toric grating. Exact stigmatic focusing
is obtained at angle of diffraction +, effective stigmatic focusing (with respect to the pixel size) can be
achieved between and somewhat beyond the two stigmatic points. Figure from Kohl et al. (1995).
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Table 2.1: Optical parameters of the UVCS channels

Lya channel O VI channel
Ruling frequency 2400 1/mm 2600 1/mm
Angle of incidence o 12.85° 18.85°
Angle of diffraction 2 3.98° 2.78°
Main horizontal radius of curvature Ry 750 mm 750 mm
Main vertical radius of curvature R, 729.5 708.9 mm
Dispersion 5.54 A/mm (1st order) 3.70A/mm (1st order)
Spectral bandwidth 6f pixel 0.14 A(1st order) 0.0925 (1st order)
Spatial width of pixel 7"{0.025 mm) 7"7{0.025 mm)

2.2.3 Stray Light in the UVCS

One of the main problems encountered by any off-limb spectrometer measurements is the
stray light. Stray light is part of the disc light that enters the instrument because it is
not blocked by the external occulter or is diffracted by the edges of the entrance aper-
ture. This light, if not properly determined, can produce an over-estimate of the coronal
line intensities that are emitted by the observed off-limb region of the solar atmosphere.
For the UVCS, the correct determination of the stray light is especially important for
the Lya channel, because it affects the determination of the profile of the faint electron
scattered component of the Lya . The Lya line is composed of a faint, broad component
due to electron-scattering (from which eleciron temperature is determined), and a more
intense, narrower resonant component (see Chapter 1).

The disc intensity that enters the instrument directly is totally removed by a light
trap that absorbs or reflects away this radiation. The other components of the stray light,
instead are only attenuated, given the optical geometry that reduces the amount of stray
light that reaches the detectors. The level of contamination in the instrument due to
stray light is shown in Figure 2.8. The Figure shows the ratio of the expected stray light
irradiance level on the slit in units of solar disc irradiance (phots cm~2) versus heliocentric
distance for the Lya wavelength. Each single contribution to stray light and their total
are plotted as dotted curves. The solid curves are the estimated signal irradiance at the
entrance slit. The irradiance on the ordinate is normalized to the expected irradiance at
1AU. It is clear from the figure that the major contribution comes from the light diffracted
by the external occulter into the telescope mirror and scattered into the spectrometer.
Laboratory tests revealed that this contribution changes with the angle of incidence on

the mirror, so that the dominant contribution comes from just inside the solar limb (Romoli
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et al., 1993). More accurate stray light determination requires the use of intensity observed
at the limb. In this thesis (see Chapter 4) the full disc intensities (Vernazza & Reeves,
1978) have been used for stray light determination.

In the UVCS coronal spectra, chromospheric lines due to stray light are visible. For
example Si III (1206.5 A) in the Lya channel and CIII (977 A) in the O VI channel
(Chapter 4 and Figure A.1). These lines are called “stray light monitor lines” and have
been used to infer the stray light contribution. For each observed line the stray light
(I¢tre¥) contribution to the total intensity has been calculated by

osh
Jetray _ Idisc % IC_HI (2.1)
Idzac
CIHIT

Where I%#¢ is the disc intensity of the observed line, 129, is the observed intensity of C
Il and I, is the disc intensity at the C III wavelength. In this thesis, the averaged disc
intensities of Vernazza & Reeves (1978) have been used. These intensities were obtained
using Skylab data. |

As shown in the previous equation, the stray light depends on the disc intensity. If
the observations involve lines emitted at coronal temperatures, then the disc intensity of
those lines is generally small and the stray light is negligible. For the bright O VI lines, for
example, it can be a few % at 1.2 Ry in streamers. The Lya instead has a much larger
contribution due to its bright disc intensity. While in a coronal streamer it is usually 5-10%
for heights below 1.5 R, it can reach 26% in coronal holes, where the coronal emission
decreases (Giordano, 1998). Chapter 4 will give values derived for greater distances in

streamer.

Data Processing

The UVCS data used for this thesis have been collected using the 100 pm (Chapter 7) and
150 um (Chapter 4) slits. The instrument was always pointed at the outer corona where a
faint signal was obtained. For this reason the data have been binned over 10 pixels along
the slit direction for the O VI channel and 9 pixels for the Lya channel, giving 70" and
63" for the spatial resolution, respectively. Along the dispersion direction, 2-pixel binning
was used for the O VI channel (0.1986 A resulting in spectral resolution). Because the
Lya intensity is high enough, no binning for the Lya channel was needed.

The duration of the observations varied depending on the channel used and, for the
O VI channel, whether the Ly« line was projected or not in the redundant channel. The
large difference in intensity between this line and all the others (between 2 and 4 orders

of magnitude, see e.g. Table 4.1) requires, in fact, different exposure times.
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Figure 2.8: Estimated signal and expected stray-light contributions to irradiance at the slit, relative to
the solar disc irradiance, versus the heliocentric height at Lya wavelength. Figure from Koh! et al. (1995).

The observations taken in March and May 1998 (Chapter 4) involved the use of both
channels. The data from the Lyo channel were composed of 161 exposures of 200 s each
over one grating position (wavelength mask) while the O VI channel data were composed
by 160 exposures of 200 s each distributed over three grating positions. The observation for
the Joint Observing Program, JOP 112 (Chapter 7), did not make use of the Lya channel,
and the Lya line was observed on the redundant part of the O VI channel. For this reason,
the data that made use of masks (grating positions) whose selected wavelength bands did
not include this line, were taken as 36 exposures of 200 s. The data which included the
Lya line were instead taken using 21 exposures of 200 s.

Before starting the scientific analysis on the data, a series of standard procedures need
to be applied to the data. The UVCS science team provides the user with a software
package (written in IDL language}, called Data Analysis System (DAS), which includes
these standard procedures. The calibration process is automatic, and can be run directly
by the DAS interface.

Once the observations are made, the data are generally received in two type of FITS
format: the uncalibrated (*.dat, in count/pixel) file and the calibrated (*.rad, in phot cm=2

-1

s~1 str=! A). The calibrated file is processed using the standard procedures contained in

the DAS. The raw data are also given in case the user wants to apply a different calibration.
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The first step in processing the data is the removal of cosmic rays. This is a DAS
facility. As mentioned before, the data generally consist of a set of exposures over the
same target. The cosmic ray impact on UVCS is quite a rare event, with only one or two
cases over the whole data set. So a straightforward way of dealing with it is to discard the
exposure where the event happened. Otherwise, a filter in intensity can be applied over all
the spectra. It generally cuts the data above an imposed intensity level. The second step
is the correction for the flat field. In the third step the wavelength calibration is applied.
This includes both the primary and redundant channels in the case of O VI channel.

The radiometric calibration is the last step, where the resulted data are converted to
phot cm~2 s~ ! str—! A.

Once the data are calibrated, unless the scientific target is a fast evolving feature, the
exposures are integrated to increase the signal/noise ratio.

After all this has been done, the data still contain instrumental effects that are not
corrected for in the calibration version used here. One of these effects is the shadow of
the grid wires along the dispersion direction. As mentioned before, in front of the O
VI channel detector a grid is placed to stop low energy ions entering. This produces a
shadow that appears as a sharp drop (involving 2-3 pixels in the dispersion direction) of
the intensity at almost equi-spaced points along the spectrum (Figure 2.3). The distances
between two successive grid shadows can vary from 94-96 pixels to 100, that means about
9 A(Naletto, 1996). The non-regularity of the spacing is due to the effect of the light
coming from the mirror that generates the redundant part of the spectrum and that has a
different incoming direction from that of the primary spectrum. In many cases the shadow
falls on one of the spectral lines so that it appears partially cut. When this happens, in
most cases the line is not usable. Examples are also given in the Appendix sections.

What the DAS does not include is the procedure for line fitting. Unlike the CDS
spectrum (see Section 2.3.1), the UV channels of UVCS contain far fewer lines (see for
example Table 4.1) with scarcely any blended lines. For this reason procedures were
written for this work to perform line intensity determination by summing the counts over
the line instead of line- fitting. This was found to be the quickest way to proceed with the
data. The procedures were written using the IDL package.

2.3 The SOHO/Coronal Diagnostic Spectrometer

Following the common goals of all the SOHO instruments, the Coronal Diagnostic Spec-
trometer (CDS) on SOHO was designed to collect data that would help researchers to
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answer questions regarding the characteristics of the solar corona, such as how is it heated
and bow is the solar wind accelerated. To answer these questions it is fundamental to
determine the physical parameters of the corona.

CDS was designed to cover a wide EUV wavelength range (150— 800 A), to include
lines emitted over a large range of temperatures 4 <log?" < 7, which are useful for den-
sity and temperature diagnostics (see Sections 3.4 and 3.5). In the EUV waveband light
is easily absorbed by any material (Jenkins & White, 1957). For this reason, for wave-
lengths short-ward of 300 A a grazing incidence spectrometer has to be used. To cover the
above wavelength range, two different gratings (and spectrometers) are used: the Normal
Incidence Spectrometer (NIS) and the Grazing Incidence Spectrometer (GIS).

‘The NIS is composed of the NIS 1, that covers the wavelengths from 308—381 A, and
of the NIS 2, that covers the range 513—633 A. The spectra are produced by the dispersion
of the incoming normal-incident beam by two toroidal gratings and focused onto a CCD
detector. The main advantage of this spectrometer is that the instrument is stigmatic.
This allows us to produce extended images of the solar corona (details are given in the
next Section).

In the GIS, instead, the incoming beam is dispersed by the grazing incidence on a
spherical grating, and focused on four microchannel plate detectors around the Rowland
circle. This system is astigmatic, so only a single spectrum is produced from each exposure.
In this case, an image can be produced by moving the slit by arcsec steps in the direction
perpendicular to the dispersion and the scan mirror in the plane of dispersion. The
wavelength ranges covered by GIS are: 151 - 221 A, 256 - 338 A, 393 - 493 and 656 - 785
A

The details of the CDS instrument, together with its pre-flight capabilities, can be
found in Harrison et al. (1995). Information on the in-flight performance has been contin-
uously provided by the CDS team and can be found on the CDS WWW pages and links
therein. In particular, the CDS Software Notes contain details of the instruments, together
with guides to the data analysis. Further information on the CDS in-flight performance
can be found in Del Zanna (1999).

Here, only some of the main CDS characteristics are described.

2.3.1 Iastrument Overview

During this PhD project, the data were collected using both CDS spectrometers, but the
GIS data have not yet been used, and therefore the following description will focus on the

Normal Incidence Spectrometer. Table 2.2 shows some of its main characteristics. Figure
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2.9 shows the optical layout of the CDS. The light enters into the grazing incidence Wolter-
Schwartzchild type 2 telescope and, after being reflected by the two internal surfaces, is als;)
grazing reflected (about 5°) by a flat scan mirror. It then passes through the spectrometer
slit (a choice of six sizes, common to both NIS and GIS). This scan mirror can rotate with
steps of +3°, corresponding to a 2.032" movement of field of the view. This movement
allows different regions of Sun to be imaged by the slit, with a maximum scan of 4 arcmin.
The nominal SOHO roll angle is such that the scan mirror movements are along the
East-West direction. This so-called rastering is performed from West to East.

By using the 2"x 240" or the 4”x 240" slits and simply moving the mirror, it is
possible to scan a large area of the Sun, with an effective field of view of 4’ x 4'.

The Normal Incidence Spectrometer has a Rowland mounting such that the incoming
beam falls at near normal incidence (about 7.9°) onto two adjacent toroidal gratings.
This configuration leads to an image along the slit of the field of view in each wavelength.
Moreover, the dispersed spectra are free from astigmatism. Each of the toroidal gratings
has a different ruling density so that the resulting wavelength range is different for the
two gratings: the NIS 1 grating has 4000 lines/mm and gives a wavelength range 308—381
A; the NIS 2 grating has 2400 lines/mm which gives a waveband of 513—633 A. The two
spectra are simultaneously displayed above one other on the same imaging detector by

applying a small out-of-plane tilt to the gratings.
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Figure 2.9: The optical elements in CDS. Figure from Harrison et al. (1995)
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The NIS detector, known as the VDS (Viewfinder Detector Subsystem), is composed
of: a microchannel plate, to intensify the signal; a phosphor converter to visible light; a
lens system, to focus the visible light; and a 1024x1024 charge coupled device (CCD) with
21 pm square pixels. The CCD is composed of four panels to reduce the readout time.

The dynamic range estimated in flight tests gives value of about 2000:1 for each expo-
sure.

The image scale is such that a pixel in the detector Y direction corresponds to 1.68".
The spatial resolution of the telescope is however a few seconds of arc (see e.g. Haugan
(1999)).

(The spatial resolution is normally defined by the full width at half maximum intensity
(FWHM) of the point spread function, that is the FWHM of the intensity distribution
resulting from the observation of an infinitely distant point source.)

A pixel in the detector X direction corresponds to about 0.07 A for NIS 1 and 0.11 A
for NIS 2. The spectral resolution is such that the FWHM of the lines in the NIS 1 and
NIS 2 channels is about 0.3 A and 0.5 A respectively.

" CDS has been carefully designed to control the stray light in the instrument. Even if
the instrument is sensitive only to EUV wavelengths, the major source of unwanted light
that may reach the detector is due to the strong H-Lyoa 1216 A. To minimise this effect,
the surfaces directly viewed by the detector have a very low reflecting efficiency around
1216 A.

The detector’s quantum efficiency was measured to be ~ 20% in the range 300-650 A,
reducing to a few % at 1216 A (H- Lya ). This further limits the effects on the detector
of this line scattered inside the spectrometer.

The total absence of chromospheric lines in the NIS spectra of the off-limb low corona
confirms that stray light is negligible for such observations. More details on the corrections
needed for CDS observations of the off-limb corona can be found in David et al. (1998)
and references therein.

Due to telemetry limitations, the spectra recorded may be limited to a selected number
of wavelength windows. The availability of different slits, mirror rastering and wavelength
selection makes CDS an extremely versatile instrument that can be used for a large variety
of different scientific studies. Several types of CDS studies can be defined, in order to
optimise the observations of different scientific targets. Each of these CDS studies is

characterised by different values for the input parameters.
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Table 2.2: Some general characteristics of NIS spectrometer

NIS 1 NIS 2
Ruling frequency 4000 1/mm 2400 1/mm
Average angle of incidence o 7.9° 7.9°
Angle of diffraction << T<pB<9
Radius of curvature Ry 743.6 mm 743.6 mm
Radious of curvature R,, 736.4 mm same
Prime slits 2 x 240, 4x 240, 90x 240 arcsec same
Wavelength Ranges 308-381 A 513 - 633 A
Dispersion 317 A/mm 5.56 A/mm
Spectral bandwidth of pixel 0.07 A(1st order) 0.12 A(1st order)
Spatial width of the pixel 1.68"(0.021 mm) same

Data Analysis

The project for this thesis required observations of large off-limb areas, in coronal hole
and quiet Sun regions. The signal even in coronal lines fades away above the solar limb
quite rapidly, and it was therefore necessary to have long exposure times. Moreover, it was
necessary to obtain the full NIS spectrum in order to use the maximum number of lines
for a full application of the plasma diagnostic techniques (Chapter 3). The CDS study
selected for this purpose was the UCLAN_N2. This records the full NIS spectrum and
scans the 4x240 arcsec slit, recording an area limited to 120x 150 arcsec. Two versions of
the study were used. In the old version the exposure time was 160 s, for the new version
it is 120s.

A series of standard procedures was applied to correct the data for instrumental effects,
remove cosmic rays and to calibrate it. These procedures are provided in the CDS software
package that has been developed and upgraded since the launch of SOHO. The first step
was the CCD bias subtraction, accomplished by the CDS routine VDS_DEBIAS that
removes an average readout bias from each of the four CCD sectors.

The second step was the cosmic ray removal. This process takes a long time because
each exposure has to be visually inspected for the presence of cosmic rays. The CDS
routines CDS_CLEANJIMAGE and XCDS_COSMIC were used, with the cosmic ray hits
flagged as missing pixels. In 120-160 s a large number of cosmic ray hits is usually present,
and their negative effect can be compensated for by spatial averaging or by averaging
repeated exposures of the same target.

The third step was the application of the CDS routine VDS_CALIB. This routine
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applies corrections for the flat field, and for nonlinear effects (only present when the
detector reaches saturation). These corrections are minor. VDS_CALIB also corrects for
the “burn-in” of the lines, which is considerable for the brightest ones. This is caused by
local gain depression. The burn-in of all the brightest lines has been accurately monitored
since launch, and estimated from the images obtained when the instrument is operated
in “spectroheliogram mode” with the 90x240 arcsec slit. Such images reveal a marked
depression of the line intensity at the core of the line.

The fourth step consisted in the correction for the tilt of the NIS spectra. Probably
during launch, the CDS instrument suffered some distortion, resulting mainly in a small
tilt of the dispersion direction relative to the CCD alignment. This tilt is different for the
NIS 1 and NIS 2 channels and was corrected using the CDS routine VDS_ROTATE.

For all the observations analysed here, a binning over 2 pixels along the Y direction
of the slit has been applied. In this way the total amount of data to be further analysed
was reduced, and the signal/noise increased. By doing this no information has been lost
because the spatial resolution given by the NIS Point Spread Function is approximately
equivalent to 2 pixels.

Once all the above corrections had been applied to the data, line intensities were ini-
tially calculated at each spatial location by removing a polynomial background and sum-
ming the counts in all the pixels where each line emission was expected. This was achieved
by pre-defining a set of line positions and widths for the NIS channels. Monochromatic
images in all the unblended lines could therefore be quickly produced in this way.

For spectroscopic analysis, line intensities were calculated using the CFIT software
package (Haugan, 1997). This package provides procedures (CFIT_BLOCK) that fit the
lines using multiple-Gaussian profiles with linear or quadratic backgrounds. This allows
blended lines to be resolved. The fitting is done afier a series of initial parameters that
define each line to be fitted is passed to the procedures. The programs fit peak intensity,
peak wavelength, FWHM, and provides errors for each fitted line profile.

The fitting procedure was used in a semi-automatic way, with only a few visual spot-
check inspections. In fact, data from a full NIS spectrum can result in more that 150 lines
fitted for each spatial location. The fitting procedure was therefore quite lengthy, because
of the large number of lines involved and because of the characteristics of off-limb spectra,
where most of the lines are quite faint.

However, in most of the cases the line intensities used for subsequent study were
calculated after spatial averaging, thus reducing the fitting to a single spectrum. In this

case, the XCFIT program was used, and a careful visual inspection of the results of the
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fits performed.

Examples of results from the fitting procedure are given in the Appendix, Section A.2
and A.4.

Indicating with I the peak amplitude and with FWHM the Full Width at Half Max-

imum derived from the fit, the total intensity for each line was calculated by

1 T
I =-—‘/— W .
tt =5\ 7.5 In FWHM (2.2)

In this thesis the error on the total line intensity was estimated by using the Gaussian
parameters derived from the fit (Thompson, 1998). Because the Gaussian width is not

statistically independent from the peak, then the error on total intensity (o) is given by

()" =5 () + Ge)| e

where o indicates the error on the respective parameter.

There is another way to derive the error on the signal, by estimating the photon noise,
the background noise, and the various detector noises (Thompson, 1998). In most cases,
the two error estimates are similar Del Zanna (1999).

The intensity calibration was always performed as a final step, after line fitting. A good
NIS calibration is a key issue, because many CDS diagnostic capabilities depend on it. A
NIS laboratory calibration was performed 18 months before launch (Bromage et al., 1996;
Lang et al., 1999). Post-launch, large differences, in particular in the relative NIS 1/NIS
2 calibration, were evident (Landi et al., 1997). The detailed NIS calibration presented by
Del Zanna (1999} was adopted in this work. This calibration is in good agreement with
the other in-flight cross-calibrations with rocket flights {Brekke et al., 2000; Thomas et al.,
1999) which were incorporated into the NIS calibration that is currently in the standard

CDS software.

2.4 The Ulysses Mission

The Ulysses mission has as its primary objective the investigation of the three dimensional
inner heliosphere with in situ measurements which cover heliospheric latitude from the
equator to close to the poles. Its importance is unique because it is the first mission
having an orbit around the Sun but out of the ecliptic. As already mentioned (Section
1.1), until Ulysses the highest heliospheric latitude reached by a satellite was about 30°
(Voyager 1), so that our knowledge of the three dimensional heliosphere was limited to

low solar latitudes.
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Understanding the mechanisms that heat the solar corona and the generation of the
solar wind are common scientific objectives for SOHO and Ulysses. With Ulysses, scientists

are trying to:

¢ understand the three-dimensional properties of the interplanetary magnetic field and

the solar wind

o study the origin of the solar wind by measuring its composition at different solar

latitudes

e to study plasma waves and shocks under different plasma conditions from those

found in the ecliptic

e improve the understanding of galactic cosmic rays by sampling these particles in the
polar regions where the low energy cosmic rays have easier access to the inner solar

system than near the ecliptic plane

e improve our knowledge of the neutral components of the interstellar gas that enters

the heliosphere, by measuring their properties at different solar latitudes

e improve our understanding of interplanetary dust by measuring its properties as a

function of heliospheric latitude.

The data suitable to address the study to the above objectives are collected by nine
payloads on board the satellite. These include: two magnetometers, two solar wind plasma
instruments, a unified radio/plasma wave instrument, three energetic charged particle
instruments, an interstellar neutral gas sensor, a solar X-ray/cosmic ray burst instrument
and a cosmic dust sensor. Moreover, Ulysses also includes two radio-science investigations
which also make use of ground communication systems at specific periods of the mission
to study the solar corona and search for gravitational waves.

These instruments are able to collect data at different latitudes because of the unusual
orbit that the satellite is in.

Ulysses was launched in 1990 towards Jupiter, in the standard ecliptic orbit, reaching
{:he planet in 1992. Then, with the help of Jupiter’s gravity (fly-by) the satellite was placed
in a new polar orbit with a period of 6.2 years (Figure 2.10). This elliptical orbit has its
aphelion at 5.4 AU and the perihelion at 1.3 AU. The maximum heliospheric latitude
reached by Ulysses is 80°, with a total of 234 days per orbit spent at a latitude between
70° and 80°.

Among the numerous publications from Ulysses data, Forsyth et al. (1996) and Mc-
Comas et al. (2000} review results from the first orbit completed in 1998. It is worth
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mentioning the study from McComas et al. (1998) whose results confirm, for the first
time, that the fast wind sampled by Ulysses, mapped back to the Sun, had its origin in
the polar region occupied at that time by coronal hole (see also Figure 1.2).

The results obtained by all the scientific payloads on board Ulysses, and their excellent,
condition after the first orbit, allowed the mission to continue into the second orbit. This
started when the satellite reached aphelion at the orbit of Jupiter. Because Jupiter’s orbit
is 11.9 years against the 6.2 years of Ulysses, this time there was no interaction between
the two, Jupiter being far away in another position on its orbit. This second orbit also
gave the opportunity to investigate and compare the heliosphere during low (during the
first orbit) and high {during the second orbit) solar activity.

The quadrature configurations that periodically SOHO, the Sun and Ulysses form,
mentioned in Section 1.1, provide an opportunity for scientists to learn more from the
data. Chapter 7 will be dedicated to explaining such a configuration and describing the
observations made by the author during the December 1999 and June 2000 quadratures.

The geometry of the quadrature will be explained here in Section 2.5.

. o7 Ulysses
. Horth Polar Pass SOyt - Second Sofar Orbit
Szpx-Dec 2001 - ' .

IR

l Aphelion
April 1698 -

South i?olzu‘ Pass
T Sep 2000-Jan 2001
© U _tesset (oS onor ~ <R Rua

Figure 2.10: The second orbit of Ulysses from a perspective which shows the 80 degree inclination of the
Ulysses orbit to the ecliptic. The yellow sectors represent the polar passes (Figure from Ulysses WWW
page).
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2.5 The SOHO-Sun-Ulysses Quadrature

SOHO is orbiting around a location at approximately 1% of the Sun-Earth distance from
the Earth. In relation to Ulysses, it may be considered placed at the Earth distance. The
change of the SOHO-Sun-Ulysses angle is about 1 degree per day.

When the angle formed between SOHO, the Sun and Ulysses is 90° then the plasma
observed above the solar limb by SOHO in the direction of Ulysses will eventually be
sampled later by the in situ measurements of Ulysses. Figure 2.11 shows the relative
positions of the two satellites compared to the Sun during a quadrature.

The uncertainty in mapping back to the Sun’s surface the origin of the plasma sampled
by Ulysses is £5%. This number has two origins: the inaccuracies in the assumptions made
in mapping back the wind to the Sun and the non radial flow of the wind in the corona
(Suess et al., 2000). To reduce this uncertainty, the coordinated observations are planned
for a couple of weeks before and after the quadrature to cover a variation in the SOHO-
Sun-Ulysses angle corresponding to this uncertainty. Figure 2.12 shows the Ulysses orbit
projected back on the Sun surface as seen from Earth. This map helps to identify the
location of the source of the wind sampled by Ulysses along its orbit.

Further details of the quadrature will be given in Chapter 7.

- *-‘—..-
Clysses Orbit

Earth and SOHO Orbits

Retarn to ecliptic,
Suminzr 1997

Tupiter®,
Tnaounler '..
Fetwunry 1992 ‘..‘

Figure 2.11: SOHO orbit (almost coincident with Earth’s orbit around the Sun) and Ulysses’ first orbit,
after the Jupiter fly-by. The angle Ulysses-Sun-SOHO is 90 degrees twice a year. The triangles shown on
the SOHO orbit indicate the location where the quadratures occur. Dotted lines indicate the May 1997

quadrature as example. Figure from Suess et al. (2000)
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Ulysses: 1996/1 - 2001/12

EASTLIMB

OPEN CIRCLES ON VISIBLE DISK

Figure 2.12: Orbit of Ulysses projected on the solar disc as seen from Earth. The vertical line joins
the north and south ecliptic pole. Symbols are plotted for the first day of each calendar month, and open
circles mark positions on the visible disc. At latitudes below 50 degrees, the ecliptic longitude of the
spaceeraft is within 90 degrees of the Sun-Earth line for 6 months of each year, typically between January
and June. (Figure from Ulysses WEB page).
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Chapter 3

Diagnostic Techniques

This chapter describes the diagnostic techniques used in this thesis to derive density,
temperature and element abundances. These techniques take advantage of the plasma
conditions under which the UV and EUV lines form in the chromosphere and corona,

where several line formation processes can be neglected.

3.1 Line Emission from a Hot Thin Plasma

The UV and EUV lines of the solar spectra are emitted in the chromosphere and corona.
Most of these are optically thin at such wavelengths: the radiation that forms here escapes
from the source without being absorbed in the source itself. The environment in which
lines form is composed of hot (T> 2 10* K) low density {N, < 10'® cm™3) plasma. Many
processes can in principle excite, de-excite, ionize or de-ionize the gas, but these extreme
conditions impose a selection on possible processes.

An optically thin emission line forms, mainly, through the spontaneous emission pro-
cess, in which the transition of the electron from the upper level 7 to lower level { occurs
with the emission of a photon of energy hv;; (Mariska, 1992). If N; is the number density
of atoms that populate the 7 level and Aj; is the transition probability {(s~!) for the spon-
taneous emission of a photon with energy hv;;, then the total emissivity of the transition

is given by

3

€5 = AjiNj phot cmn” .S_l (31)

The line intensity is obtained by integrating the emissivity (per unit solid angle) along the

line of sight

1
Iji = E/E;,,dh phOt cm-2s“13r_1 (32)
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The unknown quantity N; of Equation 3.1 can be expressed in terms of other parameters

of the plasma that are more easy to calculate:

N; Nion Neit Ny

Nj= i —don el °H
7 Ni(m Nel NH N,

N, (3.3)

where N;/N;o, is the population of the level j relative to the total number density of the
ion Njoy, and is a function of density and temperature; Nio, /N is the relative abundance
of the ionic species, and is predominantly a function of temperature; Ng; /Ny is the element
abundance relative to hydrogen; Ny /N, is the hydrogen abundance compared to electron
density. This last quantity is estimated to be = 0.8, due to the almost complete ionization
of hydrogen and helium in the hot plasma, and by a small contribution from the much
less abundant heavier elements. From the expressions 3.2 and 3.3 it can be seen that the
intensity of the line observed strongly depends on the physical conditions of the emitting
plasma. The line intensity is then an important element from which physical information
of the plasma can be derived, even if this often requires simplified assumptions for some

of the factors of Equation 3.3.

3.1.1 Ionization State

The state of ionization of an atom (N;,y, /N;) is calculated considering all the contributions
that can arrive from upper and lower stages of ionization for each particular ion state. So,
for example, if the atom has atomic number X, there will be X+1 ionization stages to
consider. The calculation is simplified by the low density and low photon flux of the
corona, which allows the ions to be considered as in their ground states (the coronal
approximation) and the ionization equilibrium is valid for each state:

1 (de

N, \ dt

N ) =0= Qm—le—l - (Qm + 0-'m)-Nm + t'-Y'nr'.;+llw1fn+l (3-4)
e

where ¢, and «, are the ionization and recombination rates of the ion m. To obtain
the density N,,, the X+1 Equations 3.4 must be solved.

The dominant processes for ionization and recombination in the optically thin plasma are:
e collisional ionization from the ground configuration by electron impact
Xt +e= XM pete (3.5)

where X indicates the atom species, m the ionization stage, n and n' the quantum

states of the ions.

o radiative recombination

Xl pe= X+ hy (3.6)
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o dielectronic recombination

XM e (XM = X7 + ho (3.7)

where **

indicates the doubly excited level. This can be followed by either its re-
verse process autotionization, or by a spontaneous radiative transition. Dielectronic

recombination in the corona is often more important than radiative recombination.
¢ autoionization is the inverse of dielectonic recombination.

The calculations, which involve free electron collisions, assume electrons are in thermal
equilibrium at a certain temperature Tyq, and density N,. Moreover it is assumed that

no external radiation field is present.

Ionization equilibrium for 0

1_2 T T T T T T L L] T T T T T T T T L) T T T T T T T L] T T T T

Vil

1.0

0.8

0.6

0.4

0.2

0.0l

Figure 3.1: Ion fractions for oxygen as a function of temperature for the Mazzotta et al. (1998) ionization

equilibrium

An example of ionization equilibrium calculations from Mazzotta et al. (1998) is given

in Figure 3.1 where the ion densities are plotted as a function of temperature for oxygen.
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3.1.2 Excitation

The N;/Nion term on the right hand side of Equation 3.3 represents the relative population
density for the level j. This term is calculated by summing over the contributions of the
collisional and radiative processes for excitation and de-excitation from the adjacent levels.
In the chromosphere and the lower corona, ionization and recombination processes are
much slower (tens to thousands of seconds) than excitation and de-excitation processes
(fractions of a second), so the level populations can be calculated independently from the
ionization/recombination processes. Moreover, because the characteristic time scale for
excitation/de-excitation is short (e.g. 10'?/N, (Harrison & Thompson, 1992)), the plasma
can be considered to be in steady state and the population of a level j of the ion X™ can

be calculated by solving the statistical equilibrium equation

N;(N, ZC;; +NpZC£-+ZAji +Z:Rj,') =
i H

i<j >
Y NiNC + NyChY + 3 Nidy + Y NiRy; (3.8)
i 1>7 <)

where CJ‘?,- and Cfi are the electron and proton collisional excitation coefficients, Rj; the

stimulated absorption rate coefficient and A is the spontaneous emission coefficient.

The Coronal Model Approximation

In the low corona, this calculation is made simpler by applying the coronal approzima-
tion (Mason & Monsignori Fossi, 1994), which assumes the main processes are electron
collisional excitation from the ground level (g) and radiative decay for de-excitation. (Fol-
lowing this approximation the population of the level j is negligible compared to the
population of the ground level). As will be shown below, under this approximation it
is easier to express the different dependencies on electron density of the different energy
levels. However, the atomic database used for this thesis does not make use of the coronal
model approximation.
The statistical equilibrium 3.8 can be rewritten
Ng(X™)N.Cg; = Nj(X™) Y Az (3.9)
k<j

where C;J- is the electron collisional excitation coefficient for the transition from the ground
level, and Ajj are the spontaneous emission coefficients to the lower levels. This equation
states that the density population of the excited level j does not change with time because
the rate at which it is populated by collisions (N, (X ™)N.Cy;) is balanced by the rate at

which it is depopulated by spontaneous emission (N;(X™) 3, ., Ajx)-
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If a Maxwellian distribution of velocity for the incident electrons is assumed, the col-
lisional coefficient can be expressed as a function of the kinetic temperature T:

8.63 x 1076 2, —AE,

-3 -1
oy T2 ezp( T ern™° s {(3.10)

e _
ng_

where (1y; is the collision strength for the excitation, & is Boltzmann’s constant, AEy; is
the threshold energy for the transition, and wy is the statistical weight of the ground state.
This last quantity is the number of electrons that can occupy the level (the degeneracy of
the level).

Equation 3.9 can be solved for N;(X™) and, together with Equation 3.3 can be used

to rewrite Equation 3.1, as follows:

1 N 2
Iig = a0.8fAX—A‘r—e‘ziBj-gcg;jj\fe dh (3.11)

where Ay is the element abundance relative to hydrogen, the figure of 0.8 is the hydrogen

abundance relative to electron density and Bj, is the radiative cascade coefficient (or

branching ratio)

¢ = Ajg
Zk<j AJ'k

(the branching ratio of the transition from j to ¢ compared to all the radiative transitions

Bj k< j‘ (3.12)

out of level 7).
The equation for intensity is generally rewritten collecting together the temperature-

dependent terms in a function called the contribution function:

C(T)n. = 0.8%‘?131-90;3, (3.13)

so that the line intensity can be expressed as:

1
Lig = &~ f Ax C(T)n, N? dh (3.14)

The contribution function may or may not be density-sensitive depending which tran-
sitions are involved in the line formation. For most cases the above approximation can be
used. These electric dipole transitions to and from the ground level, and for which there is
no change in the spin are called allowed transitions and their probability is high. There are
also less probable transitions for which a change of spin occurs (intercombination) or which
are not electric dipole transitions but instead are magnetic dipole or electric quadrupole
transitions (forbidden). These less probable transitions (typically Apg = 10° - 10? s (Ma-

son & Monsignori Fossi, 1994)) involve a metastable level (m), for which the de-excitation
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C(T) [ ergem’s™ st ]

process is often collisional de-excitation. So, the population of an intercombination level
is given by
~ NoNeGom

For low density, radiative depopulation dominates and I;, ~ N2. For high densities

(3.15)

m

collisional de-excitation dominates and the metastable level is in Boltznam equilibrium

with the ground level
= G = ey e
Ny Crg wy kT

(3.16)

and so Ijy =~ N,.. So, depending on which levels are involved in the line formation, the
contribution function can be a function of density.
Figure 3.2 shows examples of the contribution functions of Fe lines from various Fe

tons, as a function of temperature,

CHIANTI SPECTRAL CODE
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Figure 3.2: Contribution functions for some Fe ions as function of temperature. Each curve is labeled

at its peak position.

Throughout this thesis the CHIANTI version 2 (Landi et al., 1999) database has been
used. As mentioned above, it does not use the coronal approximation, but includes electron
excitation and de-excitation, and spontaneous radiative decay (Del Zanna, 1999}. (Note
that the radiative excitation described in the next section is not included in CHIANTI

version 2).
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Several ionization equilibrium calculations are available in the CHIANTI package. The
more reliable of which, because more up-to-date and tested (e.g. Del Zanna, 1999; Allen
et al., 2000), are Arne?.ud & Rothenflug (1985); Arnaud & Raymond (1992) and Mazzotta
et al. (1998). Several tests have been made using the Arnaud & Raymond (1992) cal-
culations (Chapter 4} but most calculations performed for this thesis have adopted the

Mazzotta et al. calculations.

The Radiation Scattering Process and Doppler Dimming

Figure 3.3: Geometry of the radiative scattering process. (Figure from Noci et al. (1987)).

In the very low density upper corona, it can happen that exciting via radiative absorp-
tion can compete with electron collisional excitation. In such a case the coronal model
approximation cannot strictly be applied. This is the case, for example, for the H-Lyman

and O VI lines. For these lines the emissivity is given by
€jg = Ng(NeCyj + dmhvBg;Jy;) phot cn 357! (3.17)

where By; is the Einstein absorption coefficient and J,; is the mean intensity of the exciting
radiation coming from the disk. The process of radiative excitation involves absorption by

coronal ions of photons coming from the underlying atmosphere, with sufficient energy to
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excite an electron from the ground level to an upper one. In determining the expression
for the intensity emitted due to this process, it must take into account the case where
the excited ions are in motion (as in the upper corona). When this hapi)ens, the emitted
spectrum will appear red shifted in the frame of reference of the outflowing ions. For high
enough outflow velocity the intensity of the resonantly scattered radiation will appear to
be decreased. This effect, called Doppler Dimming, will be discussed further at the end of
this section.

For the following description the formalism of Noei et al. (1987) will be used. In a
frame of reference at rest with the ions, the intensity at a point P (see Figure 3.3) is given

by

Irod = 4——0 8 huof Ax “’"N dh[ '/ I(A = 86X, n")@{A — Ap)dA (3.18)

Here ¢ is the angle between n', the direction of the incident photon, and n, the lin-of-
sight direction; 2 is the solid angle subtended by the source of the exciting radiation; and
p{¢)dw’ is the probability that a photon moving along the direction n would have been
in dw’ before scattering (i.e. that the scattering process has changed its direction by an
angle ¢). This function was estimated for the main lines used here by Beckers & Chipman

(1974):

Lya ‘ dmp($) = (11 + 3cos? ¢) /12
OVI132 A 4mp(@) = (7 + 3cos? $)/8
O VI1037 A 47p(¢) = 1

In Equation 3.18, I{A, n’) is the exciting intensity per unit wavelength as measured in this
reference frame; A is the transition wavelength of the exciting radiation in the laboratory
reference frame and 8 is the Doppler shift of Ap in the ion reference frame. For the upper
coronal ions with an outflow velocity w the shift in wavelength is given by

w-n'

A = Ag , (3.19)
C

where ¢ the velocity of light. The X is thus a function of the direction of the incident
radiation. The function & is the normalized absorption profile along the direction of the

incident radiation. If the ions have a Maxellian velocity distribution then

c my mic?
_ = T — .2
A=) =3/ smepTy ooP(- TR Vit Yo%) (3.20)

It is important to note that all coronal lines have a radiative contribution (I,.4), and its

importance compared to the collisional component (/) depends on the physical condition
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of the plasma. In particular, it is important to point out the different density dependence
of these two components. Compaﬁng Equation 3.14 and Equation 3.18 it is easy to see
that Iy ~ N2 and I,4q ~ N,, so that the radiative component becomes more and more
important with increasing solar distance.

Figure 3.4 shows intensities from the radiative and collisional components for different
ions, plotted as a function of solar distance. This calculation was performed by Kohl &
Withbroe (1982), assuming an isothermal plasma at T= 1.5 x10% K. The equatorial model
for a static corona (Viyy=0) by Allen (1963) has been used together with the corresponding
intensities of the white light continuum (K component). From the Figure it is evident that,

apart from H Ly , the radiative component is already important by about 2 Rg.
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Figure 3.4: Intensity of the collisionally excited (dashed lines, ion name in parentheses) and resonantly
scattered (solid lines, ion name without parentheses) components of H1 Lyer , N V (1238 A), O VI (1032
A), Ne VIII (770 A) and Mg X (610 A). These intensities have been calculated for a static corona by Kohl
& Withbroe (1982). Figure from Kohl & Withbroe {1982).

For the lithium and sodium isoelectronic sequence lines it is possible to separate empiri-
cally the collisional and radiative contributions from the total intensity (Kohl & Withbroe,
1982). These lines are produced as doubleﬁs whose ratio of intensities is 2:1 for the colli-
sional part (because it is proportional to the ratio of the collisional strengths), and 4:1 for
the radiative part. This last factor 4 is due to a factor of 2 from the disc intensities (be-

cause they form collisionally), times a factor of two from the oscillator strengths). If the
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Figure 3.5: Doppler Dimming calculated as a function of flow velocity assuming an isothermal corona
at T= 1.5 x10° K. (Figure from Kohl & Withbroe (1982)).

ratio from the observed lines equals 2, then the lines are produced only from the collisional
excitation, and if the ratio is 4, they are produced only from the radiative scattering. In
the more general case, the ratio will be between two and four. More details of this radia-
tion scattering process in the solar corona can be found in Noci et al. (1987) and Noci &
Maccari (1999).

As already mentioned, the presence of the solar wind flow results in a reduction of the
scattered radiation. Figure 3.5 shows an example taken from Kohl & Withbroe (1982), of
Doppler dimming effect calculated for different lines as a function of flow velocity. The
quantity plotted is the ratio of the dimmed line intensity to the intensity at rest (Viy=0).
The O VI 1032 A is the most affected by the plasma velocity, being significantly reduced
even for velocity ~ 30 km s~!. In contrast, Lye is unaffected until about 100 km s~!.

The amount of Doppler dimming of the line intensity can be used as a diagnostic tool
for plasma velocity. For a reliable determination, an accurate measure of the width of the
disc intensity is needed, because the magnitude of the dimming effect depends on this (see

Equation 3.18). However the presence of a dimming effect in the data can be a warning

that the plasma velocity is affecting the ionization equilibrium.

3.1.3 Departure from Ionization Equilibrium

In Section 3.1.2 the line intensity expression has been derived for a plasma for which

the coronal approximation applies. Several factors can contribute to the departure from
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equilibrium, and in this section the main one will be discussed.

The solar corona is a dynamic and structured body so that local change in physical
conditions can alter the ionization balance. To establish the conditions for equilibrium
to hold, the time scale for ionization (7isns) and recombinations (7re.) must be compared
to the characteristic time scale of other competing events. For an ion of charge m, the

collisional ionization time to reach the state m 4+ 1 is

1

: = 3.21
Twn(m) Nogm ( )
and the time scale for recombination from the state m + 1 to m is
Treo(m + 1) = — (3.22)
rec - Neam+l .

When Ti,5 and 7. become too long compared to the time the plasma takes to change,
then time-dependent ionization and recombination equations (Equation 3.4) must be con-
sidered.

For the upper solar corona, the low density and the velocity fields can breake the
equilibrivm conditions. A plasma with a significant velocity (v) can breake its equilibrium
if the time scale for expansion (7ezp) is much shorter then 7on and 7yec, where 7egp 18

defined by

dn. _
g = (2 32

where v indicates the plasma velocity and n is the plasma density.

In order to estimate all these time scales, a coronal model that gives density, tem-
perature and velocity at different solar distances is needed. Figure 3.6 shows a compar-
ison between several time scales as a function of solar distance as derived by Withbroe
et al. (1982). For these calculations the density models were from Saito (1970}, Munro
& Mariska (1977) and Allen (1963). As the density drops with distance, the lifetime of
the ion increases until the ionization balance become ‘frozen-in’ and no further change in
the ion state occurs. This condition is reached when the expansion time is comparable
with the time scales of the atomic processes. For heavier elements (e.g. O, Si, Fe) this is
expected to happen within few solar radii (Hundhausen, 1972). In the hydrogen case, the
time scales involved in the ionization equilibrium are 7, and 7, (Figure 3.6). In the high
density equatorial regions, within 5 Rg the ionization equilibrium condition is driven by
the collisional ionization time and its dependence on the electron temperature. In coronal

holes, where the density is low, the ionization balance freezes-in at a distance of about 3-4

Re.
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Another effect of the low density in the upper corona is the lack of thermalization
between electrons, protons and other ions, with the result that each can have a velocity
distribution function chatacterized by different temperatures: Figure 3.6 (7, against 7.5)
shows that this condition can be reached within 2 Rg. Due to the lower density of coronal
holes compared to equatorial regions, and the higher velocities, ionization equilibrium is
expected to brake down at lower distances in the coronal holes.

In the low corona, departure from equilibrium can occur where there are high velocity
fields, e.g. in transients or coronal holes (Joselyn et al., 1979). Moreover, non-Maxwellian
velocity distributions can affect the ionization balance calculations.

Rapid changes in temperature can also cause departure from equilibrium. In a rapidly
cooling gas (e.g. in post flare loops) the departure from equilibrium occurs when the 7. is
greater than the cooling time. In the opposite situation, in a rapidly heating environment,
it is the slow ionization time that can cause a departure from equilibrium. As for the case
described above, the time dependent Equation 3.4 must be solved. In this case a proper
description of the ionization state depends upon the model used to describe the time-
dependence of the plasma conditions and its reliability to fit the observations (Raymond,

1988).

3.1.4 Departure from Ionization Equilibrium Condition: a Test

Tests have been performed in order to validate whether ionization equilibrium applied at
1.5-1.6 Rg to UVCS data (as assumed in Chapter 4). As mentioned in the previous
section, this needs to be checked when the plasma studied is moving, and in this case at
1.5-1.6 Rg, the plasma can already have reached several tens of kilometers per second.

The test consisted of comparing the expansion time scales of the plasma with the
lonization and recombination times for H-like and He-like ions. The first class of ions has
a shell configuration almost close, so it is expected to react easily. The latter is in a stable
shell configuration, so it is expected not to react easily.

The O VI and O VII ’cases were chosen as representative of these sequences, because
oxygen is abundant in the solar corona and solar wind. The test was performed for both
streamer and coronal hole plasma conditions, and Cranmer et al. (1999) and Wang et al.
(1998) models (respectively) for those regions were used.

Temperature and velocity values were taken from the models already mentioned, whilst
ionization and recombination values were taken from Summers (1979). In the Summers
calculations, the free electrons involved in the processes are considered thermalized with a

Maxwellian temperature distribution; the contribution from proton collisions is neglected;
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Figure 3.6: Characteristic time scales plotted as function of solar distance for equatorial region (top)
and coronal hole (bottom). e, is the expansion time; Tyon, is ionization equilibrium time for ions; 7, is
the time for H I photoionization; 7. the H I collisional ionization; . is the electron thermalization; 7, is
the proton thermalization time; 73, is the time for hydrogen-proton charge exchange and ., is the time
for electron and proton temperature to equalize. (Figure from Withbroe et al. (1982)).
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the statistical equilibrium equation for the population levels for each stage of ionization in-
cludes collisional excitation, de-excitation and ionization together with spontaneous emis-
sion, and radiative, dielectronic and three-body recombination; and inner shell ionizations
are also included. Finally, to calculate the expansion time, instead of using Equation 3.23,

the expression

1 [ dlogT\ !
Tex;,:;( o9 ) (3.24)

dr

was used. The two are essentially equivalent, and the choice to use this latter was guided
by the desire to use the temperature as variable, instead of the density (J. Raymond,

private communication).

Coronal Hole Results

The first model to be considered here is the coronal hole model by Cranmer et al. (1999).
Figure 3.7 shows, from top to bottom, the electron density, temperature and mass flux
outflow velocity taken from the model.

Under the assumption of a spherically symmetric distribution for density, Cranmer
et al. derived N, using polarized brightness measurements. The values as a function of
distance are given by:

No(r) =1 10° cm™ [3890 (%ﬂ)m +8.69 (@) 2'57] . (3.29)

-
This model for density was used in this thesis to derive 7i,, and 7y of Equations 3.21
and 3.22.

The temperature profile shown in Figure 3.7 was obtained by Cranmer et al. (1999),
by parameterizing in radius (r) the Ko et al. (1997) results from in situ charge state
measurements in the fast solar wind, to obtain

To(r) = 10° K [0.35 (-R’"—G-)m +1.9 (é) _6'6] B (3.26)

This profile is a good fit (< 5%) to the Ko et al. values in the interval 1 Ry < r < 10 Rg.

Figure 3.7 (bottom) shows the empirical neutral H outflow velocity over the pole,
derived from H-Lya Doppler dimming. For the present calculation the Al model was
taken, which assumes that the parallel hydrogen motion (uﬁ = 2kTy /mpy) is in thermal
equilibrium with the electrons (u)y = u,). The expression for the magnitude of the outflow

velocity is then given by

v(r) = 110 + 445 ( - %)W (3.27)
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As explained by Cranmer et al., the condition imposed on u)| results in a lower limit for
the velocity v, since Tiop, > T}, > T..

The resuits for the time scales derived at different distances are plotted in Figure 3.9: the
top left for O VI and top right for O VII. As expected, in the coronal hole the ionization
equilibrium is broken at radial distances as low as 1.5 Rg. These plots show that, while the
recombination time is similar for the two ions, this is not true for the collisional ionization
time. The recombination is, in both cases, the cause of the lack of equilibrium. This is
understandable because above 1.5 Rgthe plasma is cooling down (Figure 3.7) and so the

time for recombination becomes the important process.
Coronal Streamer Results

The model used here to test ionization equilibrium in a streamer, was built under the
assumption that the corona is composed of one fluid plasma, heated by a volumetric heat
source. Moreover, a time-independent momentum function was added to the momentum
equation to reproduce the observed wind speed. The results for the coronal streamer
parameters are plotted in Figure 3.8. As expected, the streamer is characterized by a
higher density and temperature plasma and by a lower wind velocity than the to coronal
hole.

The ionization, recombination and expansion times have been derived in the same way
as for the coronal hole. The results are plotted in the lower part of Figure 3.9. Note the
slower expansion of the plasma in the streamer compa.réd with in the coronal hole. This is
mostly due to the different expansion velocities. The recombination and ionization times
are much shorter than for the coronal hole, mainly because of the higher density. As in the
case of coronal hole, the ionization time is more dependent from the state of ionization than
the recombination time but, again for O VI, is this latter that first reaches the condition
that breakes the equilibrium. The figure shows that the ionization equilibrium fails at
about 2 R for the O VI and slightly before for the O VII, corresponding to a velocity of
about 40 Km/s. As the solar distance increases beyond the maximum of temperature, the
O VII ionization probability becomes so low that the ionization time increases steeply and
ends up competing with the recombination time to breake the equilibrium. This can also
be seen from Figure 3.7 and 3.1. Beyond 1.8 Rgthe temperature in streamer decreases
from logT=6.3. Under these temperature the O VIII ion-fraction is becoming very low
(Figure 3.1).

To conclude this section, it can be said that the streamer is a good environment

for diagnostic study, because the high density and slow plasma flux help to maintain the
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Figure 3.7: Modeled profiles of electron density (top), temperature (middle) and bulk outflow velocity
(bottom, model Al). These profiles were obtained by using Equations 3.25, 3.26 and 3.27 of Cranmer et al.
(1999) model.
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Figure 3.8: Modeled profiles of electron density (top), bulk outflow velocity (middle} and temperature
for the streamer. These plots reproduce the models of Wang et al. (1998)
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condition of equilibrium in the ionization state. For radial distances up to those considered

in this thesis (=~ 1.5 Rg) this condition holds and the standard diagnostic techniques can

be applied.

We proceed now to discuss the primary diagnostic techniques that can be applied under

this condition, and which have been used in this thesis.
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Figure 3.9: Top: coronal kole time scales for flux expansion (Tezp), ionization (7ion) and recombination
(7rec) as a function of solar distance for O VI (left) and O VII (right). Bottom: the same for coronal

streamer.

3.2 Emission Measure and Differential Emission Measure

For an isothermal plasma at temperature T, the Emission Measure (EM) is the measure

of the amount of plasma at that temperature that emits the observed intensity, and it is

defined by (Pottasch, 1963)

H
EM = [ N2dh
0
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where H is the observed total line of sight. For a multi-thermal plasma, the simplest way
to estimate the above quantity is by assuming its average value along the line of sight, so
that it can be derived directly from the observed intensity of the line. Pottasch (1964),
taking advantage of the fact that most of the emission of a line arises from an interval AT

around the peak of the function C(T), defined the average EM value as

Lo
EM>=— 28 2
e = <Cm > (3.29)

where the element abundance is assumed to be known, AT is the temperature interval
where the C(T) is greater than one-third of its peak value and C(T') inside this interval
assumes a constant value equal to 0.7 C{T},,,). The value < C(T') > is defined by

< C(T) >= LA_T%% (3.30)

If lines from different ions of the same element are observed, then for each of them an
averaged EM can be derived and a profile of < EM > in temperature is so obtained. In
this way, eliminating the uncertainty on the element abundance (and assuming it does not
change with temperature), Pottasch et al. found that this profile formed a smooth curve.
Even if this was a crude approximation for the EM, it was enough to be used for element
abundance determinations relative to a fixed element. Several < EM > *Ay curves were
plotted using different elements, and considering that the emission measure is unique for
each temperature, then the systematic difference encountered in magnitude between each
curve and the reference one was adjusted by modifying the abundance value.

This method has been followed by improvements, mainly on the basis that the plasma
along the line of sight is more realistically not isothermal, and the quantity in the integral
of Equation 3.28 is a function of T. In the present thesis, this last consideration has
been taken into account,‘a.nd the definition of the EM through the Differential Emission
Measure (DEM) was used.

The Differential Emission Measure (DEM) is defined as

dh
M = N.Nyg— 3.31
DEM(T) = NeNp o (3.31)

This quantity takes account of the change of temperature along the line of sight k, and
gives the contribution only of the plasma in the interval of temperature T to T + dT. In

a similar way of Equation 3.29, the emission measure is then given by:

EM = f NNy S ar = f DEM(T)dT (3.32)
T dT T .

where the DEM(T) is defined for finite values of dh/dT.
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If the observed spectral line forms by collisional excitation populating the upper level
(I ~ N.Nyg ~ N2), the total intensity of the line is related to the emission measure of
the plasma by summing all the contributions of DEM(T) for the different temperatures
encountered along the line of sight. If the assumption of Ny /N, = 0.8 is omitted from
the function C(T) (this is the assumption in the CHIANTI database), then the Equation

3.14 for intensity assumes the expression:
1
Lig= 1~ / Ax C(T)n, DEM(T) dT (3.33)

To have a complete description of the EM along the line of sight, the DEM must be
determined using all the observed lines. The best estimate of this curve is obtained from
using as many observed lines as possible, with emitting temperature covering as wide a
range of T as possible. A set of inverse integral equations, one for each line, must be solved
for the DEM in order to obtain a unique DEM function. It should be borne in mind that
the DEM(T) is a unique function of 7" but not of k, and so information about its variation
along the line of sight cannot be obtained.

Several techniques have been developed to determine the DEM functions, and here we
refer in particular to the inversion technique reviewed by Harrison & Thompson (1992).

The DEM(T) of Equation 3.32 is not defined for those temperatures where dh/dT is
not finite. On the other hand, the DEM technique has been applied in this thesis to the
off-limb observations where, more so than on the disc, the variation of temperature along
the line of sight is not monotonic and the condition just mentioned can be encountered.
But, since the DEM(T) is determined in practice by finding the best fit of a discretised
spline function to the data, the indeterminate points of the function are avoided. What is
obtained in the end, for each interval dT', is a value that best fits the average DEM over
the whole line of sight. To determine this curve a procedure named CHIANTI_DEM in
the CHIANTI package (Landi et al., 1999) has been used. This routine receives as input
a set of parameters of the fitted lines and an initial DEM function. Then the contribution
function for each line is calculated by choosing the ionization equilibrium calculations, the
pressure/density conditions and the element abundances. Then, starting from the initial
DEM function, a best fit procedure using a cubic spline function is performed. The result
of this process clearly depends on the choice of 'mesh points’ for spline curve. They are
generally placed at those temperatures where there are constraints from the observations.
This is one of the critical points of the whole method for DEM determination: in fact, as
Harrison & Thompson (1992) pointed out, the derived DEM can depend quite significantly

on the way the constraints are chosen.
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The DEM curve can be calculated using different ions from the same element. If
another element whose lines overlap in temperature the first curve, is also used, then the
DEM curve for this element should align with that one. Any shift between the two can
be attributed to an error in the adopted abundance of one or the other element. In this
way, the abundance of one element relative to the other can be determined and all lines
fitted to the one curve. So the determination of the DEM using lines from a number
of different elements necessarily results in a determination of the relative abundances of
those elements, the only exception being if the lines from a particular element are the
only ones in a particular range of temperature. In this case, the best that can be achieved
is to ensure that the curve at this point is smoothly connected to the rest of the DEM.
Example of derived DEM curves are given in Figures 4.10.

Further uncertainties in the DEM curve determination arise from the errors on the line
intensities, the choice of ionization equilibrium calculation and the lack of sufficient data
points to constrain the curve. The choice of spectral lines to include in the calculation
is also an important factor. Ideally any included line should not be blended, otherwise a
likely overestimate of intensity will underestimate the DEM at the temperature of that
primary line. However, the procedure used here, in calculating the contribution function
at each T sums over the contribution functions of all the theoretical lines included in an
interval Ay, 4+ A that contribute to the observed intensity.

The DEM technique decribed here has been used to determine element abundances
from UVCS and CDS data. Moreover it also allowed a comparison to be made of oxygen
abundance values derived from UVCS data using two different techniques (see for example

Withbroe (1978) and Chapter 4).

3.3 Collisional and Radiative Components of the Line In-
tensity

In Section 3.1.2 it has been shown that radiative excitation is a non-negligible process in
the upper coronal plasma. The UVCS data used for this thesis contain spectra taken at
1.6 R and for some lines this contribution to the total observed intensity had to be taken
into account. These lines are some from the H-Lyman series and O VI lines (1032 A and
1037 A), and for the purpose of a diagnostic study the two contributions (radiative and
collisional) have been separated.

The radiative {Rad) and collisional (Col) components of the Ly line together with
those of Lya, were derived by using the observed intensities of Lya and Lyf lines and

the predicted ratios between their radiative (Radyyn/Radiyg) and collisional components
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(Colyya/ColLyg). Mazzotta et al. data do not give the ionization balance for H. The hy-
drogen neutral fraction was computed using the ionization rate of Scholz & Walters (1991)
and recombination rates from Hubeny et al. (1994). The contribution of recombination
to excited levels (from Hummer & Storey (1987)) was added to the Lyman line excitation
rates of Callaway (1994). The ratio between Lya and Ly radiative components is inde-
pendent of electron temperature, while the ratio of their collisional components is nearly
independent of temperature at coronal temperatures.

The two components of the O VI 1032 and 1037 A lines have been derived from
the simple relationships between the intensities of the collisionally excited and radiatively

excited components of the doublet as mentioned in Sect-ion 3.1.2:

I.,1(1032)

_gtolA el .34
Ic0|(1037) 2 (3 : )
T124(1032) .
—_— = 3-35
Taa(1037) — (3:35)

and the total intensity of the doublet lines I is given by I = Iioy = Iraq + Teol-

3.4 Temperature Diagnostics

A fairly simple method to determine electron temperature is the use of the line ratio
technique. This technique, applicable for lines excited only through electron collision,
consists of expressing the ratio of two line intensities as a function only of T and assumes
isothermal plasma over the temperature range of the two lines. If two allowed lines of
close ionization state from the same element are taken, so that there is no dependence
on density or element abundance {Section 3.1.2), and ionization equilibrium holds, from

Equation (3.14) their ratio is equal to

Iy _ C(T)j _
Ty = o, = 1@ (3.36)

This method consists of comparing the observed ratio with the theoretical curve f(T').

Figure 3.10 shows an example of the variation in theoretical contribution function and
theoretical line ratio with temperature for Fe XII 364.467 A and Fe X 345.723 A. The
interval where the ratio is sensitive to temperature is given by the fa.nge where the C(T)
overlap. For comments on the use of these lines for temperature diagnostics applied to
the data, see Section 4.5.1.

The theoretical calculations were performed using IDL routines and the CHIANTI
database. The author modified some routines written by Del Zanna (1999) in order to

allow the user to choose the ionization equilibrium calculation for the theoretical ratio
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values. A further routine that plots the results was also written by the author. In most
cases the Mazzotta et al. (1998) ionization equilibrium was used.

The temperature derived from Equation 3.36 is an averaged value along the line of
sight, i.e. the plasma is assumed isothermal. If the plasma along the line of sight is not
isothermal, as is likely to be in the lower corona, the temperatures derived from different
ratios should be different. On the other hand, this method is a good tool for identifying
isothermal plasma (see Chapter 5) because ratios of lines whose emission spans a wide
range of temperatures will result in of a unique temperature in this case.

This technique is most sensitive and precise for pairs of lines of ions in close stages
of ionization, because the temperature obtained is within their overlapping contribution
function curves. For pairs of lines using very different stage of ionization, ionization balance
calculation is more sensitive to errors because the emission will be from the “tail” of the
curve.

In a real case, lines from ions in close stages of ionization are not always available,
or they are seen on the spectra blended with other lines. This is sometimes the case for
CDS, for example. Even if the lines are de-blended through a fit procedure, a margin
of uncertainty is preseﬁt in the intensity calculation due to the blend separation, and
this uncertainty will propagate through to the temperature determination. Hence, it is
sometimes preferable to use unblended lines, even if they are not in successive stages of
ionization.

Another aspect to consider in the choice of the lines is their wavelength separation:
the further apart they are, the more erroneous the temperature derived because of the
uncértainty in the intensity calibration. This is a reason way, for example, lines from
CDS/NIS 1 and NIS 2 are not used together for this purpose.

Errors on the temperature estimate arise from errors on the intensity measurements
and errors on the atomic physics calculations. What is generally assumed by other authors
is only the observational error propagated from the line intensity errors, but the errors
from atomic physics theoretical calculations can be as much or more 20% (Raymond et al.,
1997). The use of different ionization equilibrium calculations can also result in different
derived temperature values.

In CDS spectra there are several good pairs of lines for this diagnostic method and these
have been reviewed by Del Zanna (1999). For this thesis, coronal ion lines were mainly
used because all the observations referred to the off-limb corona, where the temperature
is expected to be at least a million degrees. Only in the case of the macrospicule study

(Chapter 6) did some cooler (transition region) lines need to be used.
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In the case of the UVCS data, contributions from the radiative excitation to the line
intensity make the temperature determination more uncertain, because the collisional part
of the total intensity must be extracted. For this reason only iron ions in high stages of
ionization were used, where the radiative part can be neglected (see Section 4.3).

A slightly different way to estimate the electron temperature from UVCS data, deriving
at the same time the element abundance, ha;.s been developed by Raymond et al. (1998).
In this technique, a ratio (R) of the predicted emissivity to the observed intensity of an ion
(calculated with photospheric abundance (Feldman, 1992)), relative to the same ratio for
hydrogen Lyg collisional component is plotted as a function of temperature (see equation
below). By using ions of the same element and determining the temperature at which the
log R v. log T curves of the individual ions intersect, the plasma electron temperature can
be identified. A common intersection is found whenever the plasma is strictly isothermal

(within the uncertainties in atomic rates and instrumental radiometric calibration).

[AX : C(T)]ion Lion
Ry = , _ ion__
"7 [Ax - CDyse’ s Ingpe’
R = Rip/Rops (3.37)

where Jj,, is the observed ion intensity and Iyyg is the collisional component of the H-
Lyman beta line. As a reference ion, iron has been generally adopted (see Section 4.3),
because it is present in a number of ionization stages in the spectra and the results from
this technique can be compared with those derived from the line ratio technique using
CDS data, (in the case of coordinated observations, see Chapter 4).

An analogous set of curves can be produced for the CDS data. However, because of
the absence of the H lines in the CDS spectra, the ratio C(T)pe/Ir. of the contribution
function of the iron ion to the observed intensity must be used to look at the plasma
temperature distribution.

Applications of this method for temperature determination can be found in Section
4.5.1.

The third method of determining electron temperature is from the DEM technique
{Section 3.2). The DEM curve v. temperature can show the temperature at which the

peak(s) in emission of the observed plasma occur(s) (see e.g. Figure 4.10).

3.5 Density Diagnostics

Lines that are excited only collisionally are discussed first here, followed by the case that

also involves radiative excitation.
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In Section 3.1.2 the dependence of the line intensity on density was discussed, together
with how it changes with the type of level that is excited (Mason & Monsignori Fossi,
1994). If the line forms through an allowed transition then I ~ N2, while if it comes from
a transition that involves a metastable level then I ~ N. Moreover, when the metastable
level population is comparable to that of the ground level, then other excited levels can
be populated both from the ground and from the metastable, and the dependence of T
on density changes again. The ratio of lines having different density dependence is thus a
density dependent function.

The line ratio technique uses this property of line intensity: a theoretical curve of the
ratio values as a function of density is calculated, and a comparison of the ratio obtained
from the observed intensities with the theoretical curve gives the density estimate.

From the observational point of view, the density so derived is an averaged value along
the line of sight. On the other hand, the theoretical ratios are derived assuming the plasma
to be isothermal at a value corresponding to the maximun for the ionization fraction of the
ion used. This assumption is not always true and introduces approximations that must
be considered when this technique is used.

The choice of the pair of lines to be used is also a key point. The lines must be from
the same ion in order to eliminate dependence on element abundance, ion population
and hence temperature, and to ensure that the line of sight is the same for both lines.
Moreover if the plasma is not isothermal, the choice of the ionization state will select
the observation of plasma having a temperature in the range AT, that is the interval of
temperatures where the ion exists. Precautions already mentioned for the temperature
diagnostic, regarding wavelength separation of the two lines and blending, will also apply
here.

Good diagnostic lines in CDS/NIS spectra are provided by the Si X 356, 347.4 A lines
and by Si IX 349.9, 341.9, 345.1 A lines for coronal temperature. CDS has several tran-
sition region lines that are density-sensitive (Del Zanna, 1999), but their use for off-limb
observation is not always practicable due to their weakness. Some attempts to use them
have been made in Chapter 5. Figure 3.11 shows two examples of theoretical density-
sensitive line ratios, for the coronal case and for the transition region case. These curves
and all the others used for the line ratio techniques have been calculated using the Maz-
zotta et al. (1998) ionization equilibrium contained in the CHIANTI database. The data
have been processed using CHIANTI IDL routines to calculate the theoretical curves, and
a modified version by the author of a routine written by G. Del Zanna, to extract the

observed density from the theoretical curves.
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Figure 3.11: Ratio values as function of density for two pairs of lines. The oxygen ratios have been

calculated at T= 1.58 10* K, the silicon at T=1.26 10° K.

No density-sensitive lines are present in UVCS spectra; hence an estimate of densities
from the ratio of the radiative and collisional components of the O VI 1032 A line is made.
This line is the most intense of a doublet belonging to the Li isoelectronic sequence that
forms in the transition region. A combination of bright disk intensities that contribute
to the radiative excitation and a wide contribution function make these two lines bright
even in the upper corona where the temperature reaches a million degrees. Due to these
properties, this doublet is one of the most commonly used diagnostics for the upper corona.

The UVCS data used in this thesis always refers to streamer data at 1.6 R, where a
nearly static plasma is expected. In this condition Doppler Dimming is negligible and the
technique for density determination suggested by Noci et al. (1987) can be applied. These
authors showed that the ratio of radiative to collisional intensities of O VI is given by:

Irad 2 A2 exp[AE/kT]\/T f Idisk(/\)d)\ (RG ) 2
=5.70x1 — 3.38
Lol 575 x 10 ENE(A,\?:W + A,\gx)lﬂ X r Q(r) ( )

where A = 1031.912 A; AE is the energy difference between the levels involved in the
transition (1.9251 x 10~!! erg); T is the electron temperature; Igig is the line intensity
integrated over the disk (305 ergs cm™2 s~! sr™l, Vernazza & Reeves (1978)); 7 is the
effective Gaunt factor (1.13); Al is the ™! half-width of the exciting line from the lower
atmosphere (0.10 A) assuming Gaussian shape; AAcor is the e~! half-width of the Gaussian
shaped coronal absorption profile (0.11 A); Q(r) = 2[1 — (1 — R /r?)?5]r?/RY is the solid

angle subtended by the solar disk at a distance r and N, is the electron density. Values of
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I'rsq/1co) have been derived from the data; for T, values from the line ratio technique (see

Section 4.5.1) were adopted.

3.6 Determining Element Abundances

One of the methods used to determine absolute (i.e. relative to hydrogen) abundances
from the UVCS data is from the log R v. log T curve described above in Section 3.4
(Equation 3.37). The variation of the observed plasma abundance from the reference
value chosen to plot the curves is given by the vertical offset from zero of log R, where the
curves from different ions of the same element cross. The application of this technique is
discussed in Section 4.5.1 with results shown in Figure 4.6. Unfortunately for the UVCS
data there are few ions of the same element available so, as discussed for the temperature
determination, this technique has been applied only to iron.

UVCS data can also be used to derive the absolute abundance of oxygen using O
VI 1032 A. The description of the method and the values used for the parameters in
the following equations are taken from Raymond et al. (1997). As representative of a
hydrogen line the Ly 1025 A was chosen, because it is close in wavelength to oxygen,
thus minimising the uncertainty from the instrument calibration. Once the collisional and
radiative contributions of the O VI 1032 and Lyf lines are known (see Section 3.3), then

the following ratios can be determined:

_ $aq(1032) Cur Bug fup Laisk(LB) Svovi

(Xoy = (3.39)
Ny’T Iaa(LB) Covi Bovi fios2 Taisk(1032) dvmy

and:
(_]Yg) — Icol(1032) Chr BL,G qLp (3_40)
Ny’ Io(LB) Covi Bovi qio32

where (No/Nu)eol and (No /Ny }rag indicates the oxygen abundance value derived from the
collisional and radiative components of the line intensity; I, and I.,4 are the collisional
and radiative components of the intensity in phot/cm?/s/str; Covi/Cuj is the ratio of ion
concentration (given by 15200 which, in the log T interval 6.1-6.3 changes by < 16%); f is
the oscillator strength which is 0.0791 for LyS and 0.131 for O VI (Wiese et al., 1966); B
is the branching ratio and it is 0.88 for LyS and 1.0 for O VI; Iy;s is the disk intensity in
O VI/Lyp lines equal to 2.13; év is the line width of the exciting intensity and the ratio
of the O VI to Lyf width is 1/4, with the assumption that the O and H are in thermal
equilibrium (Section 3.1.3); and ¢ is the excitation rate. The results from this analysis are

presented in Section 4.5.3.
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Chapter 4

Observations of Coronal Streamers

4.1 Introduction

This chapter presents analysis and results on coronal streamer characteristics by evaluat-
ing their physical parameters - density, temperature and abundance - from observations
taken by two SOHO instruments, CDS (Harrison et al., 1995} and UVCS (Kohl et al.,
1995). These instruments observe at different altitudes within the streamer, with CDS
data obtained closer to the limb. This kind of analysis has only been attempted twice
before. Li & Hu (1998) derived the physical parameters of a helmet streamer observed in
1996 from Yohkoh/SXT and SOHO/UVCS data, while Gibson et al. {1999b) compared
parameters derived from white light data taken by SOHO/LASCO and HAO/Mark 3
coronographs with densities derived from SOHO/CDS spectra, using the line ratio tech-
nique. The present analysis is similar to that of Li & Hu, but refers to a slightly different
altitude range: Li & Hu give values at 1.15 and 1.5 R, while here results from =~ 1.02
to & 1.19 Ry from CDS, and at = 1.6Rg from UVCS data, are presented. The present
derivation of physical parameters over a more extended altitude span out to 1.2 R, gives
improved altitude profiles. Gibson et al. (1999b), give more extended density and tem-
perature versus altitude profiles (1.1 - 4 Rg), but do not determine composition.
Element abundances are derived here from UVCS data using the DEM method for the
first time. Whilst the DEM technique has been used in the analysis of spectra acquired by
a number of spacecraft (see, e.g., Brostus et al. (1996); Del Zanna & Bromage (1999a,b)),
UVCS data have never been analyzed before using this method, although results from
this kind of analysis need to be treated with some caution (see below). A comparison
of the DEM results with estimates obtained by other techniques, supports the present
evaluation (see Section 4.5.3). Crucially, the use of UVCS data has provided the collisional
components of the hydrogen Ly and Lyf3 lines in the DEM curve, and hence, the absolute
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values of element abundances have been determined here, rather than those calculated
relative to oxygen or iron as is usually the case.

It should be mentioned, that the streamers analyzed in this work do not show the same
morphology as those reported by Raymond et al. (1997), where a weak O VI streamer
core corresponds to intense Lya emission. It is possible that the stable solar minimum
streamers observed by Raymond et al. behave differently from active region streamers.
Alternatively, the observed differences may simply be due to a projection effect.

The diagnostic techniques used here have been described in Chapter 3.

Section 4.2 and 4.3 summarise the observations and the analysis techniques, respectively.
Section 4.4 describes some preliminary tests performed using various different atomic
parameters. The main body of results and their discussion are in Section 4.5, whilst
Section 4.6 gives some wide discussion and list the main conclusions. Most of the work

discussed in this chapter has been published in Parenti et al. (2000a).

4.2 The Observations

The work presented here is from two data sets obtained on 8 March 1998 and 7 May
1998. The goal of the March observations was to study the physical characteristics of the
streamers at different heliocentric altitudes. To this end, the UVCS and CDS instruments
were used to make coordinated observations of two streamers, at different positions along
the same radial direction (see Figure 4.1). The first streamer was located close to the
equator (the “equatorial” streamer) and the second was at a more southerly latitude (the
“mid-latitude” streamer).

A similarly logated mid-latitude streamer was observed with UVCS in May, for com-
parison with the March data.

The University of Central Lancashire, in the person of Dr. Barbara Bromage, was the
leader for the CDS observations. The observations plan was done in situ in Preston and
sent to the SOHO Experiment Operation Facility (EOF) at Goddard Space Flight Center
(US). There, a CDS EOF staff sent the command to the satellite and collected back the
science data. These data were then converted in FITS format and stored in an accessible
database, were they were taken for the scientific analysis.

The Florence Astrophysical Observatory, in the person of Dr. Poletto, was the planner
for UVCS observations. The planning was done at the EOF at Goddard Space Flight
Center. The data were collected and converted to FITS data (see description in Section

2.2.3). The data were then given to the candidate for the analysis developed here. After
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Figure 4.1: Composite image of the solar corona from SOHO/EIT and LASCO (top) on 1998 March 8.
The CDS rasters and the UVCS slit positions are superimposed on the image. The lower image shows a
closer view of the CDS observations, superimposed on the EIT (171 A) image. A small loop-system can

be clearly seen in the top left corner of the mid-latitude raster.
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one year they became public.

4.2.1 UVCS Observations

UVCS observed the streamers both in the Lyman-alpha and O VI channels with, respec-
tively, 50 ym and 150 pm wide slits, centred in the South-West quadrant at a heliocentric
latitude of: —0.1°, for the March equatorial observation; —40° for the March mid-latitude
data; and —45° for the May observation. In each case, the slit was tangential to the solar
limb, at a central distance of ~ 1.6Rg, its central portion crossing through the brightest
Lya and O VI part of the streamer (see Figure 4.2). In the O VI channel, a wide wave-
length range was obtained by using three different grating positions, each covering =~ 100
A. Individual exposures of 200 s have been integrated over the whole observing time, at
each grating position, to increase the statistical significance of the data (see Section 2.2.3).
The overall integration time was = 5 hours. Data have been taken with the O VI channel
with a spatial binning of 10 pixels, giving a spatial resolution of 70" (7" for each pixel).
The Lya channel covers a wavelength range of about 50 A with a spatial resolution of 63",
given by a spatial binning of 9 pixels (7" for each pixel). The binning was to be necessary
because of the faint signal of the upper corona, as already discussed in Section 2.2.3.

The UVCS data have been calibrated using standard calibration procedures and correc-
tions for flat field effects have been applied (Gardner et al., 1996). Stray light corrections
have also been applied, by using UVCS stray light measurements (Gardner, private com-
munication) and disc line intensities from Vernazza & Reeves (1978). The corrections
have been made using the C ITI 977 A line visible in the oxygen channel, which can be
considered completely due to stray light. This ion, in fact, forms at about log T = 4.9 and
it is completely absent in 106 K coronal gas. The streamer spectra analysed were obtained
by further averaging over the brightest 7 Lya pixels of the streamer centre, because this
was the present scientific target. For the oxygen channel, the pixels covering the same
area were identified and then averaged. Note that the peak of the streamer intensity in O
VI corresponded to the peak in the Lya image.

It is important to remark here, that the March streamer observations were not com-
pensated for cross-talk effects between the telescope mirror mechanism, which determines
the pointing, and the grating mechanismns. As a consequence, spectra acquired at different
grating positions refer to slightly different heliocentric distances (the difference amounting
to no more than 2%). Table 4.1 lists the spectral lines observed by UVCS which were used
in this work and gives the integrated line intensities. Note that the intensities are given

for two different distances for the March data. This is the result of the cross-talk error
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Figure 4.2: Profiles of the peak intensities along the UVCS slit for Lya and O VI (1032) lines, for the
March 8th observations of the equatorial streamer (top) and mid-iatitude streamer (bottom). The intensity
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described above and in Section 4.2.1. A 20% error on total line intensity was estimated.
The software to calculate line intensities was developed by the candidate, as described
in Section 2.2.3. Examples of the UVCS spectra used for the analysis are given in the
Appendix (from Figure A.1 to A.7).

‘Table 4.1: Line intensities from UVCS observation in the March and May 1998 (10™* erg/cm?/s/str).
Ap indicates the theoretical wavelength (in A) taken from the CHIANTI database. The error on the

intensity was estimated to be £20%.

Spectrum and Arp (A) Transition Equator Mar Midlat Mar  Midlat May
1.58Ry; 16Rg 158Rg 1.6Rg 1.6Ro
Fe XV 481.450 3s3p Py - 3p2 Dy - - - 21.5 - 24.7
Fe XIII] 487.048 3s3p® *P; - 3s3p® %S, 540 - 16.4 - -
S XIII] 491.463 252 15, - 25.2p°P; - - - 8.9 - 46.3
Si XII 499.406 25 2815 - 2p *Py;2 1946 - 753.3 - 1962.5
Fe XIII] 510.055 3s% 3p? °P; - 3s3p? °S; 183 14.2 - 22.0 16.7
Si XII 520.665 25 28,3 - 2p *Pypn 131.9 1228 505.8 4183 1148.5
S XII] 538.680 2s% 2p 2Py, - 252p° ‘Pyys - - - - 17.9
Al XI 550.031 25 2812 - 2p *P3y2 - 615 - 82.1 180.0
Mg X 624.941 25 2Sy/p - 2p 2Py, - 3029 . 592.5 1156.4
[Ca XIV] 943.701 25%2p® Sy, - 25%2p® 2Dy, - - - - 9.8
[Fe XVIII] 974.858  25%2p® Py, - 2522p° 2P,y - - . - 14.2
[Ar XII] 1021.219 25°2p® 483, - 25%2p® Dy 41 5.7 16.1 10.9 15.0
H I 1025.720 LA 772 747 71.8 85.9 166.4
[Fe X} 1028.394 3d “Dy/; - 3d Fqp 78 6.4 6.5 5.7 6.8
O VI 1031.912 25 %812 - 2p *Pay2 827.0 577.6 1441.0  1061.1  2014.7
O VI 1037.614 2s *Syp - 2p *Pyye 2938 1946 5706  410.3 748.0
(S X] 1196.244 2p® 1S3, - 2p° *Dyy - - - - 34.7
H1 1215740 La 26058.2 23452.4 23126.7 20683.7 27198.2
[Fe XII] 1242.005 3p® “Sa;2 - 3p® *Pyy 54.3 31.2 21.7 15.9 16.1

4.2.2 CDS Observations

CDS data were acquired over a 120 x 150 arcsec raster in the South-West quadrant, at a
heliocentric latitude of —0.1° for the equatorial streamer, and —35.35° for the mid-latitude
streamer, both centred at a heliocentl;ic distance of 1.1Rg. The raster was built up by
scanning the slit from west to east over 30 steps. The exposure time at each position was
160 s, and the full wavelength range of the Normal Incidence Spectrometer (NIS) of CDS
was used (from 308 to 381 A and from 513 to 633 A). The spatial resolution was about
4"in both the N-S and the W-E directions. Standard procedures to remove the effects
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of cosmic rays, together with flat-field, debiasing and geometric corrections were applied
using the official CDS software (Section 2.3.1); the spectral lines were fitted using multiple
gaussian line-fitting (Haugan, 1997) and the intensity calibration from Del Zanna (1999)
was applied.

Table 4.2 shows the lines from the CDS spectra which were used in this study, while

the observed spectra and their gaussian fits are shown in Appendix A.2.

4.2.3 Correspondence Between CDS and UVCS March Data

Figure 4.1 shows an EIT and LASCO composite image of the solar corona on the 8th
of March, 1998, with the CDS rasters and the UVCS slits superimposed, indicating the
location of the observations with respect to the streamers. On the west limb of the Sun
three streamers can be seen, one in the northen hemisphere and two close together in the
southern hemisphere.

Consideration of the images in Figure 4.1 along with the profiles in Figure 4.2 suggests
that the CDS equatorial observation corresponds to the upper edge of the streamers seen
by LASCO immediately to the south of the equator, while the plasma in the mid-latitude
CDS observation corresponds to the central portion of the lower streamer at that side of
the Sun. Obviously the range of latitude sampled by CDS is contained within that used
for the UVCS analysis and it is much smaller. During the time of the observation, the
LASCO images showed that the extended corona sampled by UVCS was largely filled by
quiet streamers. Close to the Sun, the EIT images showed the CDS raster to be filled
by quiet corona at the equator, while a small loop system is seen near the limb in the
mid-latitude observation. For the purpose of the abundance determination, a small area
(60" x 20") external to the loop system was selected and the spectra from each pixel of
this area were co-added to obtain an averaged spectrum, representative of the background
emission of the streamer. A more detailed study of the hot loop itself will be discussed in

Chapter 6.

4.3 The Diagnostic Techniques

The diagnostic techniques described in Chapter 3 have been applied here to derive tem-
perature, density and element abundances in the streamers’ centre.

The line ratio technique for temperature determination (Section 3.4) was applied to
data from both CDS and UVCS, on the grounds that the streamer plasma should be static
(Raymond et al., 1997) (at least at the low altitudes considered in this work) and that
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Table 4.2: Line intensities from CDS (erg/cm?/s/str) for March 8th 1998. Aip indicates
the theoretical wavelength taken from the CHIANTI database. If a blend is present, the

intensity is attributed to the brightest line of the blend, but it is calculated as the total

contribution from ail the lines that form the blend.

Spectrum and Aip (A) Transition Equator 1.1 Ry Midlat 1.1 Rg
Mg VIII 313.754 2s22p°Pyys - 25 2p% 2Py yq 4.4 + 0.06 35+ 0.7
Mg VIII 315.039 2522p®Py;y - 25.2p” *Pyp 9.4 4 0.1 10.5 +0.76
Si VIII 316.205 25%2p348,, - 252p* Py 11.6 £ 0.1 19.3 + 0.79
Mg VIII 317.039 25°2p*Pyp - 25.2p% 2Py pn 3.6 £ 0.1 -
Si VIII 319.826 2522p® 1S5/, - 252p* *Ps 19.5 + 0.06 -
Fe XIIT 321.400 3s? 3p® 3P, - 3s 3p° °P, 31+01 32.2 + 0.84
Fe XV} 327.011 3s3p®P; - 3p® 1D, - 24.3 £ 1.13
Al X 332.789 2s% 1S, - 252p 'P, 15.6 £+ 0.22 59.9 £ 2.45
Fe XIV 334.172 3s% 3p *Pyys - 35 3p° *Dyyy 13.6 = 0.18 358.7 + 2.6
Mg VIII 339.006 2s%2p *Pyy - 252p® 28, 2.6 + 0.1 29+ 0.8
Fe XI 341.113 3s?3p* 3P, - 3s3p® 3P, 7.940.2 16.9 £ 0.5
Fe X 345.723 35%3p® ?Pyy - 3s3p°® 28, 9.8 £ 0.2 9.7 + 0.4
Fe XII 346.852 3s23p® Say2 - 3s3p® P2 11.6 + 0.34 41.5 £ 0.6
Si X 347.403 25%2p P/, - 252p® 2Dy, 44.6 + 0.6 -
Fe XIII 348.183 3s? 3p? 3P, - 35 3p* *D, 16.6 £ 0.56 110.8£ 0.8
Fe XII 352.106 3s?3p® *Sa;2 - 3s3p® ‘P, - 68.2 &+ 0.6
Fe XI 352.662 3523p* 3P, - 3s3p® *P; 23.5 £ 0.75 44.5 + 0.6
Fe XVI 360.8 3s 28y/3 - 3p *Py )y 2.0 0.1 4343 £ 1.2
Fe XII 364.467 3s*3p? S35 - 35.3p* *Pyyq 315 + 0.18 113.2 £9.1
Mg IX 368.070 25 18, - 25.2p Py 88.7 + 0.24 137.1 £ 1.2
Fe XI 369.153 3s%3p* 2P, - 3s3p® 3Py 6.0% 0.1 10.4 + 0.4
Si XII 520.665 25%S1/2 - 2p°Pyyq 4.6 £ 0.1 107.4 + 0.4
Al XI 550.031 2s %Sy - 2p *Pyyy 31+01 24.7
O 1V 554.513 2522p *Py/ - 252p? 2Py, 0.2 £ 0.01 0.4+ 0.1
Ca X 557.765 3s ?Syy2 - 3p *Pyyp 2.9+ 0.02 10.4 + 0.1
Ne VII 561.728 252p 3P, - 2p® %P, 0.1£ 0.01 -
Ne VII 561.4 2s2p 3P, - 2p® %P,

Ne VI 562.803 2s% 2p *Pyyg - 25 2p° *Dyy 0.1+ 0.01 0.5 + 6.1
Al X1 568.120 25?82 - 2p *Py ), 1.5+ 0.1 -
Ca X 574.010 3s ?S1/2 - 3p Py e - 5.7+ 0.4
O 111 599.597 257p2 Dy - 252p® 'D. - 0.3 01
Mg X 609.793 25 2852 - 2p Py 43.9 £ 0.15 160.7 £ 0.5
Si X] 621.079 25%22p *Py g - 25.2p%%Py ), - 1.6 £ 0.1
Mg X 624.941 25 2812 - 2p ?Py)s 19.5 + 0.19 75.9 + 04
O V 629.730 252 'Sy - 25.2p 'P, 0.4+ 0.06 0.6 + 0.09
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for UVCS most of the emission should come from the high density plasma close to the
streamer’s axis with negligible contribution from the surrounding low density atmosphere.

The best element to be used for this technique turned out to be Fe because it is present
in both the UVCS and CDS spectra, in bright and well-defined lines from different stages
of ionization. For CDS data diagnostics, the ratios Fe XII (364.467 A)/ Fe XI (352.662
A), Fe XI (352.662 A)/Fe X (345.723) and Fe XIII (348.183 A}/ Fe X (345.723 A) have
been used. The last ratio allows a direct comparison with UVCS because the Fe XIII
(510 A) and Fe X (1028 A) lines are the brightest Fe lines in the UVCS spectra (Fe
XII will be partially used, see explanation later). Moreover, the chosen lines, at a given
temperature T, have a constant ratio over the range of density encountered here (within
a few % in 10 < N, < 10® ¢cm~3). Electron temperatures have been calculated using
ionization equilibrium calculations from Arnaud & Raymond (1992) for the preliminary
study (Section 4.4) and from (Mazzotta et al., 1998) for the main work presented here
(Section 4.5). For a comparison, the Fe lines have been used also in the application of the
log R v. log T technique (Section 3.4).

Good density-sensitive ratios in CDS spectra are provided by the Si X 356/347.4 A line
ratio and by the Si IX 349.9/341.9 A line ratio. These ratios are density-dependent for
10% < N, < 10° cm™3. The coronal densities are expected to fall within this range. Note
that these lines are not listed in Table 4.2. In fact those refer to the intensities obtained
averaging over the selected area of the raster as previously explained. As shown later
(Section 4.5.2) the densities derived from the Si lines refer to other areas of the raster.

UVCS densities have been derived from the O VI A line as described in Section 3.5
(Equation 3.38).

The DEM technique (Section 3.2) has been used to derive the element abundances for
both UVCS and CDS data. Moreover, it also allows a comparison of oxygen abundance
values derived from UVCS data using two different techniques (Withbroe, 1978) (see Sec-
tion 4.5.3). The DEM technique requires lines to be collisionally excited, hence, only the
collisional components of the O VI and neutral hydrogen lines in the UVCS data are used,
and all other lines listed in Table 4.1 have been assumed to have no radiative component.
This is certainly the case for lines which form at such high temperatures that their disc
emission may be considered negligible. For the CDS data, as already mentioned, all lines

can be considered to be formed collisionally.
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4.4 Results from a Preliminary Study

Several preliminary tests were performed on the data, using various different atomic pa-
rameters. In this section some details of that phase of the work are given, in order to
emphasize how the results can be affected by the atomic physics used and the particular
observed lines chosen.

Some of these preliminary results were descussed in Parenti et al. (1999b). At that
time, only the CDS and the O VI channel data from UVCS were available. The UVCS
Lya channel, and in particular Lya itself was not available.

As described in Section 3.3, the separation between the radiative and collisional com-
ponents of the H-Lyman lines, is one of the starting points of the analysis, and it was
decided to use the only available Ly and Ly~ lines for this purpose. Following Sec-
tion 3.3, the theoretical ratios of Lya /LyS3/Lyy (from the same references) together
with the observed intensities of Ly and Ly~ were used to derive the individual radiative
and collisional components of the lines. The theoretical predictions for these lines are:
13020:14.3:1.0 (Radrq:Radyg:Rad;,) and 21.8:2.88:1.0 (Colp:Colys:Colyy). Table 4.3
anticipates some observational results that will be given later in the chapter in order to
check this method with hindsight. The Table shows the fractional collisional components
of Lyf3 derived using (1) the observed Lya and LyS and theoretical Lya /Ly# ratio (dis-
cussed later in Section 4.5) and (2) the theoretical Ly8/Ly~ ratio and observed Lya and

LyB. A clear discrepancy is evident. Several factors can contribute to explain this. The

Table 4.3: Percentage values of the collisional component of the H-Ly 3 to the total intensity,
expressed as percentages, derived using two methods: the Lya (case 1) and the Ly (case 2). The

results are for the March equatorial streamer and March midlat streamer.

Region Colgg (1) Colgg (2)

Equator Mar  30.1 % 60 %
Midlat Mar 25 % 67 %

observed intensities are one of them. The Lyy line at the distance involved (1.6 Rg) is
about one order of magnitude fainter than Ly8. Moreover, on our spectra the Lyy falls
close to the shadow of the grid wire (see Section 2.2.3) and thus the measured intensity
might be underestimated. In fact, one of the problems of UVCS spectra is that they are
regularly interrupted by the shadow of a wire grid positioned in front of the detector.

This limits the line avaliability. This is generally visible every = 10 A as a deep drop in
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the intensity. Examples of UVCS spectra are shown in Section A.1. However, the main
uncertainty in the derivation of separate collisional and radiative components seems to be
the theoretical values for the Lyy lines (J. Raymond, private communication). An er-
ror in the relative intensities of the collisional and radiative components would propagate
through the calculation of the absolute element abundances determinations.

The UVCS data included three grating positions, covering different wavelength win-
dows. All of them included the O VI 1032 and 1037 lines. This was an important factor
that allowed comparison of the intensities of the same line at three different grating posi-
tions. When first the line intensities were derived in this study, a systematic discrepancy
of the order of 20-30% was registered between the O VI intensity in one of the windows,
compared to the other two. Lack of experience first, led the author to attribute this to
temporal variation of the intensity, and/or calibration of the different windows. Later, the
UVCS Science Team was contacted, and the reason for this discrepancy was deduced to be
due to their error in the application of a standard procedure for the cross-talk calibration
(see Section 4.2.1) at the time the present observations were made in 1998. The error
effectively meant that one of the observations was done at a different solar distance from
the other two.

The preliminary study (e.g Parenti et al., 1999b) used the Arnaud & Raymond (1992)
ionization equilibrium calculations for DEM analysis of the CDS March 1998 data. Later
work (see Section 4.5 below) used the new Mazzotta et al. (1998) ionization equilibrium
as mentioned in Chapter 3.

The reference values of element abundances were first taken from the Feldman et al.
(1992) “coronal abundances”. Iron was the chosen reference element as discussed later
(Section 4.5.1), and the values derived for the abundances in this preliminary study are
listed in Table 4.4. These values can be compared with those listed later in Table 4.11,
after the final analysis was completed using different ionization equilibrium and different
reference element abundances. In both calculations the error on abundance is estimated
to be x (.05 in logarithmic scale (see discussion below, Section 4.5.3). Note that Feldman
et al. (1992) is a reference generally used for data in the lower corona, whereas abun-
dance studies in the upper corona generally refer to a separate list in Feldman (1992),
where the abundances are the “photospheric” ones. For the purpose of the main study
{see Section 4.5 below), which aimed to compare abundances in both the lower and upper
corona, the second one (Feldman, 1992) was chosen and used for both the upper and lower
corona. Although a comparison between the two Tables (4.4 and 4.11) of abundances

is not straightforward, it is worth noting that qualitatively the variations in the relative
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abundances (compzlxred to the particular reference chosen) are in agreement: e.g. there is
a decrease of Si from the equatorial streamer to the midlatitude one, while Mg and Ca
increase. Figure 4.3 shows the DEM from the preliminary study. A comparison with that
derived later (Figure 4.10) using different atomic parameters, shows that overall they are
similar in shape. However, in the case of the mid-latitude streamer the peak at higher
temperature (log T=6.4) is less pronounced than in the final result in Figure 4.10. The
differences between the curves can be attributed to the ionization equilibrium differences

and/or to the different reference for iron abundances. The coronal abundances from Feld-

Table 4.4: Element abundances obtained from the CDS data, on a log scale where [H]=12.00, relative to

the abundance of Fe, assumed coronal (Feldman et al., 1992).

Region O Ne Mg Al Si Ca Fe

Corona 8.89 8.08 815 704 810 6.93 8.10
Equator Mar 8.89 808 800 7.06 810 7.40 8.10
Midlat Mar 889 808 805 - 808 7.7 8.10

man et al. (1992} were also used to derive the composition for the UVCS May 1998 data,
when the Lya channel was not yet available. For a comparison with the CDS results it
was decided to take iron as reference element. Figure 4.4 shows the DEM distribution
in temperature. The derived abundances are listed in Table 4.5. This preliminary study
made use of only a few lines, because of the limited data available, and the results in the
final analysis (Section 4.5), obtained from éhe use of a larger number of lines are much

is more reliable. The preliminary results for March 1998 data from UVCS involved the

Table 4.5: Element abundances obtained for May 1998 from the UVCS data, on log scale where [H]=12.00,

relative to the abundance of Fe, assumed coronal (Feldman et al., 1992).

Region 0 Al Si S Fe

Coronal 8.89 7.04 8.10 727 8.10
May midlat 8.89 6.85 870 827 8.10

previously mentioned error in the cross-talk correction, and are not discussed further here.
The final results from the analysis of these streamers including UVCS data from both

the O VI channel and the Ly channel, are discussed in detail in the following Section 4.5.
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Figure 4.3: log DEM v. log T for the CDS March 1998 data (preliminary study). Top: equatorial
streamer. Bottom: mid latitude streamer. The observations are the same as shown in Figure 4.10. The
ionization equilibrium is from Arnaud & Raymond (1992) and the derived abundances are listed in Table
4.4

85



20 — r r . 1 . T T T T ]

Fe S ]

v O = = .

— g fd” Sso i E
T Ly Si [ « 32 ]
I}( ")K 860 o, 3
o F Fe R .
' - 827 .
5 _F 5 5
. 18 3
= - ]
1] n u
= : ;
on - .
o 17F -
K=Y N S A S 1
5.0 55 6.0 6.5 7.0

log T [K]
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results). The jonization equilibrium of Arnaud & Raymond (1992) was used.

4.5 Final Results and Discussion

4.5.1 Temperatures

From CDS data, the profile of temperature v. heliocentric distance over the range 1.02 -
1.19 Rg, both for the March equatorial and the March mid-latitude streamers, has been
derived from spatially-resolved spectra obtained by dividing the rasters into section of
concentric slices, centred on Sun centre, and averaging the spectra over all the pixels in a
slice. These slices were 10” wide for the equatorial and 15" wide for the mid-latitude case.
The profile for the equatorial streamer data is given in Figure 4.5 (top panel) and the
profile for the mid-latitude streamer appears in the bottom panel of the same Figure. The
temperature increases with distance, from the limb up to the maximum distance covered
by our spectra, in both profiles. Although CDS spectra have been taken low in the corona,
where coronal activity may well affect the data and show up as a multithermal plasma,
temperatures from different ion ratios are very similar, suggesting, at each altitude, a
quasi-isothermal plasma. Moreover, the equatorial data seems to converge to isothermal
at 1.1 Rp from the Sun centre. However, it is possible that the temperatures of the mid-
latitude streamer, which are higher than those of the equatorial streamer, are raised due

to “contamination” by some of the hot loop plasma seen in the overall CDS field of view.
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The data points at 1.58 Ry and 1.6 Rg on Figure 4.5 represent the temperatures
derived from UVCS spectra taken at different grating positions, which for the March ob-
servations corresponded to different solar distances. At 1.58 Ry temperatures obtained
from the Fe XIII/ Fe X line ratio are 1.28 %+ 0.02 x 10° K for the mid-latitude and
1.2440.01 x 108 K for the equatorial streamer; at 1.6 Rg, temperatures are 1.28+0.02 x 105
K at mid-latitude and 1.23 £ 0.01 x 10° at the equator. These values are consistent with
CDS temperatures, provided it is assumed streamer coronal temperatures first increase
with altitude and then slowly decrease after reaching a maximum beyond =~ 1.25 Rg.
This behaviour is to be expected if the streamer plasma, is approximately in thermal equi-
librium and the scale-height temperature does not differ significantly from the electron
temperature. The Gibson et al. (1999b) scale-height témperatures, for instance, peak at
~ 1.3 — 1.4 Rg and, at 1.6 Rg, are in the range 1.3 — 1.55 x 10% K, in good agreement

with the present results.

Figure 4.6 gives (top panel) the “log R v. log T” curves (where R is the Raymond’s
ratio, see Equation (3.37)) for the March mid-latitude streamer, from Fe X, Fe XIII and Fe
XV lines, at 1.58 R (spectra taken at 1.6 R contain too few iron ions to be used for this
estimate). The temperature, given by the average value at the intersection of these curves,
is found to be 1.4 £ 0.2 x 10% K. The equatorial spectra did not contain enough iron lines
for this technique to be applied. These temperature values for the March mid-latitude
streamer agree fairly well with those derived from line ratios, the former being < 10%
higher. However, in the May spectra, high temperature ions such as Fe XVIII (974.858
A line), appear to coexist with the cooler ions (Fe X), indicating a multi-thermal plasma.
This is confirmed by the bottom panel of Figure 4.6, where the log R v. log T curves for
different ions intersect over a wide range of temperature.

It shall be noted that lines from Fe XII have not been used in Figure 4.6, because they
seem to be inconsistent with all other Fe lines. This is also evident from the DEM analysis
(this is discussed further, see Section 4.5.3).

' The DEM analysis (see below) gives temperatures in agreement with those found by
the other two methods. For the March streamers, the data points on the DEM plots
(Figure 4.9) are localized in a narrow range of temperatures between log T = 6.05 and
log T = 6.20, with no lines originating at higher or lower temperatures. This indicates a
nearly isothermal streamer plasma at a temperature between 1.2 and 1.6 x10% K, while in
the May streamer, the data points spread over a wider range of temperatures (6 < log T' <

6.7) and any assumption of an isothermal streamer is clearly not justified. This agrees very
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well with the results obtained from the “log R v. log T” curves described above. Figure
4.7 gives the log(C(T)pe/Ire) v. log T curves for the March CDS data. The observed lines
of the iron ions are taken from Table 4.2. For the midlatitude streamer data {(bottom
panel) the intersection points of the different curves lie in the temperature interval 6.15<
log T < 6.35, which corresponds to the region of maximum emission derived from the
DEM analysis (see Figure 4.10 below). The same is true for the equatorial streamer data
(top panel), where temperatures given by the iron lines are limited to 6.1 < log T < 6.2.
This is a clear indication of cooler and somewhat more isothermal plasma than that shown

in the midlatitude streamer.

4.5.2 Densities

Profiles of density v. heliocentric distance have been derived from the March CDS data,
using the same spectra averaged over concentric slices obtained from the raster (see Section
4.5.1). Densities derived from both Si IX and Si X line ratios are plotted v. solar distance
for the equatorial and mid-latitude streamer data in Figure 4.8. Densities from the two
ratios are in good agreement: in both streamers the density decreases with distance, but
at any distance it is higher for the mid-latitude structure. In the latter, a signature of the
loop present in the CDS field of view appears at about 1.09 Rg,, with the density remaining
almost constant over a distance of about 30arcsec. The fall in density then resumes.

In the same Figure, densities derived from the March UVCS data using Equation
(3.38) have been plotted. The complete sets of densities derived from UVCS data are
summarized in Table 4.6. UVCS results give higher densities at mid-latitude than at the

Table 4.6: Densities and temperatures derived from UVCS data for streamers. The temperatures

are in 10% K units and densities in 10° cm™?

Region T1032,rad / 11032 col T N

Equator Mar 1.58 Rg 1.33 124 £0.01 49+1.0
Equator Mar 1.6 Ry 1.81 123+ 001 33+0.7
Midlat Mar 1.58 Ry, 0.69 128 £ 002 9419
Midlat Mar 1.6 Rg 0.80 128+ 002 75+1.5
Midlat May 1.6 Ry 1.00 1.26 + 0.01 6.1 £ 1.1

equator: this is consistent with the CDS results. A linear least squares fit to the log-log

variation of density with distance (using CDS Si IX and UVCS data), give indices for the
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power law variation of —10.1 for the equatorial data and —9.42 for the mid-latitude data.
These fits have been superimposed on the plots in Figure 4.8, allowing for the now linear
distance scale. If the initial density from this ion, and the temperatures (e.g. Fe XIII/X)
from CDS are taken, and hydrostatic equilibrium is assumed, values of density of 6.7 x107
and 1.6 x10% cm™3 are predicted at 1.6 Ry for, respectively, the equatorial streamers
and mid-latitude. These values are close to the UVCS results, and this shows that the
decreasing density with heliocentric distance over the CDS and UVCS altitude range can
be reproduced by assuming hydrostatic equilibrium (as also found by e.g. Gibson et al.

(1999b), and also see discussion in Section 4.6).

4.5.3 Element Abundances

Iron abundances were derived from the average value of the offset from 0 of log R at
the intersection of the log R v. log T curves of Figure 4.6 (see Equation (3.37)). This
technique gives the offset as a function of the ratio of the abundance of Fe to that of H. The
abundance determined by this method is therefore an absolute value. The Fe abundance
was found to be slightly less than photospheric in the March mid-latitude streamer, but
it was 50% lower than the photospheric abundance in the May streamer (see Table 4.8).
Values of the oxygen abundance for the March and May streamers are presented in
Table 4.7. They are calculated from the average of the “collisional” and “radiative”
estimates obtained from Equation (3.39) and Equation (3.40). As Raymond et al. (1997)
found, abundances from the collisional component appear to be systematically lower than
abundances from the radiative component. They suggested that this was either because
of a physical difference in the abundances of higher density regions (heavily weighted by
the collisional contribution, which depends on the square of the density), or because of
a small error in the separation of the collisional and radiative components of the Lyf3
line. Notice also that abundances derived from Equation (3.38) strongly depend on the
values assumed for the Ly3 and O VI (1032) disc intensities. Noci and Maccari (private
communication), for instance, derive a different value {about 30% higher) for the ratio of
the radiative components of the H Lya and Ly/ lines than Raymond et al. (1997) found,
mostly because of a different choice for the values of disc intensities. In the absence of
simultaneous disc measurements in our coronal data, the Raymond at al. values have been
adopted, but it may well be that the discrepancy in the calculations of abundances from
radiative and collisional components has to be ascribed to an inaccurate knowledge of disc
intensities at the time of the present streamer data. Based on this considerations, a 30%

arror is then assumed for the O abundance values derived with this method.
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Table 4.7: Absolute O abundance for the UVCS data, on log scale where [H]=12.00. The values
presented here in column 4 are the average of those obtained separately from the radiative {column
3} and collisional (column 2) components of O VI (1032) and LyJ lines. Note that the photospheric
abundance of O is 8.93.

Region O/H (Col) O/H (Rad) O/H (Aver.)
Equator Mar 1.58 Rg 8.15 8.42 8.29
Equator Mar 1.6 Rg 7.91 8.36 8.14
Midlat Mar 1.58 Rg 8.32 8.57 3.44
Midlat Mar 1.6 Ry 8.24 8.52 8.38
Midlat May 1.6 R 8.12 874 843

The results clearly show a depletion of oxygen compared with its photospheric value
of 8.93 (Feldman, 1992) both at the equator and mid-latitudes. This will be discussed
further in Section 4.6. So far, absolute abundance for Fe and O have been determined
at approximately 1.6 Ry, from the UVCS data. In order to obtain the abundances of
other elements, the DEM method described in Section 3.1 was used. This yields relative
abundances. Here it was applied to both UVCS and CDS data.

In Figure 4.9, plots of log DEM v. log T are presented for the UVCS data. The

observed data points are superimposed, plotted with the values

{;’—"S DEM (Tog) (4.1)

th

at the effective temperature of the line (T,g). The effective temperature is defined as:

_ [T C(T)x, DEM(T) dT
8= "TC(T)n, DEM(T) dT

(4.2)

where C(T), as said previously, is the contribution function for that line. This is a tem-
perature average with respect to the DEM distribution and the contribution function.
To derive these curves, the observed collisional components of hydrogen Lya, Ly and
O VI intensities have been used, together with the other line intensities. The Fe absolute
abundance was already derived from “log R v. log T” plots {Section 4.5.1) for the March
mid-latitude and May data. Using this value for the iron abundance in the DEM analysis
resulted in good agreement with the H data points, confirming the validity of the “log R

v. log T method for the iron absolute abundance determination. Therefore iron, together
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with hydrogen, has been used as the reference element in the DEM analysis, for the rest
of the elements. This provided more constraints on the DEM evaluation.

In the case of the March equatorial streamer, the “log R v. log T” method could not
be applied. As already mentioned, iron was still used as the reference element together
with hydrogen in the DEM analysis, but the photospheric abundance had to be assumed.
However, comparing the iron and hydrogen points on the DEM plot, it seems that this
assumption was a good approximation (see Figure 4.9). Similarly, the iron lines at 1.6 R
in the mid-latitude March data were not strong enough to determine the absolute abun-
dances from the “log R v. log T” plots. For this reason the DEMs at 1.6 Ry have been
calculated assuming the iron abundance to be that derived for 1.58 Ry,.

It should also be noted that in the following analysis the Fe XII line has not been used to
constrain the fit because, compared to the other iron lines in the spectra, it appeared to be
inconsistent. While for all the other iron ions, the ratio between the theoretical intensity
and the observed intensity remains less than 2, for Fe XII it can reach 3.6 (for one of
the equatorial regions). This problem is well known, and it can be partly attributed to
uncertainty and failing in the atomic physics (Landi & Landini, 1998). Another possibility
is an uncertainty in the sensitivities of the detector here, because of considerable ‘burn-in’
at the location of this line.

The derived abundances, in the usual logarithmic form, are listed in Table 4.8, while
Table 4.9 shows the ratios of the derived abundances to photospheric values. To give an
estimate of the errors in the abundance evaluation, a calculation of the largest change in
abundances which is still compatible with the observed line intensities, (assumed to be
subject to a 20% error, including atomic physics and observational error) is performed.
This results in a logarithmic error for the abundance of the order of + 0.05.

In concluding this description of UVCS results, it can be pointed out that the DEM
analysis, as an independent method from that given in Equations (3.39) and (3.40), con-
firms the oxygen depletion, with respect to its photospheric abundance, also found from
the collisional and radiative oxygen components (see Table 4.7). Next we move to the
analysis of the streamer abundances from CDS data: this will indicate if there is a varia-
tion in abundance with altitude. However, to facilitate this comparison, Table 4.10 gives
relative abundances, still derived from the DEM technique, but assuming Fe to have its
photospheric abundance. This is because since no hydrogen line is present in CDS spectra,
only relative abundances can be derived. The Table lists only values for the mid-latitude
streamers as the equatorial streamer abundance relative to photospheric iron is already

listed in Table 4.8. Differences in the values given in Table 4.10 may be considered an
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indication of the uncertainties arising from errors in the determination of the absolute

abundance of the iron.

Table 4.8: Absolute abundances obtained from UVCS data, in log scale where [H]=12.00. The Fe
abundance not labelled with the asterisk was derived from Equation (3.37). The values labeled with the
asterisk indicate the assumed photospheric value. The other element abundances were found relative to

Fe, from DEM analysis.

Region 0O Mg Al Si S Ar Ca Fe

Photosphere 893 7.58 647 7.56 721 6.65 6.36 7.51
Equator Mar 1.58 R; 8.15 - - 72 - 630 - 7.51°
Equator Mar 1.6 R 8.00 7.10 6.00 725 - 630 - 7.51*
Midlat Mar 1.58 R, 830 - - 720 - 660 - 7.34
Midlat Mar 1.6 Rg 820 7.00 590 720 - 650 - 7.34
Midlat May 1.6 Rg 840 720 6.25 730 7.21 6.58 6.36 7.20

Table 4.9: Ax (obs) /Ax(phot) derived from the UVCS data. The asterisk refers to assumed fotospheric

aundance.

Region 0O Mg Al Si  Ar Fe

Equator Mar 1.568 R 0.17 - - 050 045 1.00
Equator Mar 1.6 R 0.12 033 0.34 050 0.71 1.00*
Midlat Mar 1.58 Ry, 0.23 - - 045 0.89 0.68
Midlat Mar 1.6 Eg 0.17 026 027 045 071 0.68
Midlat May 1.6 Rg 0.29 042 0.60 0.56 0.85 0.48

As previously mentioned, CDS spectra include lines from ions which form over a wide
range of temperatures. Iron, in particular, is present in a large number of ions, and this
motivates the choice of iron as a reference element for the DEM technique. However,
most of the lines in both the equatorial and the mid-latitude spectra, originate from high
temperature ions: no Fe lines for log T' < 5.95 appear in the CDS data. The “coolest”
lines are emitted by O III, O IV, O V, Ne VI and, at times, Ne VII ions (temperature
of formation, log T= 5, 5.2, 5.22, 5.61, 5.71, respectiv;ely). With no overlap with the

elements that have high temperature lines, the DEM curves are not well constrained at
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Figure 4.9: log DEM v. log T for GVCS data. Top panel: equatorial streamer; middle panel: mid-
latitude streamer for March data; bottom panel: mid-latitude streamer for May data. The DEMs are

relative to hydrogen, which abundances are taken from Table 4.8.
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Table 4.10: Element abundances from UVCS data, obtained relative to the Fe photospheric abundance
(indicated by a stars) on log scale where [HI=12.00. This analysis is provided for comparison with the
CDS results given in Table 4.11

Region 0O Mg Al Si Ar Ca Fe
Midlat Mar 1.58 R, 840 - - 730 665 - T7.51*
Midlat Mar 1.6 R; 830 7.10 6.00 7.20 6.50 - 7.51*

low temperatures. For this reason, O and Ne abundances have not been directly obtained.
However, attempting to overcome this problem, photospheric abundances for oxygen and
neon can be assumed (8.93 and 8.11, respectively) and if we rely on UVCS streamer
results, the oxygen abundance should be either lower than or equal to the photospheric
one. Moreover, coronal abundances found in the literature (e.g. Meyer, 1985b) are lower
than photospheric abundances, both for O (8.39) and Ne (7.54). With this assumption,
lower limits to the log DEM v. log T curve at low temperatures are found. If the abundance
is givén, in the theoretical line calculation only the DEM is unknown. This is then found
by minimizing the discrepancy between the theoretical intensity value and the observed
intensity. In this case, the minimum value for the DEM at the temperature of the data
point is derived via the relation between element abundance and DEM (see Equation
(3.31)), with the assumption of photospheric abundances.

Figure 4.10 (top and bottom panels) shows the log DEM v, log T curves for, respec-
tively, the equatorial and the mid-latitude streamers CDS data. The results from this
analysis are listed in Appendix A.3. As discussed above, relative abundances have been
estimated, with Fe as a reference element. Abundances for both streamers are given in
Table 4.11 and, apart from Mg and perhaps S, do not significantly differ from photospheric
abundances (shown in Table 4.8). Scarcely any FIP effect is seen in these CDS data, with
respect to photospheric element abundances. Sulphur is the only case where a depletion
with respect to the photospheric value is found. This element has a FIP of 10.36 eV, thus
its behavior is not clearly recognizable as belonging either to high or low FIP elements.
Raymond et al. (1998) found it to behave like a high FIP element, while Feldman et al.
described its behaviour as an intermediate case.

A comparison of UVCS abundances with CDS abundances relative to Fe shows a
decrease with height for all but one elements (Ca is the exception, but this line appears

only in one UVCS spectrum) in the altitude interval between the regions observed by the
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two instruments.

Table 4.11: Element abundances obtained from the CDS data, on log scale where [H]=12.00, relative to

the abundance of Fe which is assumed photospheric (asterisk).

Region O Ne Mg Al Si § Ca Fe

Equator Mar 893 811 74 647 755 - 6.3 7.51*
Midlat Mar 893 811 75 647 75 71 6.36 7.51*

4.6 General Discussion and Conclusions

4.6.1 Electron Temperatures

Using coordinated CDS and UVCS observations, profiles of electron temperatures v. solar
distance have been derived for an equatorial and a mid-latitude streamer, over the range
from 1.02 Rg to 1.19 Ry from CDS data and at 1.58 — 1.6 Ry from UVCS data.

CDS results show an electron temperature increasing with distance, up to the highest
altitude reached by the data. This behaviour is consistent with results found for streamers’
temperatures, during the Whole Sun Month campaign, by Gibson et al. (1999b), from
radial power law fits to densities, and for equatorial regions, during the same campaign,
by Fludra et al. (1999a), from the line ratio technique. These authors used ratios of lines
from different elements, hence introducing possible uncertainties related to uncertainties
in element abundances. Here this problem was avoided by using ratios of lines from
different ionization stages of Fe. The Gibson et al. temperatures are obviously not electron
temperatures, although apparently streamer conditions are such that electron scale-height
and proton temperatures (Raymond et al., 1998) are about equal.

UVCS temperatures prove to be consistent with previous determinations (log T= 6.13-
6.2) at approximately the same altitude (Raymond et al., 1997, 1998). When UVCS elec-
tron temperature results are considered in conjunction with simultaneous values obtained
from CDS data, an extention of our knowledge of the electron temperature v. height profile
is obtained, including the fact that the electron temperature reaches a peak at altitudes
somewhere between 1.19 and 1.6 Rg.

Differences between electron temperatures in the three streamers analysed here are
minor, with the mid-latitude streamers showing higher values, particularly at the lower

coronal levels. These results together with the presence of the loop-system at the base
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of the March mid-latitude streamer, indicate the presence of an “active” streamer for
the mid-latitude case, and a “quiet” streamer for the equatorial case. Hence, streamer
temperatures can range between 1.1 and 1.5x10° K, in the altitude range here analysed.
These temperatures are somewhat higher than coronal hole temperatures (see, e.g. Fludra
et al. (1999a); David et al. (1998)) and point to different mechanisms of heating deposition.

The temperature profiles of Figure 4.5 may be used to place constraints on the ad hoc
heating functions often used when modelling different coronal structures (see, e.g. Wang
et al. (1998); Suess et al. (1999)). A high priority for future observations will be to fill the
gap between 1.2 and 1.6 Rgand locate where the electron temperature reaches a maximum,
thus providing further constraints on the heating mechanism at different altitude.

At distances of the order of 1.5 - 1.6 Rg streamers are usually said to be isothermal (see
e.g. Raymond et al. (1997); Feldman et al. (1998)). It is interesting to note that both the
convergence of the profiles from different ratios in Figure 4.5 (upper) and the DEM curves
from CDS spectra show the plasma to be isothermal also at lower altitudes. The second
peak in the March mid-latitude data is likely to be due to the hot loop system present in
the CDS field of view. Although our March structures are more or less consistent with
this claim, the May streamer shows evidence for a multi-temperature plasma, both from
the DEM analysis and from the Fe log R v. log T curves. More extensive observations are
needed in order to try to understand whether this is connected with relative instabilities
in structures, or whether it is linked to a special time in the streamer’s life. On the other
hand, the presence of lines from low temperature plasma may possibly be due to cooler
foreground or background material ~ Note in this connection that the corresponding EIT
images show the streamer to be close to a coronal hole structure — which, however, could

not affect the high temperature section of the DEM curve.

4.6.2 Electron Densities

Streamers’ densities have been investigated for some time, because they can be derived
from polarized brightness (pB) measurements. However, pB values usually only refer
to levels > 1.1 solar radii. The line ratio technique used have provide values at lower
heliocentric distances.

Doschek et al. (1997) derived off-limb densities for coronal hole and quiet Sun, using
Si VIIT and S X line ratios for distances very close to the solar limb. Their results in the
quiet region gave densities of 6-7 x107 cm™ for a distance of 1.15 Rg, somewhat lower
than the present results. In a later study, Doschek et al. (1998a) used a Si VIII line ratio

to derive a density profile with height, for an equatorial streamer. This profile shows a
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trend similar to the one presented in this chapter, but again with lower values overall.

Figure 4.11 shows some recent determinations of streamer densities, along with the re-
sults presented here. The streamer densities from Gibson et al. (1999b) refer to a streamer
observed only a few months after our observations were made. Gibson et al. in Figure
4.11 shows how the pB derived densities are consistent with the densities derived from
line ratios at low altitude, yielding a less steep profile of N, v. solar distance than would
be extrapolated from white light measurements only. Qur results from both streamers
confirm this trend.

Density measurements from UVCS data by Strachan et al. (2000) and Ciaravella et al.
(1999) are also shown in the Figure, together with another CDS study (Fludra et al.,
1999a). It should be noted that the streamers reported in this thesis do not show evidence
of the weak O VI emission core sometimes appearing in UVCS streamers. Hence the
present densities have been compared with values given specifically for the streamers’

“legs” by previous authors. Densities derived from UVCS measurements may vary from
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Figure 4.11: Streamer density v. solar distance for the present work compared to previous studies.
Squares are mid-latitude streamer (UVCS), and triangles are equatorial streamer (UVCS); the long-dashed
and dotted curves are from CDS Si IX ratios from, respectively, the mid-latitude and the equatorial
streamers. Solid line is density from Gibson et al. (1999b); dashed lire is from Fludra et al. {1999a);
diamond from Strachan et al. (2000); asterisk from Ciaravella et al. (1999).
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streamer to streamer not only because of real density differences but also because of lack
of simultaneous measurements of disc intensities. These latter are needed for a correct
usage of the relationship (see Section 4.5.2, Equation (3.38)) from which densities have
been derived. The influence of this factor is difficult to quantify since the size of any
variation in the O VI 1032 disc intensities cannot be easily predicted.

The March and May mid-latitude streamers appear to have higher densities than the
equatorial March streamer. Although in the low corona the March mid-latitude structure
may be affected by the presence of the hot loop at low altitude, the UVCS determination
yields a higher density as well and thus supports the CDS results. Future observations
will need to investigate whether this is an occasional episode or whether mid-latitude or

active streamers do have higher densities than quiet structures.

4.6.3 FElement Abundances

In this work, the absolute oxygen abundance in streamers at 1.58—1.6 R has been derived
by using two different methods: both agree in revealing an oxygen depletion, with respect
to the O photospheric abundance (log Ap= 8.93), which can be as much as =~ 80% in an
equatorial streamer (see Table 4.8). Even though it was not possible to identify the core
and the legs of the streamer as in Raymond et al. (1997, 1998), the present results agree
with the oxygen abundances found by these authors at 1.5 R and 1.75 Rg. There are a
few estimates of the oxygen streamer abundance in the literature: in the Raymond et al.
work, the oxygen abundance was found to vary in the streamer core from 7.5 to 7.8 and in
the streamer’s legs — or, when core/legs cannot be identified, in the overall structure from
8.3 to 8.66, while in Ciaravella et al. (1999) a value of ~ 8.8 is given for the O streamer
abundance, and a value of only 8.1 in a related transient event. These values point to a
large variation in O abundance, both within streamers and in different structures.
At lower altitudes, the oxygen abundance is hardly known and it is unfortunate that
no value can be derived from our CDS data. From SUMER observations, Feldman et al.
- (1998) found (at heights < 1.03 Rg) an oxygen abundance of 8.8 in equatorial regions. It
is not possible to tell from this single measurement, whether the O abundance decreases
with altitude, or whether the Feldman measurement refers to a particular streamer not
showing oxygen depletion.
In the solar wind, there are a few abundance determinations for oxygen. Wimmer
Schweingruber (1994) gives 8.72 for the slow wind and 8.8 for high speed wind: hence any
depletion of oxygen in the solar wind is too marginal to be convincing. On the other hand,

recent work by Aellig et al. (1999) finds an Fe/O ratio which changes as a function of the
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solar wind speed. Their flux- weighted average for the Fe/O ratio is (.11 + 0.03 and this
is consistent with the average Fe/O ratio of 0.13 derived here from UVCS abundances. In
deriving this value, an average of the oxygen values from Table 4.7 was used. A slightly
higher value is obtained if values from Table 4.8 are used, but it should be remembered
that in this case only the collisional component of the oxygen lines was used. These values
are also consistent with the in-ecliptic solar wind value given by Ipavich et al. (1992): it
might be interesting to check on Fe/O variation along/across streamers, in order to get
more insight into the slow wind origin.

For the other elements, at 1.58 — 1.6 Rg all abundances show a depletion, with re-
spect to their photospheric values, in agreement with the Raymond et al. (1997) results.
Although spectra at different altitudes are slightly different, not always allowing multiple
determinations of the abundance of the same element, the results I got are fairly consistent
with each other.

The scarcity of high FIP elements in the present UVCS and CDS spectra prevents any
detailed analysis of the FIP effect (e.g. Young & Mason (1997); Doschek et al. (1998b);
Laming et al. (1999)) either at low heliocentric distances or near 1.6 Ry,. However, stream-
ers are known to behave anomalously, as far as the FIP effect is concerned: Schmelz (1999)
pointed out that contrasting results have been obtained by Feldman et al. (1998) and Ray-
mond et al. (1997).

Present UVCS results support Raymond’s findings that low FIP elements are depleted,
with respect to their photospheric abundances, but puzzling results were obtained for the
(only) two high FIP elements in the present spectra. Raymond et al. (1997) find high
FIP element depletion to be about a factor 2 larger, e.g. for O, Ar, S, than for low
FIP elements, such as Si, Fe, Al. In the present analysis, oxygen is found to be more
depleted than low FIP elements, but Ar is consistently found to be less depleted than
low FIP elements. It is difficult to explain this behaviour, but it is not unusual to find
some inconsistency in the “behaviour” of high FIP elements. For instance, in the 1997
Aug 21 streamer analysed by Raymond et al. (1998), an O enhancement of about a factor
2, with respect to coronal abundances, corresponds to a S depletion of about a factor
3.5 (still with respect to coronal abundances). The dependence of the FIP effect on the
streamer type (whether it is a stable, quiescent structure, o-r an active phenomenon, to
which fresh photospheric material can occasionally contribute), and possibly also on the

streamer lifetime, are still poorly known issues, which deserve further study.
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Chapter 5

Off-limb Observation of a

Macrospicule

This chapter is dedicated to the description of the analysis of data obtained by a sequence
of SOHO/CDS rasters taken off-limb in the south coronal hole on 6 March 1998. Three
successive observations were made with the Normal Incidence Spectrometer (NIS), the first
of which showed a jet-like feature visible in the chromospheric and low transition region
lines. The morphological characteristics and the short duration of this feature suggested
it was a macrospicule, such as previously seen in EUV images. The two remaining ob-
servations showed a quiet coronal hole. Their spectra were averaged and the results were
studied for any indication of plumes. This averaged data was then used as “background”
for the macrospicule plasma. The subtracted spectra showed clearer details of the feature.
In particular, a cloud of plasma was detected at about 30,000 km from the limb. Density
(Ne} and temperature (T,.) diagnostic studies were carried out on these data, revealing
departures in N. and T, here, compared with the background values. A velocity study
did not yield the results seen in previous work, with no evidence of rotational flows in the

data studied here.

5.1 Introduction

In this work a feature visible above the limb in the south coronal hole which has the mor-
phology of a macrospicule is investigated. The data available gave us the unique opportu-
nity to obtain a background to be subtracted from the image containing the macrospicule.
In this way, the characteristics of this feature could be studied and then compared with

those of the surrounding coronal plasma.
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5.2 The Observations

The data consisted of three successive off-limb observations of the same region in the south
coronal hole made on 6 March 1998. The full spectra (from 308 to 381 A and from 513
to 633 A) of a 120”x120" area were obtained by the Normal Incidence Spectrometer of
CDS (Harrison et al., 1995). The raster was built up by scanning the slit from west to
east over 30 steps, each of them with an exposure time of 160 s. The rasters were centred
at a distance of 1.08 Rp (1050”) from the Sun centre at longitude -89.9° (Figure 5.1) in
the SE quadrant. The spatial resolution was about 4" in both dimensions.

The standard CDS software was used for initial processing of the data (de-biasing,
the flat-field and cosmic ray removal). The spectra were then fitted using multiple Gaus-
sian line-fitting (Haugan, 1997), and the intensity calibration from Del Zanna (1999) was
applied (see Chapter 2).

The first raster was obtained between 10:41 and the 12:57 UT. Monochromatic images
of the observed region at this time are given in Figure 5.2. In this observation a spike-like
feature appears at the top left corner of the raster, in images from chromospheric and low
transition region lines, while it is scarcely visible in images from coronal lines (the Mg X
shown in the Figure has a contribution from an O IV line; see discussion in Section 5.7).
The sﬁla.r limb is towards the top, just out of the field of view, at solar Y=974"_ i.e. about
19" from the top of the image.

It is useful to note that each raster contains both spatial and temporal information.
As already stated, each raster is made up of a sequence of 30 exposures, obtained by
moving the slit from west to east. Each exposure lasts 160 s and an interval of about
270 s passes between two successive slit positions. The solar rotation can be neglected, so
two successive positions of the slit give the plasma intensity observed in different locations
(4" apart westward) with a time delay of about 270 s.

Referring to the raster images, each column represents the image of the slit obtained
during one exposure. Numbering the columns from left to right, starting from 0, the
feature is seen to be bright over several pixels along the Y-direction in the columns 4, 5
and 6 (corresponding to solar X ~ -40"). The O V image shows the feature extending
about 70" from the limb with a width of ~ 12”. This morphology and temperature of
emission are characteristic of a macrospicule.

The other two successive observations of the same area at 12:57 - 15:13 UT and 15:13
- 17:29 UT, do not show any indication of the feature. Considering that the time between

two successive rasters is about two hours, the feature appears to be short-lived, also
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a characteristic of macrospicules. Moreover, the evolution of the feature in successive

columns indicates a time scale of the order of 10 minutes (see below).

I}

Salar

Figure 5.1: Detail of 195 A SOHO/EIT image of the solar corona taken 6 March 1998. The CDS raster
is superimposed as a white rectangle to show its field of view. The image shows a well defined coronal hole

occupying the south pole.

5.3 The Background

The last two rasters show the coronal hole with no visible feature apparent in the location
of the macrospicule. These two sets of observations were averaged to provide a background
to be subtracted from the first raster. Figure 5.3 shows images of the averaged background
data, in the same lines as shown in Figure 5.2. The two Figures show that the only apparent
difference is the absence/presence of the feature. In order to ensure that these data taken
as background were properly used without contaminating the macrospicule analysis, they
were studied for evidence of plume plasma in the region occupied by the structure. A
plume might be in the line of sight to the macrospicule. If one was present it might vary
during the observations, this would affect the analysis of the macrospicule plasma after the
background subtraction. A plume emits mainly at upper transition region temperatures,

similar to the temperatures at which the macrospicule is seen here, and could therefore
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Figure 5.2: Monochromatic images of the first raster. The south solar limb is above the top margin of
the image by about 20”. The feature is brightest at columns 4,5.6, counted from 0 at eastern edge of the

image. It is clearly visible in the chromospheric and transition region lines and faintly visible in the low

coronal emission.
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Figure 5.3: Monochromatic images of the raster obtained averaging the second and third rasters. The

spectral lines are the same as Figure 5.2.

109



possibly cause confusion.

In averaging over the two observations there is no lack of information about the pres-
ence of plume plasma. The life-time for a plume is of the order of days (Deforest et al.,
1997), while in our case, only information on a time scale of hours could be lost by aver-
aging.

Once the average was formed, the first two rows of pixels closest to the limb (from
-60” up to 25" along the east-west direction) were selected, and the average of the spec-
tra over the two rows was obtained. A multi-Gaussian fit was performed, along the
X-direction. The fitting procedure, as already pointed out, is time-consuming. For this
reason the analysis was limited to the area of interest, and the data most distant from
the the macrospicule were excluded from this analysis. Profiles of intensity over the X-
direction were thus obtained by applying the fitting routine (Figure 5.4).

An intensity profile across plume and interplume regions generally shows an enhance-
ment in the plume location, visible in the chromospheric and transition region lines (Young
et al., 1999; Del Zanna, 1999). Figure 5.4 shows an example of the intensity profile obtained
for the present data, covering the emission of plasma at different temperatures.

The only lines that show a trend in intensity along the X-direction are the Mg VIII and
Mg IX lines. They increase towards the west. Looking at the full raster monochromatic
images of Figure 5.2, in fact, in the top right corner a bright feature is visible at those
wavelengths. The temperature of this emission indicates a plume. Of course, further
analysis of the data is required to establish the nature of the feature, but at a first glance
it appears to be a plume. In any case, the profile in intensity, is lower at the position (-
40") of the macrospicule. This means that even if this is plume materia), the macrospicule
appears to be outside this region. The line ratio technique (Mason et al., 1997) has been
applied to obtain electron density and temperature using the CHIANTI database {Landi
et al., 1999) and the Mazzotta et al. (1998} ionization equilibrium (see Chapter 3). The
profile of density along the solar Y direction shown in Figure 5.5 has been obtained from
the Si IX 349.87/345.13 A ratio. Using the same line ratio Young et al. (1999) found a
variation greater than a factor of two between the density in the plume and the interplume
region at the plume base. Del Zanna & Bromage (1999c¢) analysing a plume at the coronal
hole limb found very little variation in density between the plume and interplume regions at
this temperature. Wilhelm et al. (1998b) using the Si VIII 1440/1445 A found a variation
of about two in density between the centre of the plume and the interplume region, over
approximately the same solar distance as the data used in this thesis. The profile plotted

in Figure 5.5 shows a fluctuation in density, along the X-direction, at maximum of a factor

110



chot cm-2 s—1 arcs-2

oshot em~-2 s—1 arcs-2

ohot em—2 s~1 ares=2

OV 6297 AlogT = 5.4
T.4e+Q2[ T T T T T
1.1e+02
8.6e+01 -
6.2e+01
3.7¢+01 L L L 1 L
—-60 —40 -20 o] 20
Arcsec from Sun centre
Mg VIl 3150 Alog T = 5.9
6.6e+01 T T F T T
5.6e+01
4.6e+01
3.7e+
2.7e+01 L L L L o
—~60 -4Q -20 o] 20
Arcsec from Sun centre
Mg X 609.8 Alog T = 6.0
5.Be+01 T T T F T
5.2¢+01
4.7e+01
4.5e+01
3.6e+01 I L 1 : :
—-60 —40 =20 o] 20

Arcsec from Sun cenlre

phot em—2 s—1 arcs-2 phol em—-2 s—1 gres—2

phot cm~2 s—1 arcs-2

i.Je+01

i.2e+01

9.9e~+00

8.3e+00

6.6e+00

1.4e+02

1.2e+02

1.0e+02

B.6e+01

6.9e+01

2.5e+01

2.2¢+01

1.9¢+01

1.6e+01

1.4e+01

Ca X 557.8Alog T =58

L i 1 1

—40 —-20 G
Argsec from Sun centre

Mg IX 388.1 Alog T = 8.0

T

—40 -20 44 20
Arcsec from Sun centre

Mg X 6249 Alog T = 6.0

.

—-B60

—40 -20 0
Arcsec from Sun centre

20

Figure 5.4: Profiles of integrated intensities along the X direction, at a solar distance of about -1000” from

the sun centre, for ions emitting at different temperature. The data relate to the observations taken as

background.
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Figure 5.5: Electron density along the solar Y direction for the background coronal hole, derived from
the ratio Si IX 349.9/345.1. The vertical dashed lines indicate the region occupied by the macrospicule.
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Figure 5.6: Electron temperature along the solar Y direction for the background coronal hole. Asterisks
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the macrospicule.
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two, but a clear shape of a profile across plume and interplume regions is not present.

Figure 5.6 shows the profile of temperature derived from the Fe XII 364.467 / Fe
X 345.723, Mg X 624.9 / Mg IX 368 and O V 629.730 / O IV 554.513. Due to the
vicinity of the solar limb, where the solar activity is more evident, the different ratios
become more sensitive to the underlying multi-thermal plasma of the solar disc. However,
while the temperature from the oxygen ratio remains almost constant, the temperatures
from iron and magnesium ratios show a small increase from the west side of the raster
(positive distances from the Sun centre) to the east (negative distances from the Sun
centre). Wilhelm et al. (1998b) found a variation of about 20% in temperature between
the plume and interplume regions, with the plume slightly cooler. Del Zanna & Bromage
(1999¢c) also found plumes to be cooler than the surrounding coronal hole was.

What then appears from the present results is the possibility of plume material that
fills the west side of the raster. However, the area occupied by the macrospicule (the region
limited by the dashed line in the figure) is located away from that area. It needs to be
pointed out, however, that the lines chosen here for density and temperature determination
in plumes are not completely appropriate. Del Zanna & Bromage (1999¢) found that the
maximum emission of plume material is at about 8 x10° K, so that high transition regions
lines are more suitable, but those lines are scarcely visible in the present data. This issue
will be discussed later in the Section 5.7.

In conclusion, it can be said that the spectra obtained by averaging the two data sets
show signatures of plume material but not in the area occupied by the macrospicule, so it
can be used as a reasonable background for the macrospicule. It should be remembered
that plumes emit mainly in transition region lines, which correspond also to part of the
temperature range of emission of macrospicules. The plume material, if present in the
data, would have contaminated the macrospicule emission, and hence the results of a

diagnostic study.

5.4 Macrospicule Evolution

As mentioned, the feature that appears in these data occupies only about three pixels
in the X-direction. This implies that the data do not have a sufficiently high spatial
resolution to resolve the feature’s morphology along that direction. What is more likely
is that the data show, in the variation from one column to the next, temporal evolution of
the macrospicule.

Figure 5.7 shows the intensity variation of O V 629.7 A, along the Y-direction and
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along the X-direction, for the exposures of the raster where the feature is visible. An
example of the fitted spectrum is given in Appendix A.4 taken from the first pixel from
the top of column 4. Both the macrospicule and its background spectra are plotted.

In Figure 5.7, both the original data (left column) and the data with the subtracted
background (right column) are shown. Note that the time increases from top to bottom.
The left column shows how big is the difference in intensity among the different columns.
Column 5 is the most intense, while column 4 shows a shoulder around -1010”. This
behaviour of the intensity is much more evident after subtracting the background (right
column).

To estimate the off-limb extent of the feature it is necessary to estimate the size, in
arcsec, of the solar radius at the time of the observation. This has been done by estimating
first the location of the O V limb brightening, and then using the information that the O V
peaks at 4" above the photospheric limb (Mariska, 1992). To find the O V peak intensity,
the CDS synoptic data of the day were used, and 3 columns at both the sides from the
position X = 0 were selected from the raster. Then the O V signal was averaged over the
X direction for each Y position. In this way a smoothed profile along the Y direction was
obtained. Averaging over 6 pixels in the X direction removes small scale fluctuation of the
signal. The profile for the O V obtained here peaked at -977.8", so that 973.8" is the limb
radius derived. Moreover, this gives the relation 1”=714.7 km on the Sun.

Another effect to be considered in the present calculation, is that the X coordinate of
the feature is at -40” away from X = 0. This means that its distance from the Sun centre
is bigger than that calculated at the position X=0. At this position, the Y coordinate of
the closest row of pixels to the limb in the raster is -993”. A quick estimate gives that at
the position X=- 40" the distance from the Sun is 993.8", a difference that is much smaller
than the spatial resolution of the data (4”). Therefore this effect can be neglected.

For the results obtained here, the maximum of O V intensity plotted along column
4 corresponds to a height of 25,872 km (36.2"} from the limb. Interpreting the sequence
of plots as a temporal evolution of the same feature (neglecting the variation with the
width}, columns 6 and 5 give the phase of expansion of the feature into the corona. In
column 4 the intensity is already reducing and, looking at the right-hand figure, an isolated
cloud remains with its peak of intensity at -1010”. In column 3 the intensity near the top
is even lower than in column 6: just a faint brightness remains in the location of the
cloud. A possible interpretation of the intensity shown in column 4 is in the s'ignature of
expelled cool material from the macrospicule. Unfortunately, the lack of data closer to the

limb limit the information available here about how much this clond extends and how the
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Figure 5.8: Profiles of Si IX line at 345.1 A intensity with the solar distance, along the columns, from
top to bottom, 6,5,4 and 3. The left column shows the intensities from the unsubtracted observation. The
right column shows the intensities after having subtracted the background. The time between exposures

is 272 s while the exposure time is 160 s.
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macrospicule evolves nearer the Sun.

Figure 5.8 shows the same sequence for the coronal line Si IX 345.1 A. As expected,
the emission from hot plasma is less pronounced than from chromospheric temperature.
After the subtraction of the background a very weak signal remains.

What emerged from the profiles shown in Figure 5.7, was the necessity to make an
analysis of the plasma intensity pixel by pixel, instead of averaging over several of them
to improve the signal/noise ratio. Column 4 appeared to be the most interesting and,
considering that the signal there was good, it was decided to use that data to proceed in
the study of the feature. The study then continues with the search for further indications
that could eventually confirm the first interpretation of the data illustrated here. In the

next sections the density, temperature and dynamics will be investigated.

5.5 Velocity

The O V line proved to be a good diagnostic line because it is bright enough to extend
the study to several columns of data. The same four columns whose O V intensity profiles
are plotted in Figure 5.7 were used to investigate the plasma dynamics.

The absence in the profiles shown in Figure 5.7 of the peak intensity positions in the
exposures 5 and 6 (maybe situated out the field of view), led the author to estimate
the radial velocity of the plasma by identifying the position of the expansion front of
the macrospicule in each column. The first row of Table 5.1 gives the Y-distances from
the sun centre where the O V intensity drops to zero. These values are derived from
the right-hand column in Figure 5.7, representing the macrospicule data from which the
background was subtracted. The threshold of the drop in intensity was chosen as a fixed
value to be applied in all columns. The second row reports the distances in km from the
limb. The averaged values between two successive position are also reported. The third
row of the Table reports the time delay between the exposures. The fourth row gives
the derived velocities assuming steady motion. These values were calculated by using the
interval of distance between two successive exposures where the drop occurred, with the
assumption that their time delay was 271.6 s, and that 1” on the Sun corresponded to
714.7 km. The error on the velocity was estimated using the standard error propagation
method, assuming 1 pixel error (4”) on the estimate of the interval of distance covered
by the plasma between two successive columns on Table 5.1. The results clearly show a
decrease in velocity with the distance from the Sun. It is important to remember that

what is seen in each column is integrated over the 160 s exposure time. If the maximum
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velocity of 80.5 km s~! is considered, then during the exposure time the plasma would
have travelled about 12880 km (18”). This indicates that during the integration time
some information about the macrospicule evolution is lost. Moreover in this analysis the

assumption of uniform velocity across the macrospicule is made. Figure 5.9 (left) shows

Table 5.1: Dynamic of the macrospicule plasma deduced by the extent of the O V emission.

Column 6 5 4

Position + 4 (") -1027 -1058 -1068 -1078
(km from the limb) - 38,880 49,458 60,035 63,680 67,325 70,899 74,472
Time (s) 9271.6 543.2 814.8
Avg. Velocity £10.5 (km s~1) 80.5 98.9 26.3

Avg. Acceleration (km s~?) -0.20 -0.01

a plot of the velocity v. height reported in table 5.1. The graph on the right of the same
Figure, shows the derived heights of the cloud of plasma in the four successive exposures.
The time on the X axis starts {Time=0) with the first exposure. The overplotted curve is
a second order polynomial fit to the points.

The result of the fit gives an initial velocity of 81 km s™! and a (constant) deceleration
of -0.095 km s2. The deceleration here estimated is much less than the gravitational
deceleration of -0.274 km s~2. However, this last value is for the Sun’s surface, and it
should be remembered that the location considered here is the corona, where a lower
gravity is expected. An estimate of the gravity at this distance was made by using the
expression g(r) = (Mg G)/r?. Assuming a distance from the limb of 40,000 km, the
deceleration due to gravity worked out to be -0.244 km s~2. This connection is not enough
to explain the present results. One reason for this difference could be an inclination of
the trajectory with respect to the radial direction. If this was the case, then an angle of
inclination of about 70° is derived. On the other hand, if this was the case, evidence of
line-of-sight velocity should be seen in the data. From the parameters derived from the fit
on the trajectory, a velocity of about 220 km s=2 would, in fact, the expected along the
line of sight. This investigation is the next step in the present analysis.

Another interpretation of the dynamics can be made by looking at the left-hand plot
of Figure 5.9. It seems that the deceleration is not constant as the plasmoid moves out

from the limb. Hence, it could be that the approximation made in fitting the plasmoid
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Figure 5.9: Left: velocity v. height from the limb of the plasmoid expelled by the macrospicule. The
values are taken from Table 5.1. Right: Trajectory of the expelled plasmoid fitted over the estimated

position. The data refers to column 4.

trajectory does not hold. The last row of Table 5.1 reports the average deceleration values
derived from the velocity listed in the third row from the same Table. At the beginning
of the plasmoid motion, the deceleration assumes a value close to the solar gravitation.
Later, it is much lower, equal to the value found in the constant acceleration aproximation,
and the velocity seems to tend towards a constant value close to 20 km s~1.

Looking for a signature of transverse velocity, using Doppler shift analysis, was not an
easy task. The first thing to be noted is that the spatial resolution of these observations
is not ideal for this kind of study. In fact, the feature occupies about three spatial pixels
along the X direction. If rotational velocity were present in these data, it would be quite
difficult to see at this spatial resolution. Moreover, CDS was not designed for velocity
studies and instrumental effects on line broadening and wavelength shifts have been found
recently Haugan (1999). Using synoptic images, Haugan found that whenever a steep
gradient of intensity exists along the slit, positioned along the N-S direction, a systematic
red-shift is observed in the south hemisphere and a blue-shift is observed in the north
hemisphere. These shifts correspond to about 5 km s™1.

A tentative line-shift analysis was carried out on the O V line, and the results are
shown in Figure 5.10. The figure shows the position of the peak of the fitted line along
the slit, for the columns 3, 4, 5 and 6. The wavelength for the rest position is marked by
the horizontal dashed line. The data were used without subtracting the background, in
order to keep the signal/noise high. The Figure shows that in columns 3 and 6 the line

position remains almost constant within the limit of the error. While the data in column
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Figure 5.10: Positions of the centre of the peak line for the O V along the slit along each columns. From
top left clockwise: column 6, 5, 4, 3. The rest position of the line is marked by the dashed horizontal line.

3 appear largely unshifted, there seems to be a red shift in the column 6 data of about
0.03 A {(~ 16 km s~!). The isolated point at 629.8 A in column 3 has been checked and
found to be a spurious result due to the weak signal of the line. The other two columns
(4 and 5) instead, show a different behaviour. Column 4 has a red-shift increasing up to
-1025” (629.757 A), and then stabilized. The rest position of the line is 629.732 A, so
the corresponding velocity for that shift is about 12 km s~1. Column 5 sinows increasing
red-shift up to about -1020”, with a peak velocity of about 17 km s~!, followed by a return
toward the starting wavelength value at -1030”. The point -1007" showing low red-shift
is the result of a bad of fit: part of the line is missing, probably caused by the incidence
of a cosmic ray. After -1030"” the red-shift starts again, but the decreasing signal leads
to high uncertainty. Comparing the line positions with the intensity profiles, it can be
noticed that in column 4 there is a change in the intensity gradient at about -1010". This
is associated with a change in the gradient of the line shift.

The variation of the position of the line in column 5 seems not to have a corresponding

counterpart in the change of the intensity gradient. So, it seem difficult to establish how
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much the effects seen on the line position plot are due to the instrumental effect or to a
physical process.

The effect described here has been checked for other lines on the same detector, such
as Mg X (609.793 A), O ITI (599.597 A), Ne VI (562.8 A), to look for evidence of the effect
seen in the O V. Whenever there is a steep intensity gradient, like found for the O III, the
red-shift is slightly visible, while for a line like Mg X, where this gradient is not seen, a
constant position is found.

However, the velocities found are greater than 5 km s~!, so even allowing for this,
trasverse flows of about 17 km s™! are found in columns 4-6. On the other hand, this flow
does not reach the 200 km s™! expected for the case of constant acceleration of the plasma
and an inclination of the feature of about 70° to the radial direction mentioned above.

Evidence for O V line broadening have also been checked for in the single pixel data,

without obtaining positive results.

5.6 Density and Temperature

In light of the discussion of Section 5.4, in which the ejection of a cloud of cool material from
the chromosphere was proposed, to explain the observations its density and temperature
characteristics needs to be considered. In the previous section it was shown that there was
little evidence of bulk motion perpendicular to the radial direction. However, flows out
from the limb in the radial direction were found. The speed appeared to decrease with
time and tend towards about 20 km s~!.

The data in column 4 clearly show the effect of the structure in the intensity, so these
data were selected for further analysis, applying spectroscopic diagnostics to obtain tem-
perature and density information. Implicit in the analysis was the assumption that by
this time the flow was sufficiently reduced to allow ionization equilibrium. The unsub-
tracted data were used because of the low signal in column 4 after the subtraction of the

background.

5.6.1 Density

Densities have been plotted in Figure 5.11 as a function of distance, measured in arcsec
along the slit direction. Results are shown for ions with peak emission at temperatures
ranging from chromospheric to low corona: O IV (T=2x10° K), Mg VII (T=6.3x10® K),
Mg VIII (T=7.9x10° K) and Si IX (T=1.3x108 K).

In the Figure, the temperature of the emitting plasma increases from the top to the
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bottom. Beside the quite large uncertainty, the density from O IV (logT=5.3) increases
with the distance up to -1020” by more than one order of magnitude, and then starts
decreasing,.

The Mg VII ratio shows instead a different behaviour: first the density decreases,
then increases up to about -1030” and then decreases again. Also in this case the density
changes by more than one order of magnitude.

The profiles derived from Mg VIII lines and Si IX involve a minor variation of the
density with the distance, but still enough to show a slight decrease between -1005" and
-1020" where it raises towards higher values. Note that the raise visible in these last two
profiles, is located two pixels ahead of the point where the density derived from O IV
peaks, that is at -1020".

If we rely on the trends shown in figure, a possible qualitative interpretation can be
drawn. It was mentioned that the increase of O V intensity shown in Figure 5.7 column
4, has been interpreted as the signature of an expelled cloud. If this is the case, the
hot coronal material previously occupying the cloud volume will be replaced by cooler
macrospicule plasma and, eventually, will be pushed forward. This picture could justify
the increase of density seen from the oxygen ratio and the decrease of densities from the
other ratios, between -1005"” and -1020"-1030". The constant densities from the coronal
lines, obtained beneath -1005", together with the decrease of density from Mg VII and
increase from O IV at the same distances, may be the indication that at these distances
the space is filling back with hot coronal plasma. Moreover, the step in density at 1030
seen in the hottest lines, may be interpreted as the hot material pushed ahead of the cool
cloud.

It is worth remembering that the density derived here is an average over the whole
line of sight. This is the reason why major fluctuations in density are seen using ratios of
cooler lines. The observed O intensities are emitted predominantly by the feature: it is not
expected to see O IV and O V in the off-limb hot corona. The observed Mg VIII and Si
IX are instead emitted in that region, and a very small contribution will then arrive from
the volume occupied by the macrospicule. An attempt to compare the density obtained
here for the macrospicule, and that from the background was made. The column 4 in the
data used as background was selected and a check over the spectra revealed that the only
ratios usable for density diagnostics were the Mg VII and Si IX. The O IV turned out to
be too faint to be reliable.

The densities so derived in the background are shown in Figure 5.12 by the asterisks.

The densities from the macrospicule derived using the same line ratios are overplotted in
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represent the probable error.
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the same figure using the diamond symbol. Looking at the magnesium ratio, for distances
less than -1010” the background density is higher than that in the macrospicule. Above
that, the macrospicule material seems to become more dense. What the silicon ratio
shows, instead, is that the densities are similar in the macrospicule and background. This

again may be further evidence of the interpretation given above.
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Figure 5.12: Density from Mg VII 319.0/365.2 (top) Si IX (bottom): asterisk represent the observed

background; diamond is from the macrospicule.

5.6.2 Temperature

A comparison between the temperature behaviour of cool and hot plasma can be seen in -
Figure 5.13. Here the temperature profile derived from O V 629.7/ O IV 554.5 A, Ne
VI 562.803 / Ne V 572.33 A and Mg X 624.9 / Mg IX 368 A ratios are shown. Each
plot shows the values derived from the observation of the background (asterisk) and the
macrospicule (diamond). In coronal holes, lines like oxygen and neon become faint not
far from the limb, so that here the temperatures have been derived only for distances up

to -1040”. The results show a small change with the distance for both the macrospicule
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and the background. Clearly the plasma is not isothermal, because different ratios gives
different temperatures. Moreover, the Mg ratio indicates that there is no change in the
temperature between the background and the macrospicule. On the other hand, visible
fluctuations are visible in the background temperature from the O and Ne ratios, while the
macrospicule seems to assume more stable values. In particular, the macrospicule oxygen
temperature is higher than that of the background above -1010”. The temperature from
. the Ne shows, instead, to be always lower in the macrospicule than in the background.

This temperature behaviour is consistent with the presence of the cold cloud at about

-1010", as will be discussed in the next section.

5.7 Discussion

The observed feature discussed in this paper has been classified as a macrospicule. The
¢ool line visible in our spectra, the He I (logT=4.5), showed it as a very bright feature,
confirming that chromospheric material was ejected in the corona. The upper limit in
temperature of the emitting macrospicule plasma was not easy to recognize. Clearly
visible in transition region lines, the feature tended to disappear for temperatures above
log T = 5.8. However, a faint signature of the feature was present in the Mg IX 368.070
A (log T = 6, blended with a Mg VII log T = 5.8) and seemed to become brighter in
the Mg X lines (log T = 6). The Mg X 624.941 A line is blended with 0 IV 625.853, so it
cannot be excluded that the visibility of the feature at this wavelength is due to the cool
oxygen line. The O IV 608.397 A is, instead, far enough from the Mg X 609.793 A and
can be deblended. On the other hand, the intensity profiles of the fitted Mg lines derived
for column 4 do not show the same evolution as the O V, with a peak in intensity far
away from the limb. It is therefore difficult to establish if there is any contribution from
the macrospicule at coronal temperatures.

The intensity profile was also checked for other lines emitted over a logarithmic tem-
perature interval of about 5.9-6.1 (Fe X 345.7 A, Ca X 557.5 A, Si VIII 319.5 A, Fe XII
364.5 A). No indication of the macrospicule was visible.

In the literature this issue is still open. Pike & Harrison (1997) and Banerjee et al.
(2000), for example, claimed that their macrospicules were visible in the million degree
temperature Mg IX line, while Wilhelm (2000) did not find any signature in the Mg X
624.41 A. Withbroe et al. (1976) saw a depletion in the same Mg X line, attributing this
effect to the absorption of Lyman continuum at that wavelength. They found that the

maximum absorption was located 20” from the limb. That corresponds approximatelly to
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the starting point of the observations presented here. The absorption at the Mg X line
could be the explanation for the non-visibility of the feature at that wavelength. Because
the present data did not include points closer to the limb, it was not possible to check
fully for this property, even if there is no signature of absorption in the available data.

In this work there are no significant indications in favour of hot material emitted by
the macrospicule. The density and temperature results derived from different coronal line
ratios in the macrospicule, showed that here there is no difference from the background val-
ues. The density values from the coronal Si IX line ratio are, moreover, in good agreement
with the values derived by Fludra et al. (1999a} above the quiet coronal hole. Another
factor that may explain the enhancement in the Mg X intensities is an enhancement in
the element abundance (Section 3.11). If this were the case, all the visible Mg lines should
show the same behaviour. However, this was shown not to be the case.

Density and temperature derived from ratios of lines emitted over transition region
temperatures, instead, have fluctuations that resemble the presence of a feature already
observed in the line intensities. Moreover, they are consistent with values derived from
observations of macrospicules in radio wavelength (Habbal & Gonzalez, 1991), and in
white light He (Loucif, 1994).

The data from column 4 led to the interpretation that a cloud of cooler and denser
material was expelled in the macrospicule. Comparing the peak of intensity in the O V
and the density derived from the same element, the maximum distance reached by the
core of the cloud can be assumed to be 1020” (46" from the limb, or 33019 km). This is
an encouraging result, considering that previous studies found expelled material reaching
a maximum distance of 39,000 km (Karovska & Habbal, 1994) and 33,000 Withbroe et al.
(1976). However, lower values for the maximum altitude reached by these plasmoids were
also recorded in Ho and H-Lyman lines (Delannee et al., 1998; Georgakilas et al., 1999).
The authors justify these as a probable consequence of the hydrogen ionization that occurs
as soon the chromospheric material is ejected into the hotter corona.

The outflow velocity estimated here does not appear to be as large as found for other
short time-scale events like jets a.nd turbulent events (i.e. Brueckner & Bartoe (1983); Wil-
helm et al. (1998a); Ryutova & Tarbell (2000)). The expansion velocities are comparable
to the outflow velocity derived in the interplume regions (from O VI 1032/1037 ratio) of
67 km s~! over the same distance by Patsourakos & Vial (2000), even thought Wilhelm
et al. (1998b) found a slightly lower velocity of about 40 km s~ at 1.1 R from Si VIII line
widths in the interplume region. Our results from the study of the background, confirms

that the macrospicule is not located in a plume environment where, instead, no measurable
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velocity was detected (Wilhelm et al., 1998b). If the macrospicule and surrounding plasma
have comparable velocities, as the plasmoid moves in the corona, not much compression of
the plasma would be expected on the expansion front (about -1030” in our case), although
some variation in density and temperature is reported here.

Transverse velocity components are not easily recognizable in these data. The max-
imum shift registered was about 17 km s~! toward red, while no blue shift components
were noted. The source of these small shifts was not easy recognizable and could have a
possible instrumental contribution. Even if real, they tend to be a minor effect compared
to previous studies. The maximum velocity previously deduced from doppler-shift EUV
data, appeared to be located between 20" and 30" (Pike & Harrison, 1997) and 30"-43"
from the limb (Wilhelm, 2000} with values higher than 100 km s~!. These distances fall
at or outside the lower limit covered by our data (where 30" above the limb is at about
-1004"). On the other hand, Pike & Mason (1998) derived much lower values of a few
tens of km s™! at 40”-50” from the limb. So this may mean that as the material reaches
certain distances it merges with the rest of the coronal plasma and/or is ioised, also loosing
velocity.

Studying the cloud trajectory, and applying a constant deceleration approximation,
a value for the deceleration was found that is less than expected from the solar gravity.
Previous studies attributed this to an inclination of the trajectory with respect to the line
of sight (Karovska & Habbal, 1994; Suematsu et al., 1995). These studies refer to spicule
and macrospicules, and the characteristic inclination found ranges from 61° to 74° with
respect to the radial direction. The value found in the present study is included in that
range. However, if this was the case, a line shift effect on the lines would be expected,
because the lines shift when there are line-of-sight velocities. The line-shift study presented
here, however, does not support this theory, because only velocities of the order of 17 km

s-l

were found. Moreover, the data indicated that the deceleration was not constant.
In particular, close to the limb it assumed a value close to the solar gravity, while at a
larger distance it became almost zero. In conclusion, what seems more probable is that
the feature was extending from the limb in an almost radial direction. Once the plasmoid
was expelled, it changes its acceleration by merging with the surrounding ambient flow.
However, note that here only an estimate of velocity and density are given. The method
used to determine the cloud position in each exposure could have affected the results.

The important unresolved questions concern the mechanisms that generate these fea-

tures and where they take place in chromosphere. Wilhelm {2000} discussed the origin

of spicules and macrospicules and, as other authors, indicated explosive events or a sub-
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class of them {Wang, 1998), due to reconnection in the chromospheric network boundary,
as possible initial stage for these features. In support of this, (Karovska et al., 1994),
using the image enhancement algorithm on Skylab images, resolved the fine structure at
a macrospicule’s base. They found a continuous interaction between these filamentary
spicule-like substructure that evolved through reconnections. Unfortunately the present
data lack any limb information and the macrospicula’s base could not be studied.

In conclusion, the signature of chromospheric material expelled from a coronal hole
was found in intensity, density and temperature from chromospheric lines. These proper-
ties lead to the classification of this event as a macrospicule. The data used here gave the
unique opportunity to separate the emission of the feature from that of its background.
This revealed the presence of a cool cloud released in the macrospicule, before its disap-
pearance. The time evolution and outflow velocity of this cloud were studied, and the
results showed that this short-lived feature expands into the corona with outflow velocity
of the same order as that of the interplume regions.

The absence of the macrospicule base in the data limited the information that was
possible to collect. Further work needs to be done to provide this information. Moreover,
the understanding of the expulsion mechanism reported here and the frequency of its

occurrence in the macrospicule events needs further investigation.
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Chapter 6

CDS Observations of a Loop
System and of a Coronal Hole

Boundary Region

This chapter describes an analysis of CDS observations of two additional coronal struc-
tures: (i) a loop system and (i} a coronal hole boundary region.

In the first section a detailed analysis is presented for a loop system which was observed
off-limb with CDS/NIS on 8 March 1998 (previously described only briefly in Section
4.2.3 and Figure 4.1 bottom). The aim was to study the different parts of the structure
in order to characterise their physical parameters (densities, temperatures and element
abundances). The analysis mainly involves DEM evaluation.

The following section then describes the study of a coronal hole boundary region,
observed off-limb on 7 March 1998. In these off-limb data, the NIS FOV clearly shows the
boundary between the coronal hole and the streamer (Figure 6.10). A diagnostic study

was again applied to the data, in order to characterise these boundary areas.

6.1 The Loop System

6.1.1 The Data

Referring to Figure 4.1 (bottom), the south-west part of the solar limb on 8 March 1998
is occupied by a loop system. This loop is clearly visible in many bright high-temperature
coronal lines. The CDS data consisted of two successive observations of the same region
taken with the UCLAN_N2 CDS study already described in Chapter 4. The data have

then been processed following the standard procedures described in Section 2.3.1. Figure
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6.1 shows the area covered by the first raster as it appears on monochromatic imagés in
lines emitted by different stages of ionization of iron. The temperature of the maximum
lonization fraction for each ion is indicated in the Figure, ordered from top to bottom.
Clearly, the Figure shows the presence of plasma at different temperatures. Each image
shows a different part of the loop, with the hottest region at the top of the loop.

Figure 6.2 shows the same area observed with the second raster. Some changes in the
loop structure evidently occurred in the time between the various slit exposures. The
purpose of this study was the analysis of the general characteristics of the loop and its
surroundings. In fact, the spatial resolution of these data does not allow isolation of any
fine structures of the loop system. Initially it was intended to average the two rasters in
order to improve the S/N, but this plan was later abandoned. In fact, due to the changes
in the loop configuration over time, such an average would have smoothed the spectra
and it would have been more difficult to distinguish between the plasma loop and its
surroundings. The first raster was chosen for the subsequent diagnostic analysis, because
it appeared to have a more compact loop region towards the centre of the ra;ster, clearly
distinguishable from the surrounding material.

Two areas of the raster were selected (Figure 6.3): one at the loop top, where the loop
is brighter in the highest-temperature lines; and one closer to the limb (hereafter named
loop base) where the plasma appears to be cooler, as shown in Figure 6.1. The spectra have
been spatially averaged over these two areas in turn, to obtain a higher signal/noise. The
averaged spectra have then been analysed following the standard procedures described in
Section 2.3.1. In particular, line positions and intensities were obtained for all the lines in
the spectra, with multiple Gaussian fitting.

These spectra are unusual in that they were emitted by high temperature plasma, with
negligible contribution from the cooler lines. Moreover, the scattered light background,
which is usually present in NIS on-disc spectra, was almost absent. This has enabled the
identification of lines that are not normally clearly visible. Many of these lines have been

identified in CDS spectra for the first time here, as described in the next section.

6.1.2 Results
Line Identifications

Figures 6.4 and 6.5 show the parts of the NIS 1 and NIS 2 spatially-averaged spectra where
the newly identified lines are. They have been indicated by an arrow. The spectra for the

base of the loop system (bottom of both figures) show much higher intensities because that
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Fe X 345.7 A log Fe XI_352.7 Alog T = 6.1

Fe XIl_ 3645 A log T = 6.1 Fe Xlll_320.8 A log T = 6.2

Fe XIV 334.2 Alog T = 6.2 Fe XVl 360.8 A log T = 6.3

=

Figure 6.1: Monochromatic images of the first raster showing the loop system. The temperature of the

emitting plasma increases with the stage of iron ionization.
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Fe X 345.7 A log

=

Fe X 352.7 Alog T =61

Fe XiIl_364.5 A1 Fe Xl 320.8 A log T = 6,2

Fe XIV 3342 Alog T = B.2 Fe XVi 360B A log T = B.3

Figure 6.2: Monochromatic images of the second raster showing the loop system. The chosen lines are

the same of the previous Figure.
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Figure 6.3: Areas of the raster selected for analysing the top and the base of the loop.

area was much closer to the limb. However, a few faint lines appear in the loop spectra
that are not visible in the cooler spectra closer to the limb.

For line identifications in CDS/NIS spectra, the most complete references are Brooks
et al. {1999) and Del Zanna (1999). The Brooks et al. (1999) atlas identifies most of the
lines present in NIS spectra, but the cataloguing used quiet Sun data and so is not suitable
for the present data. The more extensive compilations presented by Del Zanna (1999)
included other line identifications, but no active region off-limb spectra were presented.
Other useful references for line identifications in the NIS waveband are the papers based
on the SERTS-89 active region observation. The SERTS spectra are particularly useful
for line identification because of their higher spectral resolution. For example, Thomas &
Neupert (1994) present a detailed line list that also includes high-temperature lines. Young
et al. (1998) slightly revised the instrument calibration and some line identifications, and
made detailed comparisons with the CHIANTI database.

However, further analysis was necessary here in order to identify those lines visible in
the spectra of Figures 6.4 and 6.5, which were not previously catalogued. The CHIANTI
database was used for this purpose. The first step involved looking for theoretical lines

that the database predicts to be visible at the observed wavelengths. Given the CDS
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Figure 6.4: Average NIS 1 spectra for the loop top area (top) and the loop base (bottom). The new

identified lines are indicated by an arrow.
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identified lines are indicated by an arrow.
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spectral resolution, this implies the presence of more than one theoretical line for each
observed line. The identification is made by selecting the lines with greater emission, given
the physical conditions of the observed plasma (density and temperature). For example,
Figure 6.6 shows the contribution functions (see Section 3.1.2) for the candidate lines to
the observed line at 350.5 A. From the figure, Na VII 350.645 A and Fe XVII 350.496
A appear to be two possible identifications. These two lines have peak emissivities at
very different temperatures but of similar strength. A further selection can then be made
by taking into account the plasma conditions: this observation was taken off-limb where
any contribution from cool plasma is negligible, as verified by the spectra. Moreover, the
presence of very bright high-temperature lines such as those emitted by Si XII and Fe XVI
immediately suggests the presence of plasma at a temperature more than a million degrees.
Therefore, Fe XVII seems to be the better candidate for the observed line. However, if we
suppose that the plasma is isothermal at logT" ~26.2, then from the figure we could conclude
that both lines equally contribute to the observed intensity. This example clearly shows
that a definite line identification can only be obtained with a full DEM study. Moreover,
possible second order lines in NIS 2 had to be considered.

Following the procedure used to identify the line 350.5 A described above, the new
lines listed in Table 6.1 have been identified.

N

CHIANTI SPECTRAL CCDE

10_24 T T T T T |- T T T T T T

fon Eq. : mozzotta_etol
—25 constant density: 3.00e+08 [ cm™ ]
10 I~ Abund. : fetdman —

10”281

Ab(X)=C(T) [ erg cm® 5™ st™ ]
=

10730

~-31

5.0 5.5 6.0 6.5 7.0 7.5
log T[ K ]

10

Figure 6.6: Contribution functions vs. temperature for the theoretical lines close to the line observed at
350.5 A.
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Table 6.1: List of newly identified lines (not previously identified in CDS spectra) visible in the data
from the loop system . The first column gives the observed wavelength; the second column gives the
identification; the third column gives the transition; the fourth column gives the logarithmic temperature

for the emission peak.

Observed A Identification Transition log T
350.5 Fe XVII 350.496 2p® 3s %Py - 2p°3p 3Ds 6.71
Na VII 350.645 2p ?Py/q - 25 2p* *Pajn 5.79

366.8 Fe X 366.580  3s® 3p*(3P) 3d *Fs,2 - 35 3p°(3P*) 3d 'F  5.99
Ni XVII 366.797 352 1Sg - 35 3p *P, 6.44

525.9 Ar IX (2 lines) 2p° 3p *D; - 2p® 3d 3F, 6.07
Ar VIII 526.449 3p ?Py2 - 3d *Dy;s 5.61

541.1 Fe XIV 270.507 3s® 3p *Pays - 35 3p® 2Py, 6.28
545.5 Ca XIV 545.213 S3/2 - *Paj2 6.5
Si VII 272.638 2p* °Py - 25 2p° 3P, 5.79

552.7 S XII 552.990 25 2p *Py/, - 25 2p° *Pypa 6.32

Temperature and Density Diagnostics

Due to the hot environment of coronal loops, the electron density could be estimated by
applying the line ratio technique not only to lines that are emitted at coronal temperatures
(SiIX, Si X), but also to lines emitted by hotter plasma (Fe XIII and Fe XIV). The results
are shown in Table 6.2.

The table shows that the densities derived from the ratios of cooler lines are lower than
those derived from the high temperature ratios. Similar behaviour was found in a study
of limb active regions by Mason et al. (1999).

Assuming that the emission of the hot lines, such as Fe XIV, comes almost completely
from the loop, it appears that the loop is much denser than the ambient corona. However,
the results from the iron line ratio for the loop base and for the top are not consistent. The
Fe XIII ratios imply the loop top is denser than the base, while the opposite is obtained
from Fe XIV lines.

Table 6.3 shows the electron temperatures derived using the line ratio technique. A
range of lines that are emitted in the interval 5.98 < logT' < 6.41 has been chosen.
The table shows that the plasma was not strictly isothermal, either at low or higher
distances from the limb. In fact, different line ratios indicate different temperatures. In
particular, line ratios derived using higher ionization stages indicate higher temperatures.
This example clearly shows the importance of deriving a DEM distribution, since no single

temperature can be defined in this case. Such a DEM analysis will be presented in the
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Table 6.2: Electron densities derived from the line ratio technique. The columns indicate: (1) the ratio
used; (2) the maximum temperature of emission;'(3) the density values at the base of the loop area; (4)
the density values at the top of the loop. The Mazzotta et al. (1998) ionization equilibrium balance was

used.

Ratio Thaz N, Loop Base Ne Loop Top
(10° K) (10% cm™3) (10% cm—?)

Si IX 349.9/341.9 126 3.8(-0.2; +0.2) 2.4 (-0.4; +0.3)

Si X 356./347.4 1.38 6.0 (-0.3; +0.3) 4.7 (-0.5; +0.3)

Fe XIII 320.809/348.183 1.58 9.6 (-0.2; +0.4)  13.0 (-0.6; +0.9)
Fe XIII 320.809/321.400 1.58 9.4 (-1.0; +0.6) 11.2 (-0.6; +1.4)
Fe XIV 353.831/334.172 1.81 20.0 (-0.5; +0.5) 16.0 (-1.1; +1.1)

next section.

The table also shows that the loop top has higher temperatures than the loop base.
In particular, the difference in temperatures found at the loop base and at the loop top,
derived from the lines at higher stage of ionization, is higher. This may be an indication
that the line of sight of these latter lines is mainly limited to the loop.

The results from measurements of the background corona, over the hight considered
here, generally give a temperature of about 1 MK. This is close to the values found from
the Fe XI/Fe X ratio. This means that the contributions to these observed lines arise
also from the foreground/background plasma in front or behind the loop system. The Mg
ratio shows about the same variation, from the loop top to the loop base,as Fe XVI/XIV
(~ 11%) and this may be due to using the Mg X line. This is a Li-like line and its
contribution function is very extended at higher temperatures. In a plasma which is not
strictly isothermal such as the one observed here, such a line has significant contributions
from a wide range of temperatures, so that it is more sensitive when the temperature
changes.

The temperatures derived from the highest stages of ionization of iron (Fe XVI/ Fe
X1V and Fe XIV/ Fe XIII), are in agreement, and give a maximum temperature at the
loop top of 2.33 10° K. It is interesting to compare these results with the temperature
profile already shown in Chapter 4 (see Figure 4.5 bottom). In the latter case the profile
was obtained by averaging the spectra from areas obtained by radial slices covering all the
raster (for further details in 4.5.1). Even so, that profile shows clearly that the environment

is not isothermal, from its base to the upper height covered by the observations.
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Table 6.3: Electron temperature derived applying the line ratio technique for different ratios. The

Mazzotta et al. (1998) ionization equilibrium was used.

Rat.ip

Loop Base
T. (10° K)

Top Loop
T. (10 K)

Mg X 609.793 / Mg IX 368

Fe XI 352.662 /Fe X 345.723

Fe XII 364.467/Fe XI 352

Fe XIII 348.183/ Fe XII 364.467
Fe XIV 334.172/ Fe XIII 348.183
Fe XVI 360.761/Fe XIV 334.172

1.24 {-0.01; +0.01)
1.25 (-0.01; +0.01)
1.29 {-0.01; +0.01)
1.25 (-0.01; +0.01)
1.94 (-0.01; +0.01)
2.00 (-0.01; +0.01)

1.38 (-0.01; +0.01)
1.30 (-0.03; +0.03)
1.40 (-0.02; +0.02)
2.33 (-0.03; +0.03)
2.33 (-0.03; +0.03)
2.29 (-0.01; +0.01)

The Differential Emission Measure and Element Abundances

The DEM technique (Section 3.2) was applied to these data in order to derive the relative
element abundances and the temperature distribution. The analysis was done for two
cases: (1) using the Arnaud & Raymond (1992) ionization equilibrium balances and the
Feldman et al. (1992) coronal element abundances; (2) using the Mazzotta et al. (1998)
ionization equilibrium and the photospheric abundances of Feldman (1992). The two
results will be compared.

Figure 6.7 shows the DEMs of the loop top for the two cases (case 1:top; case 2:bottom).
The relative element abundances were derived with respect to iron, following the technique
described in Section 3.2. The abundance results for case 2 are shown in Table 6.4.

Referring to Figure 6.7, the two cases show very similar DEM distributions, with
significant emission measure in of the off-limb plasma above a million degrees. Some of
the differences are attributable to the use of different abundances. In particular, the DEM
values are shifted because of the use of different absolute abundances, and because most
of the lines are from low-FIP elements. This clearly shows the importance of knowing
the absolute element abundances. In both cases the DEM shows a double peak with the
two cases showing peaks at the same temperatures. The first peak is centred around log
T'=6.1, and corresponds to the standard temperature of the coronal background emission;
the second peak is around log T=6.4, and is due to the emission of the loop system. The
high emission measure of the second peak is expected, given the presence of hot lines like
Fe XVII, which are usually not visible in off-limb spectra such as the equatorial streamer
ones described in Chapter 4. Moreover, it is interesting to note that the amplitude of the

second peak is higher than the first. The DEM of the second case (bottom figure) can be
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Figure 6.7: Differential Emission Measure vs. temperature for the top of the loop system. The ionization
equilibrium used is top: Arnaud & Raymond (1992); bottom:Mazzotta et al. (1998). The temperature (T)

are effective temperature {Section 4.5.3 and Equation 4.2).
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compared with the one derived from the same raster but from a different area external to
the loop system (see Section 4.2.2 and Figure 4.10 bottom), since they were both derived
with the same ionization equilibrium and element abundances. The area external to the
loop system chosen as representative of the quiet streamer (Chapter 4) was located at
larger distances from the limb, compared with the loop top analysed here. Regarding the
second peak, it can seen that the emission measures for the data in Chapter 4 are lower,
to confirm that the higher temperature plasma is mainly confined in the loop. Moreover,
the loop top shows higher temperatures than the “quiet streamer”, as would be expected.

Regarding the first peak, centred at 1.26 108 K (Log T=6.1), we can see that in the
“quiet streamer” case (Figure 4.10 bottom) the peak is shifted toward higher temperatures.
This is as expected, since the emission measures of the first peak are associated with the
diffuse background coronal emission, which increases in temperature with height. As
already mentioned (Section 4.6), in the “quiet streamer” case even if the data refer to an
area external to the loop system, the presence of hot plasma is still significant.

Table 6.5 lists the results from the DEM analysis of the loop top area, using the Maz-
zotta et al. (1998) ionization equilibrium. The ten columns, list, from left to right: the
ion (or ions if a blend is present) used to calculate the DEM; the theoretical wavelengths
of the ion, for all the lines that may contribute to the observed line; the observed wave-
length of the line; the transition from which the line forms; the observed intensity in

2 571 sr~1; the ratio of the theoretical flux to observed flux; the error estimated,

erg cm-
given by a combination of the observed error and a assumed 10% error on the calculated
values; the effective temperature, defined in Section 4.2; the temperature of the maximum
of the contribution function; and finally, for a blended line, the percentage contributions
to the total observed flux. Only the most significant blends are listed.

The newly identified lines are listed in Table 6.1. The S XII line is well reproduced
by its theoretical line intensity, but this is not true for the Fe XVII line. The other lines
{except Fe XIV which is a second order line) were first included in the DEM calculation,
but were subsequently discarded, because their theoretical values included non-negligible
contributions from blends and, as has been noticed before (Section 3.2) this may affect
the DEM determination. For the Fe XVII line, the DEM derived here seemed to imply
that contributions to the observed line from other lines such as Na VII 350.645 A were
unimportant. One possible explanation for the disagreement between its theoretical and
observed value couid then be an erroneous observed intensity determination. The observed

line is very weak (see Figure 6.4) and an erroneous estimate of the background level may

have affected the total intensity value. Another explanation could lie in an incorrect
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ionization equilibrium using Mazzotta et al. (1998), rather then the Arnaud & Raymond
(1992) calculations. In fact, these two cases are quite different, and the Fe XVII line is in
good agreement with the other Fe lines if Arnaud & Raymond (1992) equilibrium is used.

Figure 6.8 shows the DEMs for the region at the base of the loop system. In both
graphs, the curve follows a path similar to that shown in the previous figure. Being closer
to the limb, the diffuse coronal emission (first peak) peaks at temperature lower than in
the previous Figure (were the data referred to the top of the loop, placed further out from
the limb). Moreover, the relative DEM is about three times higher the value for the loop
top. The contribution to the emission measure of high temperature plasma from the loop
is still present at the base of the loop, and with the same magnitude, but with its peak
at a lower temperature (log7=6.3). Results from the DEM analysis using Mazzotta et al.
(1998) are shown in Table 6.6. No specific studies of this kind have previously reported
for off-limb loops. Sterling et al. (1999) analysed the temperature structure of an active
region seen at limb, but did not present a DEM analysis. Most of the other detailed studies
found in the literature referred to on-disc active region observations. Brosius et al. (1996)
analysed EUV Rocket Telescope and Spectrograph (SERTS) data on active regions and
quiet-sun data and gave results for DEM distributions. These authors found a single peak
(logT=6.5) for one active region case, and a double peak (log T=6.2,6.7) for another case,
together with evidence for multi-thermal plasma. The different behaviour of the two cases
was explained by possibly different levels of activity in the two active regions analysed.
Two peaks DEM was also found by Monsignori Fossi et al. (1994) in a active region study
with SERTS.

Schmelz et al. (1999) also derived the DEM distribution for an active region combining
SERTS and YOHKOH observations. The authors found a DEM with a wide peak of
emission between logT=6 and log7'=6.5. Their curve also included contributions from low
transition region lines, which are absent in the off-limb case presented here.

Mason et al. (1999) derived DEMs of off-limb active regions, but they were very close to
the limb. Similarly to Schmelz et al., the DEMs derived show the presence of significant
amounts of plasma at 6.1 < logT < 6.7. Another example of DEM distribution with
temperature is found in an active-region CDS study by White et al. (2000). These authors
found a double peaked DEM with the higher temperature peak at log 7=6.4. The above
sets of examples from the literature, taken together, imply that each active region is
characterized by its own individual temperature distribution, and this would be also the
case for the loops that emerge from it.

It should be remembered that a slight difference in DEM values can arise from the
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Figure 6.8: Differential Emission Measure vs. temperature for the base of the loop system. Top: the
ionization equilibrium used is the Arnaud & Raymond (1992); bottom: the Mazzotta et al. (1998)
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use of different abundances, as already shown. The element abundance results from the
present study are shown in Table 6.4. The error on the listed values was estimated to
be £ 0.03 in logarithmic scale. The Table also lists the abundances derived for the area
external to the loop system (already listed in Table 4.11 (there referred as “Midlat Mar”).

It can seen from Table 6.4 that differences in elements composition at the three loca-
tions are quite small. The O and Ne abundances were not varied from the photospheric
values because there were no iron lines to constrain them. This argument has already been
discussed in Section 4.5.3. As in that case, oxygen and neon lines have only been used here
to constrain the DEM curve at low temperatures. The abundances of the other elements

(relative to Fe) were found to be depleted for the loop top. Meyer (1996) pointed out

Table 6.4: The element abundances (values in usual ‘dex’ notation) found for the base and the top of
the loop, and for the area external to the loop system. The abundances of ), Ne and Fe were fixed to the

photospheric values of Feldman (1992). The Mazzotta et al. (1998) ionization equilibrium was used.

Region 0 Ne Mg Al Si S Ca Fe

Photosphere 8.93 8.11 758 6.46 755 7.21 6.36 7.51
Base 893 811 740 650 750 - 640 7.51
Top loop 893 811 735 647 742 6.9 630 751
External 893 811 7.50 647 7.50 7.10 636 7.51

that different active regions show different FIP biases, by up to a factor of 4. As already
mentioned, it was not possible to measure the FIP bias in the present analysis. However,
it can be noticed that the Mg/Fe ratio found here for the loop top (0.69) agrees (within
the errors) with the value of 0.80 + 19 found by McKenzie & Feldman (1992) from an
active region observation. These values are quite different from the Mg/Fe photospheric

value of 1.17.

Despite the small variation in abundances, it can also be noted that the Ca/Mg and Si/Mg
values agree with the same ratio found by Widing & Feldman (1993) in Skylab data in
diffuse active region plasma. The authors give Si/Mg = 1.06 & 0.20 and Ca/Mg = 0.068
(Ca VIII) and 0.18 (Ca IX). The present data give the values of 1.26, 1.17, 1 of the Si/Mg
for respectively, loop base, top loop and loop external. The same ratio gives 0.93 for
photospheric values. The Ca/Mé found for these data are: 0.1, 0.09, 0.07 for the same

three regions. The photospheric value for the ratio from the same elements is 0.06.
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Table 6.5: Results from the DEM analysis on the top of the loop system.

calculated using the Mazzotta et al. (1998) ionization equilibrium. For details

see text above.

The theoretical lines are

on what each column lists,

Ton A(A) A (A) Transition L L/la +/- Tet Tmax %
O 111 599.597  599.5  2s* 2p? 'D, - 2s2p° Dy 03 052 023 506 5.03
o1V 554.513  554.6  2s® 2p *Pyy; - 25 2p* Py, 0.7 073 018 517 5.23
oV 629.730  629.9 252 180 - 25 2p 1Py 08 120 025 559 538
Ne VI 562.803  562.8 2s® 2p Py, - 25 2p? 2Dy 0.8 075 016 579 562
Mg VIII  315.03%  315.0 2p °Pyyy - 25 2p° *Pyyy 196 095 0.14 6.09 5.91
Mg VIII 339.006  339.0 2p *Pyyy - 2s 2p7 %8y, 44 101 033 6.09 591
Si VI 316205 3162  2s°2p 1Sy, - 252p* Py 366 169 0.20 610 5.93
Fe X 345.723  345.7  3s°3p°® *Pysp - 35 3p° ?S,,, 299 099 0.13 611 598
Fe XI 341.113  341.1  3s% 3p* %P; - 35 3p° %P, 355 057 0.07 612 6.06
Fe XI 369.153  369.2  3s° 3p* P, - 3s 3p° °P; 207 120 0.14 613 6.06
Fe X1 352.662  352.7  3s® 3p* 3P, - 3s 3p® °P, 893 093 010 6.13 6.06

Fe XII 352106 3521 3s° 3p® %Sy, - 35 3p* *Pyy 1167 0.97
Fe XII  346.852 346.8  3s°3p® *Sy/, - 35 3p**Py 2 721 081
Fe XII  364.467  364.5 3s” 3p® *Sy» - 35 3p* "P5,e 1990  0.84

Mg IX  368.070  368.1 2s% 'Sp - 25 2p 1P, 294.7  0.89
Fe XIII 368.2 3s® 3p® *P, - 3s 3p® *D;

Si X 621.079  621.0  2p *Py;2 - 25 2p® Py 24 058
Al X 332.789 3328 25% 'Sg - 25 2p 'Py 1104  0.68
CaX 574.010  574.0 3s 2172 - 3p *Pyys 81 1.08
CaX 557.765  557.8 3s 2Sy/2 - 3p *Pye 180 0.98
Fe XIII  348.183  348.2  3s? 3p2 ®Pq - 3s 3p® °D; 1461 1.20
Fe XIII 321400 3215  3s® 3p® ®P, - 3s 3p° P, 439 0491
Mg X 624.941  624.9 25 *Syy - 2p 2Py py 1468 1.05
Mg X 609.793  609.8 25 Sy/2 - 2p *Payy 3139 096
AL XI 550.031  550.1 25 Sy - 2p P30 503 1.14
Fe XIV 334172 3342 35 3p *P;» - 35 3p® *Dyy, 6577 0.68
S X11 552.990  552.7  28%2p Py - 25 2p° ‘Pypa 0.6 0.94
St XII 520665  520.7 25 ®Sy2 - 2p *Piy2 226.2 1.34
Fe XV 327011 3270 3s3p 3Pz - 3p? 'D, 59.4  1.05
Fe XVI  360.761  360.8 35 2Sys2 - 3p *Pyy2 1733.0 1.09
Fe XVI 335410 3354 35 2812 - 3p *Payq 3755.5 1.01
Fe XVII 350.496  350.5 35 °P2 - 3p °Ds 82 0.32

0.10 6.16 6.14
0.09 6.16 6.14
009 617 6.14
0.09 617 598 0.8
6.20 013
0.07 617 613
0.07 6.18 6.10
0.11 6.23 5.886
0.10 6.23 5.86
0.13 6.25 6.20
0.11 6.25 6.20
0.10 6.28 6.05
0.10 6.28 6.05
0.11 6.33 6.16
0.07 63> 6.26
0.25 6.39 6.34
0.13 6.39 6.28
011 640 6.33
0.11 6.42 641
0.10 643 641
0.08 646 6.72
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Table 6.6: Results from DEM analysis for the base of the loop system. The ionization equilibrium used

is Mazzotta et al. (1998). See text above for details on the columns.

Ton A (AY A (D) Transition L L/lo +/- Teg Tmax %
O III 599.597  599.6 2% 2p? D, - 252p® Dy 20 084 011 506 503

o1V 554.513  554.6 2s° 2p *Py;; - 25 2p* Py, 51 100 036 520 5.23

oIV 553.329  533.6 25 2p ’Py;, - 25 2p*%Pa,, 14 074 028 52 523

ov 629.730  629.9 2% 180 - 25 2p 1Py 100 123 013 546 5.38

Ne VI 562.803  562.9 2s* 2p *Py/; - 25 2p® *Dyyy 27 103 0.3 576 5.62

Ne VII  561.728  561.6 2s2p *P; - 2p? °P, 15 369 063 604 571 0.83
Ne VII 561.4 2s2p *P: - 2p? °Py 571 017
Mg VIII 313.754  313.7  25%2p ?P,,, -252p*°Py,, 493 091 011 6.06 5.91

Mg VIII 315.03%9  315.0 2p *Py/s - 25.2p% *Pyyq 125.7 095 0.10 6.06 5.91

Mg VIII 339.006  339.0 2p *P3sz - 25 2p° *Sy2 31.8 080 010 6.06 591

Si VIII  316.205  316.2  25%2p® *Sy,, - 2s2p**Py;, 1382 237 0.25 6.07 593

Fe X 345.723  345.7 3s® 3p® ?Py/p - 35 3p® %S, 1284 1.00 010 6.08 5.98

Al VIII  325.276 3254 2p? 3P, - 25 2p3%P, 91 133 028 608 59 035
Al VIII 325.3 2p? 3P, - 25 2p3 3P, 596 033
Al VIII 325.3 2p* *P, - 25 2p? P, 596  0.27
MgIX 368070  368.1 25% 'S5 - 25 2p 'Py 9684 1.14 011 6.09 598

Fe XI 341.113  341.1  3s? 3p* °Ps - 35 3p° 3Py 119.7 058 0.06 6.10 6.06

Fe XI 369.153  369.2  3s® 3p* 3P, - 3s 3p® ?P, 83.5 101 010 610 6.06

Fe XI 352.662 3527 3 3p*3P,-3s3p* P, 3306 085 008 610 6.06

AlX 332.789 3328 25% 185 - 25 2p 1P 2000 0.74 0.07 612 6.10

Si X 621.079  621.0 2p *Pyyz - 25.2p% *Pyyp 87 049 005 6.13 6.13

Ca X 574.010  574.0 3s *Sy/2 - 3p *Pyy2 329 087 0.09 6.13 586

CaX 557.765  557.8 3s 2Sy/2 - 3p *Paye 528 1.09 0.11 6.13 586

Fe XII  352.106  352.1 3s® 3p® S35 - 3s 3p® "Pay, 3401 0.88 0.09 6.13 6.14

Mg X 609.793  609.8 25 28,3 - 2p Py 7184 099 010 6.13 6.05

Mg X 624.941  624.9 25 2Sy;2 - 2p *Py2 3320 110 011 6.13 6.05

Fe XII  346.852 3469 3s°3p® “Sy/5 - 3s3p* *Py;» 1776 086 0.09 6.13 6.14

Fe XII  364.467  364.5 3s°3p® “Sy/5 - 35 3p* *Ps;» 5256 0.83 0.08 6.13 6.14

Al XI 568.120  568.2 25282 - 2p Py 44.1 087 0.09 6.20 6.16

Al XI 550.031  550.1 25 28,2 - 2p *Pyy2 785 1.00 011 620 6.16

Fe XIII  348.183  348.2  3s 3p2°%Po-3s3p®%D: 3010 1.13 011 6.20 6.20

Fe XIIT  321.400 3215 3s23p? 3P, - 3s 3p® 3P, 794 099 0.11 620 6.20

Fe XIV  353.831  353.8 3s® 3p *Py/p - 35 3p® ®Dsye 1617  1.05 0.11 626 6.26

Fe XIV 334172 3342 3s®3p °P/p- 3s3p® ®Dyye 7062 0.77 008 627 6.26

Si XII 520665  520.7 15’25 Sy, - 1s*2p ?Pyyp 2209 116 012 630 6.28

§ XII 538.680  538.8  2s® 2p ®Py/; - 25 2p° *Pyjq 50 078 011 631 6.34

Fe XV 327.011  327.0 3s3p P2 - 3p® 'Dy 373 096 0.11 632 6.33

Fe XVI  360.761  360.8 352812 - 3p 2Py yy 631.8 099 010 634 641 0.87
Fe XIV 360.8 3s 3p® 2Dy - 3p° *Dyys 6.25 0.13
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Monsignori Fossi et al. {1994) studing active region composition with the DEM tech-
nique, derived abundances relative to Fe, and found departure from photospheric compo-
sition that are similar to those derived here.

From these results, it appears that: (1) the abundance distribution deviates from
photospheric values; (2) Even if this loop system does not have a bright active region at

its base, its abundances are similar to those of active regions.

6.2 The Coronal Hole Boundary

On March 7th 1998, further CDS observations were made at the off-limb mid-latitude
position, in order to observe a polar coronal hole boundary region.. As described in Chapter
1, in many cases, at the boundary of polar coronal holes the quiet Sun consists of an
arcade system. The study of such region forms an important aspect in the understanding
of coronal hole structures and, how they interact with, and evolve with respect to, the

surrounding environment.

6.2.1 The Data

Figure 6.9 shows how the solar corona appeared with the SOHO/EIT 171 A filter on
the 7th of March 1998. The dark polar holes are visible at both the poles, together
with the bright arcade system that surrounded them (more clearly visible at the north
pole}. The CDS observations that were made on that day were full NIS spectra with the
120" x 120" raster (white square on the figure). The figure shows that the area observed
included the boundary between the coronal hole and a large streamer. Four successive
CDS rasters of the same area were carried out. These observations were analysed with
the standard procedures. An IDL routine was then written to average the four observa-
tions before further data processing. This was done to increase the signal-to-noise and
to remove the cosmic rays at the same time. Before the average was performed, each
raster was processed for debias correction. The average was I;erformed using the routine
AVG_WO_CR of the CDS software package. This procedure averages all the data for each
co-spatial pixel, but discards those which are more than 3 sigma above the rest of the pix-
els making up that average. In this way, the cosmic rays are automatically discarded. The
next step of the analysis was the application of the calibration, and then line intensities
were calculated in the usual way. An example of images formed from the resulting spectra
is shown in Figure 6.10.

Figure 6.10 shows monochromatic images in a few iron lines, formed at increasingly
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higher temperatures, from 1 x 10% K to 2.57 x 10° K (from top left to bottom right). The
top left corner of the raster is very close to the limb and, in fact, it appears very bright at
lower temperatures. The boundary between the coronal hole and the streamer becomes
more evident when observed in lines that are formed at higher temperatures (particularly
Fe XVI).

Figure 6.11 shows examples of images made from line ratios sensitive to variations
in density (top) and temperature (bottom), at coronal temperatures. It is evident from
the figure that the coronal hole differs from the streamer both in terms of densities and
temperatures.

In order to study in more detail the general plasma characteristics of the coronal hole

and streamer regions, two areas were selected for further analysis. They consist of two

Figure 6.9: EIT 171 A (Fe IX/X) image of the solar corona for 7 March 1998. The south and north
polar regions are clearly occupied by dark coronal holes. The bright arcade system is visible at the edges

of them. The white rectangle in the south-west quadrant indicates the position of the CDS/NIS raster.

equal square areas whose centre is placed at 1063.1” from Sun centre (= 1.1Rg), in both
coronal hole and the streamer. The selected areas are labelled in Figure 6.12, and are
named “A” for the coronal hole, and “B” for the streamer. The two areas were chosen to
be at the same radial distance from Sun centre, in order to remove any dependence of the

various parameters on the radial distance. The two spatially averaged spectra are shown
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Figure 6.10: Monochromatic images of the s10562 raster. The temperature of the emitting plasma

increases with the stage of iron ionization. The edge of the streamer is visible at high temperatures.
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in Figures 6.13-6.16, together with the line fits.

Sedr X
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ora a7 743
phal om=2 »=1 eree-3

Figure 6.12: The white squares represent the two areas selected for the analysis of the ambient coronal
hole {(*A’) and streamer (‘B’).

6.2.2 Results

For EUV coronal hole studies, density-sensitive lines that emit at lower temperatures than
1 x10% K (transition region lines) would be useful, because this area is generally cooler
than the quiet Sun. However, the data presented here refer to off limb observations where
the temperature is expected to be higher than on the disk. The emission from transition
region lines drops drastically there because the density drops quickly with height, and at
the same time the temperature increases. Only density-sensitive coronal lines can therefore
be used to infer the density profile in the coronal holes as already discussed in Chapter 5.

For this study, as before the Si IX 349.9/341.9 A, Si X 356./347.4 A, Fe XIII 320.809/
348.183 A and Fe XIII 320.809/ 321.400 A ratios have been used for electron density
determination. In addition, the Mg VIII 315.038/313.754 A ratio has been used (as in
Section 5.6}, as shown in Table 6.7. This ratio is only marginally density-sensitive in the
range 6 < logN < 8. However, in the present data these lines were sufficiently bright to
obtain another measurement of the averaged densities of the lower temperature plasma,
where Mg VIII is formed. As in the case of the density estimate, the choice of the lines to

be used for the temperature determination was guided by the expectation that the plasma
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Table 6.7: Electron densities derived from the line ratio technique for the coronal hole and its boundary.
The first column gives the ratio used, the second gives the temperature at which the emissivities were
calculated (equal to the temperature of maximum ionization fraction derived from Mazzotta et al. {1998)),
the third shows results for the arcade system {region ‘B’) the last column shows the results for coronal hole

(region ‘A’). The values for the density are given in cm™? and the errors associated are listed in brackets.

Ratio Tmaz N. Streamer Ne Coronal Hole
10° (K)  (10® cm™%) (10% cm™9)
Mg VIII 315.038/313.754 0.79 0.9 (-0.7; +0.7) 0.7 (-0.2; +0.2)
Si IX 349.9/341.9 126 2.1 (-0.1; +0.1) 1.1 (-0.1; +0.1)
Si X 356./347.4 1.38 2.8 (-0.2; 4+0.2) 2.0 (-0.1; +0.1)
Fe XIII 320.809/348.183 1.58 5.4 (-0.2; +0.2) 3.7 (-0.6; +0.7)
Fe XIII 320.809/321.400 1.58 6.0 {-0.6; +0.4) 3.8 (-0.9; +1.0)

Table 6.8: Electron temperature derived applying the line pairs technique for different ratios. The

Mazzotta et al. (1998) ionization equilibriuin was used.

Ratio

Streamer

T (10° K)

Coronal Hole
T. (10° K)

Mg X 609.793 / Mg IX 368

Fe XI 352.662 /Fe X 345.723

Fe XII 364.467/Fe XI 352

Fe XIII 348.183/Fe XII 364.467
Fe XIV 334.172 / Fe XIII 348.183
Fe XVI 360.761/Fe XIV 334.172

1.29 (-0.01; +0.01)
1.22 (-0.02; +0.02)
1.45 (-0.01; +0.01)
1.40 (-0.01; +0.01)
1.92 (-0.01; +0.01)
1.90 (-0.01; + 0.01)

1.09 (-0.01; +0.01)
1.07 (-0.01; +0.01 )
1.20 (-0.01; +0.01)
1.38 (-0.01 ; +0.01)
1.94 (-0.02; +0.02)
1.99 (-0.01; +0.01)

would have a temperature of about a million degrees. Moreover, lines had to be chosen
that were suitable for the diagnostics of both selected regions. The line ratios chosen are
listed in Table 6.8. The temperature of maximum emission of the lines falls in the range

9.54 x 10° < T < 2.57 x 10% K.

6.2.3 Discussion

The densities derived from all the ratios consistently show that the coronal hole is more
rarefied than the streamer. This is an expected result, but a few comments need to
be added. Densities from the two Fe XIII ratios agree in their values and show higher
densities than those derived from Si and Mg ratios. The density from Si IX indicates that

the streamer has twice the density of the coronal hole. This difference is less in the values
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found from the other ratios, but is still significant. Moreover, in each region, the density
increases with increasing the temperature of emission of the ion, as an indication of the
presence of multi-temperature plasma.

Similar results were found by other authors, when examining off-limb CDS observations
of both coronal holes and streamers {Del Zanna, 1999; Fludra et al., 1999a). Slightly higher
densities derived from the same Si ratios but referring to on-disc coronal hole observations,
were previously obtained by Del Zanna & Bromage (1999b). Moreover, these authors found
a similar discrepancy between the Si X and Si IX ratios. On the other hand, other studies
{Wilhelin et al.,, 1998b; Doyle et al., 1999), based on different ratios (mainly Si VIII),
found slightly lower densities at the same radial distances. The density derived here from
the upper transition region lines of Mg VIII (which form at the same temperatures as Si
VIII, log T=5.9), also show lower densities. However, note that the values derived from
Mg VIII have large uncertainties, mainly due to the lower sensitivity of the ratio, which
means that the observed plasma has almost reached the high-temperature limit for the
emission of Mg VIIL

It is interesting to note that the densities found here for the arcade structure are close
to those found for the loop top observed on the 8th of March (see Table 6.2). In fact,
the two observations were taken at similar radial distances, the loop top being only about
20" closer to the limb. Note from Table 6.2 that density derived from the Si IX ratio
are consistent within the errors, but results from Si X show the loop system has higher
density. This discrepancy between results from different line ratios may be attributed to
the emission from a multi-thermal plasma, which is very likely in the presence of solar
activity.

The non uniformity of plasma temperatures derived from these data is clearly shown
in Table 6.8. The temperatures derived from different line ratios generally give different
values, with the coronal hole being cooler than the streamer. However, while in the coronal
hole the measured temperature increases as the stage of ionization of the ion used increases,
this is not completely true for the streamer. It appears that using ratios of successively
higher stages of ionization, the derived temperatures first increase and then tend to level
at about 1.44 105 K (log T=6.2).

Further information on the temperature of the plasma is also given by the DEM (Figure
6.17, Tables 6.10 and 6.11). The DEM derived for the coronal hole {top figure) has a
double peak at about 1 x10% K and 2.24 x 10% K (log T=6.35). The streamer instead
shows a DEM with a single peak at 1.58 x 10% K (log T=6.2), but broader than the one

shown for the coronal hole. It is clear from these results that the hotter emission from the
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coronal hole comes from the foreground off-limb corona. The second (cooler) peak in the
coronal hole DEM curve is typical of disc coronal hole observations. The streamer emits
mainly at log T=6.2 but, as previously noted, has contributions from a broad range of
temperatures. Even though this peak is positioned at lower temperature than the second
peak of the coronal hole, the DEM values are higher in the streamer at both temperatures.
This confirms the results for temperature and density discussed above.

At the beginning of this discussion section it was pointed out that the coronal hole/
streamer boundary is characterised by emission from hot plasma in the streamer. It is
important then to compare these results with those from the analysis of the loop system
of the previous section. The top of the loop DEM (Figure 6.7) peaks at much higher
temperatures. This is probably a signature of the different origin of the two structures,
one well inside the base of a streamer and the other just on the border.

The abundances derived with the DEM method are listed in Table 6.9. These have been
derived using the Mazzotta et al. (1998) ionization equilibrium balance and by fixing the Fe
abundance to the Feldman (1992) photospheric value. Effectively, the element abundances
were derived relative to Fe. The error for the given values was estimated to be +0.03. As
discussed in the previous case, these off-limb observations do not allow the determination
of oxygen and neon abundances and therefore cannot provide an estimate of the FIP effect.
The Ne and O abundances were kept fixed at their photospheric values, which are shown
in the Table for completeness. The table shows an increase of almost all the abundances in
the coronal hole with respect to their photospheric values. In the coronal belt instead there
is a general decrease from the photospheric values. Most previous abundance studies have
used the oxygen as reference element, so a direct comparison with the results obtained
here is not possible. Note, that the analysis made on disc data generally use the oxygen as
reference element because its lines are quite bright and so well defined. On off-limb data,
instead, this is not the case. For this reason in the present analysis the Fe was chosen as
the reference element.

A comparison with the abundances found in the loop system of March 1998 (Table
6.4) shows that they are different from those of the coronal hole, especially considering the
loop top. In particular Al, Si and S appear to be more abundant in the coronal hole. In
the literature there have been reports of the very low FIP elements showing an extra step
in the FIP pattern (see Chapter 1). In the present case only Al belongs to that category
and the data indeed indicate an increase of the Al/Fe ratio. The Si is found to have
photospheric abundance, while the S is found to be enhanced considerably with respect to

its photospheric value. As discussed in Section 4.6, S is an intermediate FIP element and
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Figure 6.17: Differential Emission Measure vs. Temperature for the coronal hole (Top) and the streamer

(bottom). The jonization equilibrium used is Mazzotta et al. (1998). The temperature (T) are effective

temperature {Section 4.5.3 and Equation 4.2).
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large variations in its abundance have been reported, with values similar to both those of
the low and high FIP elements. The data analysed in this thesis also lead to a similar
conclusion: the S found at the top of the loop is more depleted than its photospheric value,
while in the coronal hole data the opposite is found.

A comparison between the streamer abundances and those from the same loop system
Just mentioned, shows that even if the single element abundances are different for the two
structures, the general behaviour is similar. The decrease of abundances in the arcade
system streamer can be associated with those in the loop top abundances, which have the

lowest values of the three regions.

Table 6.9: Relative element abundances, specified in "dex", relative to the abundance of Fe,

assumed photospheric from Feldman (1992).

Region O Ne Mg Al Si S Ca Fe

Photosphere 8.93 8.11 7.58 6.46 7.55 7.21 6.36 7.51
Coronal Hole 893 8.11 748 657 7.55 7.50 6.36 7.51
Streamer 893 811 7.40 7.47 745 7.36 6.25 7.51
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Table 6.10: Results from the DEM analysis of the streamer. The theoretical lines are calculated using

the Mazzotta et al. {1998) ionization equilibrium.

| Ton AA) N (A) Traosition L T/l +/- Tex Tmax %
O II1 599.597  509.6 ° 25 2p® 'D,; - 2s2p® 'Dy 0.2 093 020 509 5.03
0‘ v 554.513  554.6 28 2p *Pyy - 2s 2p° 2Py, 0.8 078 009 522 523
o1 555.263  555.3  2s% 2p ®Pyy, - 25 2p® ?Py 0.1 143 046 530 523
oV 629.730  629.8 2s5% 1G4 - 25 2p 'P, 1.3 109 0.11 542 538
Mg V 355.320  355.3 2p* 3P, - 25 2p° 3P, 06 001 000 573 547
Ne VI 562.803  562.9 25 2p 2Py, - 25 2p° 2Dyys 0.2 081 012 577 562
Ar VI 585754  585.6 3s? 18, - 3s5.(25).3p 'Py 01 085 029 600 554
Mg VIII 315039  315.0 2p *Py/3 - 25.2p” *Pyyy 54 088 015 6.08 5.91
Mg VIII 313.754  313.7  28%2p *Py;, -252p**Py 26 072 022 6.08 591
Mg VIII 339.006  339.0 2p 2Py, - 25 2p® %Sy, 1.1 117 046 609 591
Si VIII 314327 3144  2s*2p™*S;, - 252p® *Pypy 32 249 064 612 593
Si VIII  319.826  319.9  2s5%2p” S, - 25%p* ‘Py 108 214 027 612 593
SiVIII 316205 3162  25°2p® *Sy/5 - 252p" *Py,, 91 166 021 612 593
Fe X 345.723  345.7  3s® 3p® "Pysz - 35 3p° 2512 89 075 008 613 598
MgIX  368.070 3681 2% 1S, - 25 2p 'Py 8.9 079 008 6.16 598 0.84
Fe XIII 368.2  3s® 3p® °P2 - 3s 3p® *Ds 620 0.14
Fe XI 341.113  341.1 3s? 3p* 3P, - 35 3p° 2P, 9.5 0.59 006 6.16 6.06
Fe XI 369.153 3692  3s® 3p* %P, - 3s 3p® P, 6.5 107 011 6.16 6.06
Fe XI 352.662 3527  3s? 3p* 3P, - 3s 3p° 3P, 286 082 008 6.16 6.06
AlX 332.789 3328 2s? 1S9 - 25 2p 'P} 259 0.79 008 6.18 6.10
Si X 621.079  621.0 2p *Pyy2 - 25.2p® *Pyys 0.7 074 008 619 613
Fe XH  346.852 3469 3s”3p® *S32 - 3s3p* *Py;» 264 083 008 619 6.14
Fe XII  364.467 3645 3s”3p® *Sy/3-3s3p* *Ps;e 736 085 0.09 619 6.14
CaX 574.010 5740 3s 28172 - 3p TPy s 1.9 110 011 6.19 586
Ca X 557.765  557.8 3s 2Sy/2 - 3p Py, 44 096 010 6.19 586
Mg X 609.793  609.8 25 2812 - 2p *Py;; 678 102 010 6.20 6.05
Mg X 624.941 6249 28 28,72 - 2p TPy, 201 123 012 6.20 6.05
Fe XIII  348.183 3482  3s® 3p2 Py - 3s 3p° °D, 654 127 0.13 622 6.20
Fe XIII  321.400 3215 3s°3p® 3P: - 35 3p° %P, 143 125 014 622 6.20
Al XI 568.120  368.2 25 %S12 - 2p *Pyj2 63 097 010 622 6.16
Al XI 550.031  550.1 2s 845 - 2p *Py;2 89 140 014 622 6.16
Fe XIV 334172 3342 35’ 3p*P,;,-3s3p” ’Dy;; 1482 078 008 6.25 6.26
Si XII 520.665 5207 1725 ?S,, - 1s*2p Py 372 119 012 627 6.28
S XII 538.680  538.8 25 2p *Py, - 25 2p” *Pyyp 0.9 069 011 629 6.34
Fe XV 327.011 3270 3s3p ?P; - 3p? D, 7.2 078 0.10 630 6.33
Fe XVI  360.761  360.8 3s 2Syy2 - 3p 2Pyy2 840 110 0.11 633 641 081
Fe XIV 360.8 3s 3p? *Dyys - 3p° 2Dy 625 019
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Table 6.11: Results from the DEM analysis of the coronal hole. The

theoretical lines are calculated using the Mazzotta et al. (1998) ionization

equilibrium.

Ion M (A X (A) Transition I I/la +/- Tex Tmax %
O 111 599.597  599.7  2s° 2p® 'Dy, - 2s2p° 'Dy 03 078 013 51t 503

o1V 554.513  554.6 25° 2p *Pgsp - 25 2p* *P3, 0.8 131 015 522 5.23

o1 555.263  555.4 25" 2p "Pa;2 - 25 2p° *Pyy, 0.2 122 025 523 5.28

o1 534.076 5542 2% 2p *Py;p-2s2p* *Py;, 04 1.00 0.13 524 523

ov 629.730  620.8 2% 'S - 25 2p 'Py 20 123 0.4 547 538

Ne VI 562.803  562.9 28 2p °Pyyy - 25 2p? ?Dy, 0.2 108 018 589 5.62

Ne VII  558.609  558.8 2s2p °P, - 2p® *P; 01 187 046 595 571 060
Ne VI 558.6 2s? 2p ?Py;z - 25 2p? 2Dy 562 040
Ne VII  561.728  561.8 2s2p *P; - 2p* °P; 0.1 6.56 242 599 571

Mg VII  319.027 3190 25%2p® 1D, - 26°p® 'D; 14 020 006 599 581

Mg VIII 315.039 3150  2p ®Pyy - 25.2p% Py, 149 094 010 600 591

Mg VIII  313.754  313.7  25°2p Py, -2s2p**Py s 78 076 0.09 6.00 5.91

Mg VIII 339.006  339.0 2p *Pasy - 25 2p° 28,2 37 09 014 6.00 5.91

Ne VI 559.948  560.0 252p 3pg - 2p? 3P, 7 01 189 074 602 571 087
Cr XIII 560.1 3s 3p 'Py - 3p® 'Ds 6.17  0.13
Si VIII  314.327 3144  2s%2p® %Sy, - 2s2p* *Py;, 7.6 167 0.9 6.02 593

SiVIII  319.826  319.8  2s°2p® %Sy, - 252p* *Ps;, 184 201 0.21 6.02 5.93

SiVIII 316205 3162  2s°2p® *S;), - 2s2p**Py, 135 180 0.19 6.02 5.93

Fe X 345.723 3457 3s® 3p® Py - 35 3p® %Sy, 74 097 010 6.03 5.98

Ar VIIT  337.257 3372 3d *Dg); - 4p *P32 1.0 600 0.00 6.03 5.64

Mg IX  368.070  368.1 252 155 - 25 2p 'Py 815 094 0.09 6.03 5098

Fe X 365.543  365.5 3s® 3p® *Py;5-3s3p®?%S,,, 39 082 009 604 598

SiIX 345.124  345.1 252p? 3P, - 252p® Dy 140 104 011 605 6.06 0.74
SiIX 345.0 2522p? 3P, - 252p® °Dy 6.06  0.26
Fe XI 341113 3411 3s? 3p* 3P, - 35 3p® ¥y 42 062 007 6.06 6.06

Fe XI 352.662  352.7 3 3p*°P,-3s3p*°%P, 107 1.02 0.10 6.06 6.06

Fe XI 369.153  369.1  3s? 3p? P, - 35 3p® °P, 29 112 0.12 606 6.06

Ca X 574.010  574.0 35 2819 - 3p *Pyp2 1.3 095 010 6.07 5.86

CaX 557.765  557.8 3s 28,72 - 3p *Pyy2 25 099 010 608 586

Al X 332.78¢  332.8 25% 189 - 25 2p 'P, 94 080 010 610 6.10

Mg X 609.793  609.8 25 2842 - 2p 2Py 336 094 009 6.10 6.05

Mg X 624.941  624.9 25 2812 - 2p Py ,; 136 118 012 610 6.05

Si X 621.079  621.1 2p *Pyya - 25 2p% 4Py )y 03 045 009 6.11 6.13

Fe XII 352106  352.1 3s® 3p® *S3/2-3s3p" "Py;z 9.0 101 010 611 6.14

Fe XII  346.852 3468 3s® 3p® *S3/5 - 35 3p" 'Pyjs 49 090 010 612 6.14

Fe XII  364.467  364.5 3s® 3p® S35 - 35 3p" 'Psjs 128 098 010 612 6.14

Si X 347.403 3474 2p ®Py/a - 25 2p® ?Dyyq 180 074 0.08 6.13 6.14

Fe XIII  348.183 3482  3s°3p*®Pp-3s3p® %D, 110 106 0.1 622 6.20
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Fe XIII
Al XI
Al XI
Fe XIV
Al VII
Fe XIV
5i X11
5 X1I
Fe XV
Fe XVI
Fe XIV

321.400
568.120
550.031
353.831

353.8
334.172
520.665
538.680
327.011
360.761

360.8

321.5
568.2

" 550.1

353.8

334.2
520.7
538.7
327.0
360.8

3s? 3p® *P; - 3s 3p°® °P,
25 *8y/2 - 2p *Pys
25 2812 - 2p *Pyyz
3s? 3p ?Paj» - 3 3p® *Dyya
2s%2p® “Sy, - 252p* “Py
3s? 3p *Py/2 - 35 3p® Dy
1s%2s 28, /, - 1s*2p ?P
2s? 2p *Py;; - 25 2p* Py
3s3p *P, - 3p? 'Dy
3s %Sz - 3p *Pyje
3s 3p *Dyy2 - 3p® *Daje

24
1.8
21
4.7

25.9
8.5
0.3
1.7

20.9

1.02
0.68
1.17
1.19

0.66
1.13
0.73
0.76
1.18

0.19
0.07
0.12
0.13

0.07
0.11
0.24
0.23
0.12

6.22
6.22
6.22
6.25

6.20
6.32
6.33
6.33
6.35

6.20
6.16
6.16
6.26
5.82
6.26
6.28
6.34
6.33
6.41
6.25

0.78
0.19

0.90
0.10
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Chapter 7

The SOHO-Sun-Ulysses

quadrature observations

7.1 Introduction

Section 2.5 describes the quadrature configuration that is periodically reached by the
SOHO and Ulysses satellites while moving around their orbits. In the last part of this
research programme, the author was involved in an international collaboration aimed at
studying the coronal and solar wind compositions. The Joint Observing Program, JOi”
112, is aimed mainly at deriving the profile of element abundances as a function of solar
distance. It involves several instruments on SOHO (CDS, UVCS, SUMER, LASCO) and
Ulysses (SWOOPS, SWICS) which carried out measurements during the Winter 1999 and
Summer 2000 quadratures.

The author was involved in planning the CDS observations and in the analysis of both
CDS and UVCS data. Details are given in the following sections. The UVCS data were
made available by the Osservatorio Astrofisico di Arcetri (IT).

Further ultraviolet measurements were made by the spectrometer SUMER. The data
were provided by Max-Planck-Institut fiir Aeronomie (Germany).

The LASCO coronagraphs provide measurement of the K corona from 2 to 32 Rg.
The data used in this JOP were provided by Naval Research Laboratory (US).

The SWOOPS instrument on Ulysses is composed of two electrostatic analizers for
electrons and positive ions measurements. It provides 3-d velocity of protons, electrons
and double ionized He in the solar wind. The data for the JOP were provided by Los
Alamos National Laboratory (US).

The SWICS is a mass spectrometer able to measure element and ionic-charge com-
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position of all major solar wind ions. Moreover, it provides their temperature and mean

speed. The data for the JOP 112 were provided by the University of Maryland (US).

-

7.2 The Winter 1999 Quadrature

The JOP 112 was first made ready for the 8 December 1999 quadrature. Coordinated
observations among several SOHO instruments were planned between the 4th and 12th
December. The quadrature was expected to occur when Ulysses was at a distance of about
2.2 AU at a latitude of -80° in the south-west quadrant.

The planning for CDS occurred at the Multi-Experiment Data Operation Centre for
SOHO (MEDQC) in France. This centre has the same facilities as the EQF at Goddard
Space Flight Center (US) (Section 4.2). Near real-time SOHO images arrive at MEDOC, so
that it is possible to properly point the instruments during the scheduling of observations.

Unfortunately, when everything was ready for the observations, SOHO had problems
and the coordinated observations could not take place. On 1999 November 28 one of the
computers on board SOHO reset for an unknown reason. This automatically switched
the satellite into Emergency Sun Reacquisition (ESR) mode. During ESR, the spacecraft
broadcasts low-rate engineering data only without any science. During the following days
a standard manoeuvre to recover the satellite was performed, but a series of problems
were encountered and the satellite was only back to Normal Mode two weeks later. CDS
was only able to run on the 11th and 17th of December. UVCS data were obtained for
the 11 and 12 December.

During this time, the author learned to use the program MK_PLAN to plan CDS
observations. This included learning: how to choose the study that was most suitable for
the scientific targets; to program a new study; to plan the time of exposures, pointing the
observations and fitting them in with the rest of the daily CDS observing plan.

Once the JOP was definitely cancelled, it was decided to use the observations of the
few available days to test the exposure times of the observations for the conditions that
were expected in case the JOP could be rescheduled for the next quadrature.

It was then planned to carry out the UCLAN_N2/v36 NIS study, which consists of
a 120”x 150" raster of full spectra (see Figure 7.1). The first raster, which is closer
to the limb, was repeated three times, while the second was run five times. Each ob-
servation lasted 120™. Multiple observations of the same target were made to improve
the signal/noise ratio. On the 17th some GIS observations were taken using the 8™20°
GIS28IN/v2 study, that consists of a 4" x4"pixel.
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Not much work has been done on these data. As mentioned, the data were just used to

Figure 7.1: NIS rasters for the pointing of the 11 December 1999. The spectrometer field of view is

marked by the white squares over imposed to an EIT 171 A image of the corona for that day.

test the exposure time. The NIS data that relate to the same area covered were averaged.

The resulted spectra appear to be sufficiently intense to be used for the scientific purpose.

7.3 The Summer 2000 Quadrature

7.3.1 The Data

The next quadrature occurred on the 13th June 2000. By that time Ulysses was at a
heliocentric latitude of 58.2° in the south-east quadrant at a distance of about 3.3 AU.
Due to the uncertainty in mapping the Ulysses observations back to the Sun (Section
2.5), the coordinated observations were made over a period of approximately two weeks
{5th-18th June for SOHO and 20th June - 7th July for Ulysses). The delay in the Ulysses
observations in comparison to those of SOHO, takes into account the 2-3 weeks that the
plasma takes to reach Ulysses once it has left the Sun. During the SOHO observations,
due mainly to the motion of this satellite around the Sun, the SOHO-Sun-Ulysses angle
changed from 82.5° to 94.5°.

In the following sections the coordinated observations taken with CDS and UVCS are
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explained. Figure 7.2 illustrates the field of view of the instruments during the ohserva-
tions. The UVCS slit at 1.6 R is marked by a dark thick line, the CDS raster by small

white squares.

Figure 7.2: Lasco C2 and EIT composite image of the solar corona on the 13th of June 2000. The
direction of Ulysses in indicated by the white arrow; the UVCS slit at 1.6 Ko is marked by the dark thick
line; the CDS field of view is indicated by the white rectangles (NIS rasters) and dots (GIS pixels) within

the rectangle.

The CDS Observations

The CDS observations were taken on the 12,13,16 and 17 June 2000. Both the NIS and
GIS spectrometers were used. The NIS data are composed of 120”x 150" rasters of
full spectra. The GIS data are composed of a 4" x4" pixel positioned at different points
within the NIS field of view. The NIS study was UCLAN_N2/v36, the same used for the
streamer study (see Chapter 4), for the GIS observations the study GIS2SIN/v2 was used.

For details on the instruments see Chapter 2.
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On the 12th June the centres of the rasters were at a latitude of about -66°. The NIS
observations of the raster closest to the Sun was repeated three times while the raster
further out was observed five times. Each of them lasted about 1#20™. Each of the GIS
observations, of duration of about 8™20°, was repeated more than once depending on their
distance from the limb. The spectra from the repeated observations of the same place will
be averaged in order to increase the signal/noise ratio. The configurations used here for
the observations, in fact, reach distances of more than 1.2 Rg. At this distance the signal
is very low and multiple observations are required.

On the 13th June the NIS rasters were centred at the Ulysses latitude (58.2°). Similarly
to the previous day, multiple observations with NIS and GIS were made, covering different
distances and latitudes, in order to be able to derive variations in the physical parameters
with latitude and with distance from the Sun. On the 16th the configuration used on the
12th was repeated, while on the 17th the Ulysses direction was again targeted. On this
last day we tried to reach much greater distances from the limb, centring the more distant

rasters at 1.27 Rg. This observation required six exposures.

The UVCS Observations

The UVCS observations were carried out from the 6th to the 19th of June. The instrument
configuration had the slit perpendicular to the radial direction from the Sun, with the
centre at -58.2° in the south-east direction. The heights of the observations above the
limb were: 1.6, 1.9 and 2.2 Rg. The observations were taken with the OVI channel, using
the grating positions: 45000, 56000, 83000, 98000, 192000, 168208, 226000. In this way
the wavelengths covered spanned about 951 A to 1117 A for the primary channel, and
about 1180‘}\ to 1260 A for the redundant channel. The Lya channel was not used,
and the H-Lya line together with other important lines visible there, were observed on
the redundant channel. A more extensive waveband available here allows the observation
of more lines than previously observed in the streamer study of Chapter 4. This includes
lines such as O V (629.73 A II order), Ca X (557.74 A II order), Mg X (609.76 A TI order)
and Mg X (624.95 A).

The observations consist of sequences of 200 sec exposures, that will be combined to
obtain a total exposure time of about 2* for each grating positions where there is no H-
Ly 1215 A, and 1*10™ if the H-Lyc is observed. A 100um slit was used, which gives
70" of spatial resolution and a spectral resolution of 0.1986 A for the primary channel

and 0.0182 A for the redundant.
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Figure 7.3: NIS rasters (white squares) and GIS pixels (dots) indicating the fields of view of CDS
observations superimposed on an EIT image of the solar corona. The Ulysses direction is labelled by the
white arrow. Top: on the 12th June the raster centres were at about -66°; and 58.2° on the 13th June.
On the 16th June the same configuration as on the 12th was repeated. Bottom: CDS field of view on the
17th June.
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7.4 Solar Conditions During the Observations

Figure 7.4 shows a sequence of EIT 171 A images of the solar corona during the period
of the quadrature, apart from the first one (top left) that refers to a week before the start
of it. The images refer to the days, from top left cklockwise, 1, 6, 11 and 15 June. The
image of the Sun on 1 June (top left image) shows, close to the west limb, a small coronal
hole at the equatorial region. On 5 June it has already reached the west limb. As it
will be shown below (Figure 7.5) this coronal hole may be responsible for the dark region
seen by LASCO at the equator, in the extended coronal images at the beginning of the
quadrature. During the whole period of the quadrature the Sun appears active at all the
latitudes, and other small coronal holes are seen at various latitudes.

Figure 7.5 shows a sequence of LASCO C2 images of the solar corona over a period
of time that covers the quadrature (Suess, 2001). Superimposed as black lines on each
image are the equator and the direction of Ulysses (-68.2°). From these images it is
clear that the corona was evolving quite rapidly as the days passed. The corona has the
characteristic appearence of high activity, typical of this period, approaching the maximum
of the solar cycle: bright streamers extend over most latitudes and appear and disappear
over a few days. From these images it seems that at the beginning of the quadrature
the direction to Ulysses passed through a dark area, possibly a small coronal hole,~ while
later on it intercepted the bright streamers. Dark regions near the equator suggest the
presence of low-latitude coronal holes. In situ observations during the quadrature were
taken by SWICS and SWOOP instruments on Ulysses. The footpoints on the Sun of the
plasma sampled by Ulysses have been derived with the “constant velocity approximation”
(see above). Figure 7.6 shows the Ulysses footpoint (red thick line) between the 5th
and 18th June 200 overplotted on a Wilcox Solar Observatory source surface (2.5 Rg)
model magnetic field for the Carrington rotations 1963-1964 (JOP 112 WWW page). The
Figure shows the Ulysses footpoint passing through a unipolar region (a coronal hole)
at the beginning of the quadrature, and then from the 15th remaining in the streamer
belt. It is likely that the source of this unipolar magnetic field is one of the low-latitude
coronal holes, seen in LASCO images, expanding towards the polar regions with increasing

distance from the Sun.

7.5 Preliminary UVCS Results

A preliminary analysis of the UVCS data has been carried out. The purpose was to extract

information about density and temperature along the Ulysses direction. The diagnostic
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Figure 7.4: SOHO/EIT 171 A images of the solar corona during the quadrature. From top left clockwise

direction, the imeges refer to the 1, 5, 11 and 15 June.
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Figure 7.5: LASCO C2 images of the solar corona, from 2 to 6 Rg, during the quadrature. The black lines indicate the solar equator and the direction to Ulysses in the
south-east quadrant. (Figure taken from the JOP 112 WWW page.
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Figure 7.6: Source surface magnetic field at 2.5 R, with the Ulysses foot point during the quadrature
superimposed (red thick line}). The date is shown on the upper axis. Before the 15th June Ulysses was
passing through a unipolar region, and then it entered the streamer belt for the rest of the time covered by
the quadrature observations. It was close to the boundary of an open field region (with opposite polarity

to the first) after the 20th June. These data correspond to Ulysses in situ observations obtained from 20
June to 7 July. (Figure provided from the JOP 112 WWW page).
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techniques applied in the streamer study of Chapter 4 have also been applied here. In the
future a more extensive study of the data will be performed.

The data were received in FITS format already calibrated. The repeat exposures of
the same observation were added together as explained in Section 2.2.3.

At this stage, only the data from the part of the slit intersecting the Ulysses direction
were selected and aﬁa.lysed. These data are from the single spatial pixel located at the
centre of the slit.

The following step consisted of identifying the lines. So far this is not complete, because
the spectra contain several unidentified lines. For the purpose of this preliminary study
only the brighter and well-known lines were used. Figures A.17 and A.16 reported in the
Appendix A.5 show examples of the UVCS spectra at 1.6 and 1.9 Rg. An example of
the redundant spectrum is also included. Part of the line intensities were provided (G.
Poletto private communication), other were calculated by the author using the method
described in Section 2.2.3. Figures 7.7 and 7.8 (provided by G. Poletto) show the O VI
1032 A integrated intensities as a function of the slit position, at 1.6 and 1.9 Rg. These
positions are indicated in arcsec from the slit centre (0 position). The arrows indicate the
Ulysses direction. These profiles underline the streamer morphology, which is characterised
by a bright O VI “core” that weakens toward its “edges”. As anticipated by the LASCO
images (Figure 7.5), the Ulysses direction crosses the streamer in different parts as the day
of observation changes. Moreover, a change in the streamer’s morphology is also seen going
from 1.6 Rp to 1.9 Rg. These Figures show that on the 11th and 13th June the Ulysses
direction was crossing through the streamer “edge” (or “leg”), which can be recognised as
a steep intensity gradient. 'On the 16th June the Ulysses direction is clearly crossing the
streamer “core”. The situation on the 12th June is less clear, because of the change in
morphology of the streamer between 1.6 and 1.9 Rg. The fact that the Ulysses direction
crosses different parts of the streamer in different days, gives the possibility of studying
the physical parameters across the streamer. Table 7.1 lists the integrated intensities
of the UVCS lines used for this preliminary study. The estimated error is 20% of the

calcuiated intensity.

7.5.1 Electron Density and Temperature

This preliminary analysis is based on the assumption that the observed plasma is at rest.
This assumption generally holds in streamers up to 2 Rg. A way to check this is by the
ratio of O VI 1032/1037 lines. As described in Section 3.1.2 in the presence of high flow

velocity this ratio changes. The check was made all along the slit, with a negative result
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Table 7.1: Line intensities from UVCS observations, at the slit centre, in 107 phot cm~% s~ sr~*. Ap
indicates the theoretical wavelength (in A) taken from the CHIANTI database. The error on the intensity
was estimated to be £20%.

Spectrum and Transition 11 June 12 June 13 June 16 June

Aip (A) 16 Rg 16 Rp 1.9 Ry 16Rs 1.9Rs 1.6 Rp 1.9Rg
Fe XIII] 510.055  3s® 3p°® P; - 3s3p® %S, 6.48 . - 11.3 279 884 117
H I 1025.720 , Ly8 31.3 605 146 694 13.3 744 165
(Fe X] 1028.394 3d *Dyjy - 3d *Fy;, 219 7.9 194 235 203 7.33 1.84
O VI 1031.912 25 %S1/2 - 2p ?P3;0 1588 100 350 2182 334 1360 361
O VI 1037.614 25 %815 - 2p 2Py )y 579 365 112 807.8 107 508 124
HI 1215.740 La 26400 17464 10000 27300 10000 22500 8500
[Fe X11] 1242.005  3p® *Sy/s - 3p® *P3;r 172 115  16.0 192 10 124 24.8

(G. Poletto, private commumication).

As described in Section 3.3, H-Lyman and O VI lines on UVCS are affected by the dou-
ble contributions of radiative and collisional excitations. Following the methods described
in Section 3.3, these components were separated. Unlike the case of the streamer study
described in Chapter 4, this time more up-to-date disc intensities were available (G.Poletto
private communication), covering the period of the present observations. This enabled a
more reliable separation of the radiative and collisional components of the H-Lyman lines.

The lines listed above have been used to estimate electron density and temperature.
Electron temperature was derived by applying the diagnostic technique indicated in this
thesis as “log R v. log T” (Section 3.4 for the theory and Section 4.5.1 for previous
applications). The collisional component of the Ly together with the three iron lines
listed in Table 7.1 were used for this purpose. It should be remembered that this technique
allowes the determination of the absolute element abundance (of the iron for the present
case) of the observed plasma, from the assumed abundance used in deriving the theoretical
intensities of the lines used. As with the streamer study of Chapter 4, the Feldman (1992)
photospheric abundance for iron was taken as the reference element. The theoretical
intensities were derived using the Mazzotta et al. (1998) ionization equilibrium in the
CHIANTI database. For the days where the Fe XIII line was not visible, the electron
temperature was derived by applying the line ratio technique using Fe XII/Fe X (see
Section 3.4). Table 7.2 lists the results.

The Table shows the temperature to be higher at 1.6 Ry than at 1.9 Rg, apart from

on the 12th June. However, on this day, the slit profiles reveal significantly different
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conditions at the two distances. At 1.9 Rg (Figure 7.8) there appears to be a strong
secondary component close to the slit centre. This does not appear at 1.6 Ry (Figure
7.7}, and so could indicate a brightening of this part of the streamer, or a nearer of a
second streamer into the field of view when observing at 1.9 Rg.

Apart from the 12th June, the results in the Table indicate that at 1.9 Ry the tem-
perature has already passed the maximum value found in the coronal temperature profile.
This is in agreement with the results found in the streamer study of Chapter 4 (Section
4.5.1). Moreover, comparing 13th and 16th June, it seems that the temperature decreases
from the streamer core to the edge at both the solar distances. This last result appears as
a “tendency” of the temperature to decrease toward the edge. However, for some of the
values the errors are of the same order as the change so it is not a significant result. This
aspect needs more investigation in the future.

Electron densities were derived using the O VI 1032 A lines in the diagnostic technique
described in Section 3.5 Equation 3.38. The parameters used in the Equation 3.38 are
the same as those listed in Section 3.5. The electron temperatures used are those listed

in Table 7.2 and the resulting densities are listed in the same Table. As expected, the

Table 7.2: Electron densities and temperatures derived from UVCS data for June data. The

temperatures are in 10° K units and densities in 10° cm ™3

Date Te Ne
1.6 Re 19 Ry 16Ry 19 Rg

11 June 1.17 £ 0.23 - 5.0+ 1.0 -

12 June 120+ 0.01 148 £0.01 46 +£09 1.7+0.3
13 June 1.23+024 1.03+001 56+1.1 1.5=+0.3
16 June 1.38 £0.28 1.26 £0.25 5.6+1.1 2.5 0.5

density decreases with the distance, but a distinct variation between the streamer core
and its edge is not seen. However, it seems that the density gradient is higher in the leg
than in the core.

The results presented here are preliminary and need further investigation before they

can be confirmed.
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7.6 The Future Work

The main purpose of JOP 112 was the study of element abundances in the upper corona
and in the solar wind. However, in this preliminary study the attention has focused on the
temperature and density variations of the plasma travelling in the direction of Ulysses.
The aim was to establish which part of the streamer, if any, might correspond to the
plasma sampled by Ulysses.

To confirm or not the results presented above, a more extended analysis needs to be
done. The same study will be carried out throughout the streamer, determining temper-
ature and electron density distributions along the streamer. It is important to note that
this will be the first time that this kind of analysis has been done.

For the main purpose of the JOP, the data along the Ulysses direction will be analysed
to extract information on element composition. The evolution in time of the observed
streamer will allow, as in the temperature and density cases, the study of the variation in
composition across the streamer. Previous results on this topic have already been discussed
in Chapter 4. Here the attention will be given to the connection between the corona and
the solar wind, to contribute to the knowledge of the origin of the slow wind. In a model
recently developed (Ofman, 2000), the streamer legs have been referred as the source of the
slow wind. The model is able to explain the enhancement of the O VI abundance in these
regions with respect to the streamer core, as the results of the Coulomb friction between
the O VI ions and outflow protons. The author showed that in a magnetic configuration
like that of a streamer (closed field in the core and open field at the edges), together with
an increase of proton flow velocity toward the streamer edge, the friction results in an
increase of the minor ion (in the sense of less common) density and flow in the streamer
legs. This friction is also expected to affect other minor ions.

The importance of the study of abundances in streamers as a way to trace the slow
solar wind source low in the corona and into the extended corona is evident. For this
purpose the CDS data collected during the JOP will be used to connect the results found
with UVCS with the properties of the low corona. The large range of Fe ions available
between NIS and GIS spectra will enable the derivation of temperature over a wider range
of plasma temperature than previously(Chapter 4). Moreover, O VI is also visible in GIS

spectra, so that it would be of interest to compare it with the O VI from UVCS.
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Chapter 8

Conclusions and Suggestions for

Further Work

In this chapter the main findings and results obtained during this research project wilt be
summarized. Some of these have already been published (Parenti et al., 1999b,a, 2000a,b,
2001).

Data from CDS and UVCS instruments on SOHQ have been used to carry out EUV and
UV spectroscopic studies of several different coronal structures, including streamer, coronal
holes, a hot-loop system and a macrospicule. Various spectroscopic diagnostic techniques
were used to derive electron densities, electron temperatures, element abundances and, for
the macrospicule, outflow velocity of the structure.

The CDS data covered areas from 1.02 Rg to 1.2 Rg in the lower corona. Long-lived
and short-lived off-limb structures were studied with the CDS/NIS, including streamer
bases, a loop system, macrospicule, coronal holes and coronal hole boundary region. The
variety of these observations was made possible by the versatility of the CDS instrument
which also includes a large wavelength range. However, off-limb observations produce
spectra that are mainly dominated by high-temperature emission lines, and the lack of
low temperature lines limited the results obtained from such analyses (see discussion in
Section 5.6).

The UVCS data covered regions from about 1.6 Rg to 1.9 Ry in the upper corona.
Observation of equatorial and high latitude streamers were coordinated with those of
CDS. The aim was to study the variation with solar distance of the streamers’ physical
parameters. Moreover, for the first time the DEM technique was applied to off-limb data
of the upper corona, for the study of temperature and absolute element abundances.

The diagnostic studies carried out in this thesis have been performed with the use of
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the latest available version of the CHIANTI atomic database. This is one of the most
up-to-date and complete databases for UV and EUV spectral lines. With the aid of this

database, a few new lines, not previously observed in any CDS spectra, were identified.

8.1 Coronal Streamer Studies

In March and May 1998, CDS and UVCS coordinated observations were made with the
aim of studying coronal streamers’ parameters at the streamer “core”, for various plasma
conditions {Chapter 4). Studies of the “quiet” equatorial streamer and of the “active”

mid-latitude streamers gave the following main results:

¢ Electron temperature profiles versus the solar distance were obtained using the
line ratio technique, applied to iron lines for different stages of ionization (Section
4.5.1). This technique gives averaged temperatures along the line of sight. The
distances covered are from 1.02 Rg to 1.19 Rg (CDS) and 1.58-1.6 R (UVCS). The
profiles obtained agreed with temperatures previously obtained for an equatorial
streamer, ﬁsing a power law fit to electron density, and with the assumption that

hydrostatic equilibrium holds (¢.f. Gibson et al., 1999b).

e The temperature profile derived from different line ratios for the “quiet” streamer
showed that, as the solar distance increases to around 1.15 R, the plasma tends
to become isothermal. On the other hand, different results were obtained for the
“active” streamers. In one case the streamer appeared to be multithermal in the

lower corona and then thermalise toward one temperature at 1.6 Rg in the upper
corona. In the other case, where only the upper coronal data were available, the

streamer appeared to be non-isothermal.

e These temperature results were confirmed by the use of a different diagnosiic tech-
nique: the DEM (Section 4.5.3). Previous studies of quiescent streamers in the lower
corona {Feldman et al., 1998) and in the upper corona (Raymond et al., 1997), had
suggested isothermal plasmas. Thus, it appears to be important to carry out fur-
ther investigations in order to establish if isothermal plasma is a characteristic of

quiescent streamers and multithermal plasma is a characteristic of active streamers.

e The importance of obtaining temperature profiles that cover an extended range of
solar distances is a key factor for modelling the solar corona (e.g Wang et al., 1998;

Cranmer et al., 1999; Suess et al., 1999). The profiles may constrain the heating
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functions used in the models. For such purposes, coordinated observations with

various instruments are absolutely necessary.

Electron density profiles were obtained over the same solar distances as those
covered for the temperatures (Section 4.5.2). In this case the results obtained are
averaged values along the line of sight. Different diagnostic techniques were used for
CDS and UVCS data, but the results were in good agreement. The active streamers
appeared to have higher density. It was found that the pattern derived for the
density profiles can be reproduced by assuming hydrostatic equilibrium. A similar
result had already been obtained by Gibson et al. (1999b) for a quiescent streamer,

by deriving the density from polarized brightness measurements.

As in the case of electron temperature, these results need to be confirmed by ex-
tending the measurements to a greater solar distance, and filling the gap from 1.19

Rp and 1.58 R that was present in the March 1998 data.

Oxygen absolute abundances were found from UVCS data in the upper corona
using two independent methods (Tables 4.7 and 4.8). These agreed in showing a
depletion compared to the photospheric abundance of O. The depletion was more

marked in the equatorial streamer.

The streamers studied here did not show the same morphology as that shown by
the quiescent streamers studied in the past (which were characterised by a peak in
Lyo intensity in the core coinciding with a depletion in O VI intensity). However,
the present results for the oxygen abundance are in agreement with others found in
the literature for the active streamer (Raymond et al., 1997; Marocchi et al., 2001).
Further studies need to be made to establish whether or not the different morphology
of the streamer observed using the O VI intensity may be to an abundance effect

{see Section 4.5.3).

Iron absolute abundance was determined from UVCS data in the upper corona
(Table 4.8). In this case too, photospheric or less-than-photospheric values were
found in these streamers. The averaged Fe/O ratio found here was consistent with
the values found in the slow solar wind (Aellig et al., 1999; Ipavich et al., 1992),
which is an indication of the streamers’ contribution to the wind. Further studies

addressing this topic need to be performed.

The absolute abundance of other elements was found by applying the DEM
technique to the UVCS data (Table 4.8 and Figure 4.9). For H reference lines, the
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collisional components of the H-Lya and Ly lines were used, adding them to the set
of lines to be studied. This is the first time that absolute element abundances have
been found using this technique. Previous studies from other authors, instead made
use of the isothermal approximation in streamers, but with the present method it was
shown that one of the observed streamers was not composed of isothermal plasma.
The results obtained for the element compositions were consistent with a previous
study (Raymond et al., 1997) in found a general depletion from photospheric values,
even if differences were rescontred. However, further studies are needed on this topic.
In the present case it was not possible to discriminate between the core and the leg of
the streamer, and so it was impossible to establish whether the differences between
abundances found here and those of previous studies were due to different types of

streamer being observed.

Element abundances relative to Fe were found from CDS data (Table 4.11 and
Figure 4.10). Some differences were found relative to photospheric values. Abun-
dances relative to Fe, from the lower {CDS) and upper corona (UVCS) (Table 4.10)
showed a general depletion with solar distance. Further studies are needed on this
topic, because the mechanisms that generate this depletion are still not completely
identified. Gravitational settling appears to be one of those mechanisms (Feldman
et al., 1998; Raymond et al., 1998), and this may explain the decrease in abundances
with solar distance of elements heavier than H. Moreover, in a scenario where the
solar wind flows from the streamer edges (Raymond et al., 1997), the streamer core
is more affected by gravitational settling than the edges are, which could explain the

greater depletions within this area.

Further work could also include testing the theory of Ofman (2000) who developed a
3D madel for the streamer belt in which Coulomb friction is one of the mechanisms
responsible for enhancement of less common ions in streamer legs. The results of
this model showed that in areas at streamer edges, where the magnetic field is open,
there is an increase in both ion density and outflow velocity. It would be interesting
to study the element abundances across the streamer to test this theory. Moreover,
Wimmer Schweingruber (1994) found H/O = 1890 + 600 for the slow-speed solar
wind, and H/O=1590 + 500 for high-speed solar wind. It would be interesting
to compare these values with those for the streamer core and edge, as a possible

signature of the origin of the slow wind.

185



In June 2000, CDS and UVCS coordinated observations were carried out as part of JOP
112, during the SOHO-Ulysses quadrature. The JOP aim was to study variations in
composition, from the lower corona to the solar wind. The observations mainly involved
streamers and streamer edges. With these new data, it will be possible to contribute to
the unresolved problems mentioned above. The author was involved in planning the CDS

observations and has carried out some preliminary analysis.

e CDS and UVCS coordinated observations (Chapter 7) were extended to a wider
range of distances than in the March 1998 study (Chapter 4). In this way the gaps

in temperature and density profiles with solar distance, were partially covered.

¢ Preliminary results indicate that the edge of the streamer may have a lower
electron temperature than the streamer core (Table 7.2). If confirmed, this

would be a completely new result.

¢ A more extended wavelength coverage in the UVCS data provides more lines for
DEM studies. This will result in a more thorough diagnostic of element abundances.
This in turn could establish whether differences in abundances found from various
previous studies are due to differences between streamers or simply due to limitations

of the DEM technique.

¢ The line of sight from Ulysses to the Sun crossed various parts of a streamer on
different days. Since the main aim of the JOP was to study data along this direction,
it should be possible to extract information on H/O values for different parts of the
streamer. As explained above, this is an important diagnostic to test connections
between the solar wind and various coronal structures. In particular, it could test

the hypothesis that the slow wind originates from streamer edges.

¢ The new CDS data include GIS data. This extends the wavelength band and hence
the number of lines available. As in the UVCS case, the DEM study will be improved
considerably as a result. Moreover, a higher stage of ionization of O is observed in
these GIS spectra. This will probably allow a determination of the oxygen abundance

to be made from these CDS data, which was not possible for the March 1998 data.

8.2 Macrospicule Studies

An off-limb CDS study of a coronal hole was carried out using the March 1998 data. One of

the three observations showed a spike-like feature, visible in low temperature emission lines,
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which extended from the limb into the corona. This was identified as a “macrospicule”.
Due to the short-lived nature of the feature, two of the three successive observations
made did not show it. This gave the unique possibility of using these two sets of data
as “background”, distinguishing the macrospicule plasma, from it. No such analysis has
been reported before in the literature to the author’s knowledge. A diagnostic study on
the ambient coronal hole that surrounded the feature and of the macrospicule itself was
carried out indicating that the features was located in an interplume region. The main

results were as follows.

e The electron density close to the solar limb (estimated by applying the line ratio
technique to the SiIX lines) was calculated to be ~ 2 x 108 cm™3. Values for densities
obtained at the base of the streamer studied in this thesis (Section 4.5.2), were at

least double this value. Similar results were obtained by Gallagher et al. (1999).

e The electron temperature in the ambient coronal hole was obtained by the line
ratio technique applied using ratios of several different ions. The results showed the
presence of a multi-temperature plasma, possibly due to the vicinity of the limb.

Similar results were obtained by Doschek et al. (2001) using SUMER spectra.

» Using successive exposures from the CDS raster that showed the macrospicule, and
selecting the O V line, the time evolution of the macrospicule was studied. Sub-
tracting the background radiation from these data, it has been shown that this
feature reached a maximum in brightness, with the release of a plasmoid and rapidly
disappeared. The maximum distance from the limb reached by this plasmoid was

estimated to be = 40,000 km.

e For the first time, density and temperature were estimated along a macrospicule.
These values showed a signature of the plasmoid expelled. In particular, the feature
appeared to reach temperatures of at least 5 x10° K, and possibly as much as 1
x10° K. (Some of the lines that emit at 1 x10% K show the feature whilst others do

not).

¢ The outflow velocity of the ejected plasmoid was estimated, with an initial mean
value of some 80 km s~!. This is consistent with interplume outflow velocity (Pat-
sourakos & Vial, 2000), further indicating that macrospicule sites may be interplume

regions.

e These observations did not include data on the macrospicule’s base. It is not

easy to plan observations of such features, because of their short lifetime and rar-
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ity of occurence, but future plans should attempt a more complete observation of

macrospicules, including if possible their base.

8.3 Off-limb Loop System

The CDS observations on 6 March 1998, included an off-limb hot loop system, and Section
6.1 described a detailed study of different parts of this loop system.

e The loop system was composed of hot plasma. One of the main results of this study
was the preliminary identification of lines (of highly ionised ions) not previously
observed by CDS (Table 6.1). The highest temperature lines observed in these
spectra were found to be Fe XVII, which emits at about 5.1 x10° K.

e A temperature study, using the line ratio technique and the DEM technique, re-
vealed a multithermal structure. In addition, the top of the loop system showed
higher temperatures than its base. The DEM study showed two main temperature
components, one of which could be associated with the ambient corona (log T =

6.1), and the other with the loop (log T = 6.4).

e Element abundances reléti#é'to photospheric Fe were derived using the DEM
technique. Little variation from photospheric values was detected, although a slighty
depletion of all the values was indicated for the top of the loop. Comparison with
previous studies revealed that these results are consistent with the composition of

active regions.

8.4 Coronal Hole Boundary

CDS observations of a coronal hole boundary region were made in March 1998 (Section
6.2). This appeared as a bright streamer, visible in hot coronal lines, that bounds a dark
area (the coronal hole). Two regions at 1.1 R, one in the coronal hole and the other in

the streamer, were selected for a diagnostic study.

¢ Electron density was derived applying the line ratio technique with different ra-
tios, ranging from upper transition region to coronal temperatures. Densities in the
streamer, obtained from different ratios, are 1.3-2 times higher than that in the

coronal hole.

¢ Electron temperature was derived from the line ratio technique and through the

DEM technique. The streamer is hotter than the coronal hole by up to about 20 %.
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¢ The DEM study revealed that in the sample taken here for the coronal hole data, the
temperature has two main contributions: one at 1 x 108 K, typical of the ambient
coronal hole, and the other at about 2.2 x 10® K. The result of the DEM analysis for
the streamer shows a single peak at 1.6 x 10° K on a broad DEM curve, indicating

a multi-temperature plasma.

e Element abundances relative to Fe were derived in both the coronal hole and
the streamer. The general tendency of the streamer composition seems to follow
the behaviour found for that of the mid-latitude loop system. However, few studies
of polar boundary streamers are found in the literature, and further investigations
need to be carried out on the study of abundances in these structures, to confirm

the results obtained here.

In this thesis new insights into physical properties (electron density, temperature and
element abundances) of several coronal structures have been presented. However, the
solar corona is a very complex environment and a great deal move remains to be done.
From what has been found in this work, it is clear that a more complete picture of the
coronal environment can be made by taking advantage of coordinated observations using
various instruments, to cover different wavebands and/or distances from the Sun centre.
Building on what has been learned from several successful solar missions, such as
SOHO, Yohkoh, TRACE and Ulysses, some ambitions future missions are now planned.
Solar-B (Davis, 2000; Solar-B WWW page, 2001), the launch of which is due to 2005, has
the objective to investigate the solar variability, by the use of coordinated observations
of the photosphere, transition region and corona. The satellite will carry a Solar Optical
telescope {SOT), an X-ray telescope (XRT) and an EUV imaging telescope (EIS). All these
instruments will be characterised by high spatial and spectral resolutions. Solar Orbiter
(Marsch et al., 2000), a near-Sun (0.21 AU) and out-of ecliptic mission, will provide in
sttu measurements, high resolution imaging and spectroscopy of the solar corona, and is
planned to be launched in 2009. The high quality data expected from these new missions

will provide opportunities to test and improve the results presented in this thesis.
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Appendix A

A.1 March and May 1998 UVCS Streamers Spectra

UVCS March midlat streamer
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Figure A.1: Example of the O VI channel spectra from the UVCS March 1998 midlatitude streamer.
The main lines are labeled. On the left of the figure it is visible the step in intensity due to the overposition

of the reduntant spectra and the primary spectra. The intensity are given in phot/(cm? s str A).
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Figure A.2: Example of the O VI channel spectra from the UVCS March 1998 midlatitude streamer.
The intensity are given in phot/{cm? s str A).
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U\/CS March equatorial streomer
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Figure A.3: Example of the O VI channel spectra from the UVCS March equatorial streamer. The

intensity are given in phot/{cm? s str A),
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Figure A.4: Example of the spectra from Lyo channel for the midlatitude streamer. A closer view,
shown in the figure at the bottom page, shows artificial spikes due to some problems in the flat field, that
have not permitted the use of the Fe XII line.
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U\/CS March equatorial streamer
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Figure A.5: Example of the spectra from Lye channel for the equatorial streamer. A closer view, is

shown in the figure at the bottom page.
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Figure A.6: Example of the O VI channel spectra from the UVCS May 1998 midlatitude streamer.
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March 1998 streamers CDS spectra
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Gaussian profites for the lines are overplotted.

197



NIS 2

CDS Moarch midlat streamer

T T T VT T m_____d_m____m*&n.tfm_u_.m __________ﬁ—_____w________ﬂ___
| y 906085 (11 0 @) ix %] m -
q vt Y 8
L i «n 848 ol ﬂ&n (Y
¥ 010°#25 (11D 9F &I - ¥ 00G'£Z9 oIt 1A By
¥ IC0Zes (€) AeN o
L ¥ ¥Z8°695 A N B ¥ L¥6'vZe (on+ X 15 19) x Bbp
Y 21#°98G (01 XI IV + AX 94 +} A SR T OZTBeE 00 I
¥ 005995 (&) (KA S 19) 1S L
i . R ' .
qqmnw%m%%mﬁmw ___m, _.umz r Y B£0°129 X 1S m
¥ 809788 (5 AN -
o 2
Y +Nammmm%nw ___» o 8 et ¥ 0007219 (on XX =4 + €Y A O
. M (710 .
7Y088%5EE%H () ia bR = ¥ 00¥'919 o1 IA 1S
I vosiE WA 8 s
YORITISIN & — ol
- 3l ¥ 859° 119 {on nx 24 1) x 15
- ¥ £0 0 QQLpescallZ IS .M....w. [ 7 o
. _ ™ . . i| s
¥ 919°8¥G (ol IA 1S-A m ﬂm | ¥ £6£°609 (M 0 1) x Bp Y 260803 N O
L ¥ 00Z'GYS OIl 1A 18 SEL y 08¢°209 poon_u oy I}
Y 168°CrG (o X 1S 19) A BN sL ¥ O¥G'909 PION IX IS il
ZL0'TRS Al SN 2 H
= y 8z1°19g (o1 \ax 94 {q) Al 8N m_. w w- ¥ 6¥1°¥00 IX 1S A,
008" [l 4
v SVMRRIAL * BT ﬁ
L 1 | Y 009°009 X | m
B ¥ 265665 M0 U
4 - ¥ 219265 (A ©2 K} 1 O [
i A- m ¥ 001°£6G IItA 03 _.
” Y 005'%6G (i) AN “
. Y PLRG T SRT WA R § i M|
i ¥ 009°265 ou (Z) X1 15 |
¥ 599°028 I 18 Y 0127228 (oW X 15 1 2N 19) _n|:\m o yomies WAN [| g
= B h o™ "2}
VRS R T ¢ T .
Y 6¥2'815 (L) A S - 1
¥ 002916 ok X 15 & o _”
- v 00s FREEEH IR & {7 i ¥,¥GL'G8G (O X1 15 1) kA & ]
'___.__p______________._______ .__________.________n___m___r.__..__nn?on__!.._
g g 2 g 2 °  F g g g ] g g °
SjusAs —joud sjuare—joyd

198

Wavelength [ A ]

CDS NIS 2 spectra for the March 1998 midlatitude streamer. The fitted background and

Gaussian profiles for the lines are overplotted.

Figure A.9



NIS 1

CDS March Equaterial streamer

________g___,_______“___________._Ct:mwmﬂw_vaﬂ__

- ¥ 000'evE X

Y 00¥'ZvE (L) 1A_D
L Y 6¥6LYE X 1S

2 ¥ CIULPE X 9
- Y 006'6¢% () IA PD
r ¥ 900°6€C 1A BN
- ¥ 8£2'96¢ (X 94 19) X 34
I ¥ 2627080 {6} mA o

L ¥ O0L°GET X @3 1A By 19 1Ax 24

L Y ZLLHEE AIX 94
¥ 00¥'CEE X

¥ SRS (S I 1Y X

v zev EEARYSES
- Y 009'0SE X

Y 0Z2'628 X 24
L Lev'BZC (&) A v+ 1% 1D
¥ @At 85 s
i ¥ 080°2E AX 94
L y 2269z x

¥ 00§'SZE {4} A v
¥ €£92°+28 (AX 24 19) X 84

¥ 000728 (&) (E} AN
¥ 00¥°12E X o4
v 800z (1 0 M) mx &4
Y GZTO'GIE A IS 5

- LZTOBLE IN_19) A
Y ¥ om@xm.n HNML X uu
B ¥ 000'8LC WX @4 + X 34
- ¥ eroLIe (X #419) ma By
L ¥ GOT'91E A IS
r ¥ BEC'SIE WA Bp

| ¥ £Zer1E (19) A S
¥ GLELE A Bp

¥ 24821 {X 94 19) X 24
- 0Z¥'ZLE LIX 5 | Al
v ¥ Mmh.:mumn wU__S w:

Y B¥5'80% IX 94

340

330

320

310

Wavelength [ A ]
CDS March Equatorial streamer NIS 1

_——_q_—ﬂﬁ_____________—ﬁ___—q_——_-_—______q_____

L ¥ 000828 (¢ m oN) x1 00 {

Y 00¥#2C (M O 1) N
y cog'eL€ (i N 19) O

¥ FOGLLE X

Y 00L'8GE (X=IX #4 19) AI N

r ¥ ¥LLESE (A 9N 13) AL 3N

o ¥ 00075 (L) 1A v

. | <2m.omn (Alx 94 19) 1X B3 S
¥ Z1096¢ (IX 4 19) (Z) X 'S

¥ Z99°Z58 ..__DN #EOES

2 ¥ 901°Z5€ (19) X o3
009" 15E. X

"1EE A BN
¥ 00L 058 X

Y L2086 {£) Xt 1§~ ]
- Y 0L1'6¥E (IX 4 Q) % 1A B \

r ¥ £81'8¢¢ :.xh«
Y

L Y Z0bLVE X IS

Y Zewere IX 84 MI...
L ¥ 00C'99E X
¥ TELGHE X B4 o

- Y 001See (2) X1 1§ S ]

L ¥ 000'FYE X

T or] =3

COv'Zre (L) IAD
Y E¥ELYE Xl Is

- . Y EIULEE X B4

________H______________._________________________
? 9 & o
Fluaas=toyd

o
[}

________________——__________________._____,___
o

o) =)
- o] ~ 2 a

50

S1UpAR —joud

360 370 380

Wovelength [ A ]

350

CDS NIS 1 spectra for the March 1998 equatorial streamer. The fitted background and

Figure A.10

Gaussian profiles for the lines are overplotted.
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Figure A.11

Gaussian profiles for the lines are overplotted.
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A.3 Results from March 1998 streamers study with CDS

The Tables here listed report the results from the DEM analysis using the Mazzotta et al.
(1998) ionization equilibrium. Each of the columns, starting from the first, reports: the
ion (or ions if a blend is present) used to calculate the DEM; the theoretical values of the
line wavelength of the ion; the observed wavelength of the line; the transition from which

2 g=1 sr~1; The ratio of the theoretical

the line forms; the observed intensity in ergem™
flux to observed flux; the error estimated, given by a combination of the observed error
and a assumed 10% error on the calculated values; the effective temperature, defined in
4.2; the temperature of the maximum of the contribution function; in case of a blended
line, the percentage of contribution of each line to the total observed flux. Only the most

significant blends are listed.
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Table A.1: Results from 8 March 1998 midlatitade streamer study with the DEM.

| Ton A (A 2o (A) Transition I, L/l 4/ Ter Tmex %
O 111 599.507  599.5 2522p2 'Ds - 252p3 'Dy 03 063 014 503 503
o1V 554.513  554.6 252 2p Py - 25 2p2 *Pyyq 04 105 017 516 5.23
oV 629.730  629.8 252 'Sq - 25.2p 'P, 06 121 021 552 5.38
Ne VI 562.803  562.9 252 2p Py, - 25 2p2 2Dy 0.5 095 013 575 562
Mg VIII 313.754  313.7 2p Py, - 25.2p2 ?Py 35 096 021 611 591
Mg VIII  315.039 3151 2p Py, - 25.2p2 Py 105 0.79 0.0 611 591
Mg VIII  339.006  339.0 2p *Py/s - 25.2p2 *Sy /2 29 072 020 611 591
Si VIII  316.205  316.2 2522p3 *Sg/y - 252p4 *Pyyy 193 147 016 6.13 593
Fe X 345.723 3457 352.3p5 2Py - 35.3p6 25y 2 9.7 116 013 6.13 598
Fe XI 341.113 3411 352.3p4 3P - 35.3p5 °Py 169 056 006 6.15 6.06
Fe XI 369.153  369.1 352.3p4 °P, - 35.3p5 3P, 104 115 013 6.16 6.06
Fe XI 352.662  352.7 352.3p4 *P; - 35.3p5 *P2 445 089 0.09 6.16 6.06
MgIX 368070  368.1 252 'Sy - 25.2p 'Py 1371 104 010 6.17 598 087
Fe XIII 368.2 3s2 3p2 *P2 - 35 3p3 *Ds 6.20 0.11
SiX 621.079 6210 2p *Pyy - 25.2p2 Py 1.6 062 007 619 6.13
AlX 332.789 3328 252 'Sp - 25.2p 'Py 59.9 0.61 007 6.19 6.10
Fe XII 352106  352.1 352.3p3 “Sy/q - 35.3p4 Py, 682 102 010 6.19 6.14
Fe XII  346.852  346.9 352.3p3 *Sy/0 - 35.3p4 Py, 415 087 009 619 6.14
Fe XII  364.467  364.5 352.3p3 *Sy/a - 35.3p4 Py, 113.2 091 0.12 619 6.14
Ca X 574.010  574.0 35 2812 - 3p *Pyyp 57 0.88 009 622 5.86
CaX 557.765  557.8 35 2852 - 3p *Py 10.4 097 010 6.22 586
Mg X 624.941  624.9 1s2.(1s).2s %S,y - 1s2.(15).2p *Pyy» 759 117 012 6.23 6.05
Mg X 609.793  609.8 1s2.(1s).2s %S, - 1s2.(15).2p *Pa;»  160.7 1.08 0.1 6.24 6.05
Fe XIII  348.183  348.2 352 3p2 Py - 35 3p3 °D, 110.8 126 0.13 624 6.20
Fe XIII  321.400  321.5 352 3p2 3P, - 3s 3p3 °P, 322 093 010 624 6.20
Al XI 550.031  550.1 1s2.(1s).2s ?S;); - 152.(15).2p Paye 247  1.02 010 626 6.16
Fe XIV  334.172  334.2 3s2 3p ?Pyys - 35 3p2 *Dyye 358.7 0.69 007 630 6.26
Fe XIV  353.831 3538 3s2 3p *P3/z - 3s 3p2 *Ds2 703 099 010 630 626
SiXII  520.665 5207 152,25 %Sy 2 - 152.2p *Pyy2 1074 122 012 632 628
Fe XV 327.011  327.0 3s3p *P; - 3p2 'D» 243 081 009 634 633
Fe XVI  360.761  360.8 35 %8y,2 - 3p *Py 2 4343 095 010 637 6.41
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Table A.2: Results from the March 1998 8 equatorial streamer study with the DEM.

Ton M(A) A (A) Transition L L/l +/ Tei Toax %
oI 554.513  554.5 252 2p *Pasy - 25 2p2 *Pyyp 0.2 08% 010 522 523

ov 629.730  629.8 252 'Sq - 25.2p 'Py 04 137 0.26 557 538

Ne VI 562.803  562.8 252 2p 2Py, - 25 2p2 2Dy s 0.1 073 009 594 562 0.80
Ne VII 563.0 2s2p *P; - 2p2 P, 572 0.11
Ne VII  561.728  561.6 2s2p *P; - 2p2 2P, 01 712 1.06 6.03 571 0.83
Ne VII 561.4 2s2p *P, - 2p2 P, 571 017
Mg VIII 315039  315.0 2p Py - 25.2p2 2Py, 9.4 130 0.13 6.03 591

Mg VIII 313.754  313.7 2p *Pyp - 25.2p2 ?Py )y 44 120 022 6.03 591

Mg VIII 339.006  339.0 2p *Pyj2 - 25.2p2 2Sypn 26 119 0.13 6.04 591

Mg VIII 317.039  317.1 2p *Pgjq - 25.2p2 2Py, 3.6 1.06 011 6.04 591

SiVIII  319.826  319.8 2522p3 *Sy/2 - 252p4 ‘P, 195 272 027 6.06 593

Si VIII  316.205  316.2 2522p3 *Sy/2 - 252pd *Pyp 11.6 3.00 030 6.06 5.93

MgIX  368.070  368.1 252 '8q - 25.2p Py B8.7 104 0.10 6.06 5.98

Fe X 345.723  345.7 352.3p5 *Py;s - 35.3p6 %S, /2 9.8 113 0.12 606 598

Ca X 557.765  557.8 3s 28y, - 3p *Pyyy 2.9 107 0.1 607 586

Fe XI 341.113  341.1 3s2.3p4 °P. - 3s.3p5 *P4 7.9 066 007 6.08 6.06

Fe XI 352.662 3527 3s2.3p4 *P: - 3s.3p5 P> 235 094 010 6.08 6.06

Fe XI 360.153  369.2 3s2.3p4 3P, - 35.3p5 P2 60 111 011 6.08 6.06

Mg X 609.793  609.8 152.(1s).2s ®S,/; - 1s2.(1s).2p *Pa;y 439 1.05 0.1 6.08 6.05

Mg X 624.941 6249 1s2.(1s).25 ?S; /5 - 1s2.(15).2p *Pyp 195 1.22 0.12 6.08 6.05

Al X 332.780 3328 252 'Sp - 25.2p 'Py 156 086 009 609 610

Si X 621.079  621.0 2p ’Py/3 - 25.2p2 Py, 05 070 0.08 6.10 6.13

Fe XII  346.852  346.9 352.3p3 *Sy/z - 35.3p4 Py, 11.6 0.88 0.09 6.10 6.14

Fe XII  364.467  364.5 352.3p3 *Sg/z - 35.3p4 ‘Pz 3.5 091 009 610 6.14

Si X 347.403 3474 2p ®Py/q - 25.2p2 *Dy, 446 0.68 007 6.10 6.14

Al X1 568.120  568.2 1s2.(15).2s %S, - 152.(1s).2p Py 1.5 104 0.13 6.12 6.16

Al X1 550.031  550.1 1s2.(1s).25 %S, - 1s2.(1s).2p *P3;z 3.1 102 0.10 6.12 6.16

Fe XIII  348.183  348.2 3s2 3p2 *Py - 3s 3p3 °Dy 166 115 0.12 6.13 620

Fe XIII  321.400 3215 3s2 3p2 *P; - 3s 3p3 *Py 31 126 013 6.13 6.20

Fe XIV  334.172  334.2 352 3p *Pyy - 35 3p2 *Daje 13.6 077 0.08 6.16 6.26

Si XI1 520.665  520.7 152.25 28,y - 152.2p *Py sz 46 083 0.08 6.17 6.28

Fe XIV  360.827  360.8 35.3p” 2Dy5 - 3p® 2D3;» 20 128 015 617 625 0.70
Fe XVI 360.8 35 2812 - 3p *Pype 641 0.30
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A.4 Ambient Coronal Hole and Macrospicule CDS Spectra
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Figure A.12: First part of the CDS NIS 1 spectra of the macrospicule (top) and its background (bottom)

{columns 4) in the spatial pixel closest to the limb. The fitted background and Gaussian profiles for the

lines are overplotted.
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(bottom) (columns 4) in the spatial pixel closest to the limb. The fitted background and Gaussian profiles

for the lines are overplotted.
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A.5 June 2000 UVCS spectra
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Figure A.16: Example of the O VI channel spectra from the UVCS June 2000 data at 1.6 Rg. The step

in the background intensity at 1020 A indicate the border with the redundant spectra, that cointains the
Mg X and the N V lines. The main lines are labeled.
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Figure A.17: Example of the O VI channel spectra from the UVCS June 2000 data. The main lines are

labeled. Top: Spectra for 1.9 Rg. Bottop: Spectra for 1.6 Rp. The intensity are given in phot/(cm? s str
A).
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