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Abstract

As the primary interface between the runner and the road, athletic footwear has a potentially
important role to play in the reduction/management of chronic injuries and the enhancement of
performance. Over the past thirty years the running shoe has changed considerably. However, despite
significant advances in footwear technology, the incidence of injury in distance runners has not
altered meaningfully. It has been postulated that poor footwear selection is the mechanism behind
this; whereby running shoes are incorrectly selected/inappropriate for the populations and situations

in which they are worn.

The investigations and results obtained from this thesis aim to attenuate this, and provide runners and
footwear manufacturers with new knowledge regarding the application of footwear to different
populations and conditions in order to improve both injury occurrence and performance. In addition
to a significant amount of developmental analyses, four principal examinations were conducted as

part of this thesis.

Study 1 aimed to determine the Kinetic and 3-D kinematic differences between treadmill and
overground running, in order to determine whether the treadmill replicates overground running and
whether different footwear is necessary during treadmill running. It was observed specifically that
treadmill running was associated with significant increases in eversion and tibial internal rotation
whilst overground runners exhibited greater peak tibial accelerations. It was concluded that treadmill

runners are likely to require footwear with additional medial stability properties, aimed at reducing



rearfoot eversion whilst overground runners should consider footwear with more advanced midsole
cushioning properties designed to reduce the magnitude of impact transients

Study 2 examined the gender differences in the kinetics and 3-D kinematics of running in order to
determine whether females require running shoes specifically tailored to their running mechanics.
Females were associated with significant increases in eversion and tibial internal rotation;
reaffirming the notion that they are more susceptible to overuse injuries than males. It is
recommended that females select running footwear with design characteristics aimed towards the
reduction of rearfoot eversion in order to reduce the incidence of injury.

Study 3 investigated the kinetics and 3-D kinematics of running: barefoot, in conventional running
shoes and in barefoot inspired footwear in order to determine the efficacy of barefoot running in
comparison to shod and also the ability of barefoot inspired footwear to closely mimic the 3-D
kinematics of barefoot running. Barefoot running was associated with significant increases in impact
parameters. It was also observed that barefoot inspired footwear does not closely mimic the 3-D
kinematics of barefoot running. This leads to the final conclusion that barefoot running may not serve

to reduce the incidence of injury.

Study 4 aimed to examine the influence of footwear with different shock attenuating properties on the
energy requirements of distance running and to investigate the biomechanical parameters which have
the strongest association with running economy using regression analyses. Whilst footwear with
different shock attenuating properties did not influence running economy, it was observed that a
significant proportion of the variance in running economy could be explained by kinematic and EMG

parameters.

This thesis has provided information not previously available regarding the injury prevention and
performance aspects of running footwear. It is clear that footwear cannot be universally prescribed
and that the population and circumstances in which different shoes are to be used are key when

selecting and designing appropriate running footwear.
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1. Introduction

This chapter provides a brief introduction to the project and rationale for the investigations,

conducted as part of this thesis.



1.1 Background

In recent years distance running has become a popular physical/recreational activity (De Wit
et al. 2000). The running boom which originated in the late 1970’s has led distance running
and the athletic footwear industry to become what it is today. Running represents a
convenient low cost pass-time which contributes to a decreased mortality rate, as well as a
reduction in morbidity and the development of disabilities in older adults (Curfman, 1993;

Fries et al. 1994; Paffenbarger et al. 1993).

Unfortunately however, epidemiological studies analyzing the prevalence of running injuries
suggest that overuse injuries are a prominent complaint for both recreational and competitive
runners (Hreljac, 2004). Each year approximately 66% of runners will experience a pathology
related to running (Malone, 2008). These chronic injuries serve not only to affect training, but
can also instigate lasting physical and psychological effects (Shorten, 2000). These effects
may make running considerably less enjoyable and consequently act as a deterrent to running
training in general. Given the detrimental impact and high incidence of injuries, combined
with the positive health benefits of running, research that could reduce the incidence of injury

through footwear interventions could be beneficial to a large number of runners.

Typical distance running speeds may result in as many as 300 foot strikes per leg per
kilometre, often on hard surfaces (Valiant, 1990). The interaction between the foot and ground
during each foot strike running gait induces high impact forces, generating a transient shock
wave that is transmitted through the musculoskeletal system (Shorten, 2000). Repeated impact
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loading of the body during gait has been linked to the development of degenerative

pathologies.

In 1975 runner’s world magazine referred to the running shoe as the most important piece of
athletic equipment that a runner may own. Nigg (1986) attributes this article to the improved
interest in the protective and performance benefits of athletic footwear in both runners and
sports manufacturers. As the primary interface between the runner and the road, athletic
footwear has a potentially significant role to play in reduction/management of chronic
injuries and the enhancement of performance. Over the past thirty years since the origin of
the running boom, the running shoe has changed significantly although its application has
not. The development of running shoes has shadowed the rise of running as a popular
activity. The functional role of the running shoe is to enhance performance and prevent injury
to the athlete (Frederick, 1984). Footwear biomechanics is a swiftly progressing field that
helps to understand the influence of running shoes and their design on injury prevention and
performance. Research in the fields of orthopaedic medicine and biomechanics has focussed

on analysis of the function of footwear (Nigg, 1986).

However despite significant advances in footwear technology, the overall rate of injury in
distance runners has not altered significantly. Noting that running injury rates have remained
unchanged over the last 30 years led researchers to investigate other paradigms such as
barefoot running. These hypotheses however remain unproven at the current time. It has also
been postulated that poor footwear selection is the mechanism behind the lack of
improvement in injury frequency (Nigg, 2010); whereby running shoes are incorrectly
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selected/inappropriate for the populations and situations in which they are worn. There is
currently a paucity of research examining the applicability of footwear to specific conditions
which may partially explain why injury rates remain high despite the increase in knowledge

and subsequent development of footwear technology.

The investigations and results conducted during this thesis aim to attenuate this, and provide
runners and footwear manufacturers with new knowledge regarding the application of
footwear to different populations and conditions in order to improve both injury occurrence

and performance.

1.2 Aims and objectives

The overall aims of the study were to examine the efficacy and applicability of different
footwear designs to different subject groups and conditions and also to examine how different
footwear properties affect performance. The thesis reviews, implements and adapts previous
techniques in order to identify kinetic and kinematic variables linked to overuse injuries and

performance. The objectives of the thesis were:

- To determine the most effective cardan sequences for the quantification of three

dimensional (3-D) kinematics of the lower extremities.

- To determine the reliability of 3-D kinematic techniques.
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To examine different methods of quantifying gait events in the absence of force

platforms.

To examine the Kkinetic and 3-D kinematic differences between treadmill and
overground running, in order to determine whether a. the treadmill replicates
overground running and b. whether different footwear should be worn during

treadmill running.

To examine the gender differences in the kinetics and 3-D kinematics of running in
order to determine whether females require running shoes specifically tailored to their

running mechanics.

To investigate the kinetics and 3-D kinematics of running: barefoot, in conventional
running shoes and in barefoot inspired footwear in order to determine a. the efficacy
of barefoot running of in terms of its ability of reduce the proposed mechanisms of
injury and b. whether shoes which aim to simulate barefoot movement patterns can

closely mimic the 3-D kinematics of barefoot running.

To determine the most effective EMG normalization technique for the muscles of the

lower extremities during running.



- To examine the influence of footwear with different shock attenuating properties on
the energy requirements of distance running and to examine the kinetic and 3-D
kinematic parameters which have the strongest association with running economy

using regression analyses.

1.3 Rationale

The treadmill is now commonly used for exercise and research, and it offers an appealing
well standardized method for running gait analysis (Schache et al. 2001). The mechanics of
treadmill running have been studied extensively, although a consensus has not been reached
regarding its ability to simulate overground locomotion (Fellin et al. 2010a). An integrated
approach that simultaneously measures the kinetics and 3-D kinematics of running is needed
to evaluate and compare running overground ground and on the treadmill. Clinically this
knowledge is important to gain an understanding of the susceptibility of treadmill runners to
overuse injuries. If significant variations in axial impact shock and 3-D kinematics exist
between treadmill and overground locomotion, there may be implications regarding the
relative susceptibility of runners to lower extremity overuse injuries which would have
implications for runners as it is currently unknown as to whether different footwear is
necessary for treadmill running, thus runners typically use the same shoes as they would

when running overground.

Interest in distance running amongst females has expanded rapidly in recent years (Atwater,

1990). Whilst studies have investigated differences between males and females (Atwater,
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1990; Heiderscheit et al. 2000), the majority have been confined to the sagittal plane and
kinematic analyses have predominantly used two-dimensional (2-D) video analysis as
opposed to more accurate 3-D optoelectronic techniques. Females are hypothesized to be
more susceptible to overuse injuries (Taunton et al. 2003). Given the potential susceptibility
of females to overuse running injuries, a key issue within the discipline of footwear
biomechanics that has yet to be addressed is the specific demands of athletic footwear for
females. Footwear manufacturers frequently produce footwear for females on the basis of
data collected using male participants. This has led to women’s running shoes being
habitually designed using a scaled down version of a man’s shoe with all dimensions reduced
proportionally according to the length of the foot. A greater understanding of the differences
in running mechanics between male and female runners may also provide an insight into the
aetiology of different injury patterns and how these injuries may be attenuated using

appropriate footwear designs.

In recent years the concept of barefoot running has garnered much attention in footwear
biomechanics literature. Barefoot locomotion presents a paradox in footwear literature; and
has been used for many years both by coaches and athletes based around the supposition that
running shoes are associated with an increased incidence of running injuries (Lieberman et al.
2010; Robbins and Hanna, 1987; Warburton, 2000). Based on such research and taking into
account the barefoot movement’s recent rise in popularity, barefoot inspired shoes have been
designed in an attempt to transfer the perceived advantages of barefoot movement into a shod
condition. Given the popularity of barefoot running, surprisingly few investigations have
specifically examined both the impact kinetics and 3-D kinematics of the lower extremities of
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running barefoot and in barefoot inspired footwear in comparison to shod. Therefore a
comparative investigation into the kinetics and 3-D kinematics of running: barefoot, in
conventional running shoes and in barefoot inspired footwear, in order to highlight the

differences among conditions would be of clinical and practical significance.

The economy of running which is a reflection of the amount of oxygen (VO) required to
maintain a given velocity, is considered a very important factor for the determination of
distance running performance. Given the influence of running economy on running
performance, a number of investigations have aimed to determine the biomechanical
parameters that may be related to running economy. However the observed connections are
often weak and have lacked consistency between investigations. The possibility that athletic
footwear can influence the economy of distance running has also been examined previously
(Frederick, 1986). A number of studies allude to the assumption that it is more energetically
economical to run in footwear with appropriate mechanical characteristics. Different
footwear shock attenuating properties have the potential to reduce impact forces, alter
running kinematics, change muscle activity, and thus potentially influence running economy
(Nigg, 2003). Several investigations hypothesize that footwear midsole characteristics can
influence energy expenditure (Frederick et al. 1986; Squadrone et al. 2009; Hanson et al.
2010). However, to date there have been no investigations which have examined footwear
with known differences in shock attenuating properties and related their energy requirements
to simultaneous measurements of 3-D kinematics, impact Kinetics and muscular activation

parameters.



1.4 Ethical approval

Ethical approval for all of the investigations carried out throughout this thesis was provided

by an ethical panel from the School of Psychology, at the University of Central Lancashire.

1.5 Thesis Structure

This project consists of nine chapters. Following this introductory chapter is a review of

relevant literature concerning the kinetics, kinematics, metabolic aspects of distance running.

Chapters 3 and 4 provide information regarding the methods and equipment used throughout
the thesis and the developmental work undertaken to refine and validate these techniques
Chapters 5-8 comprise the main research components of the thesis, with each one devoted to
each one of the four primary research areas. Each chapter consists of an introduction to the
specific study, presentation of specific pilot data, methodology, detailed description of the
results, and discussion of these findings. Chapter 9 collates and summarizes the major
findings and examines their implications along with recommendations for future research and

development.



2. Literature Review

This chapter reviews the literature relevant to the kinetics and kinematics of running as well as

literature related to the principles of different biomechanical measurement techniques.
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2.1 Kinematic measurement

The most common technique for the collection of kinematic information uses an image or
motion capture based system to record the movements of markers placed onto a moving
subject (Robertson et al. 2005). This is followed by either manual or automatic digitizing in
order to determine the co-ordinates of the markers. Motion capture techniques used to record
movement are usually grouped into 2-D or 3-D systems. The technique employed is governed
by the requirement of the researchers and the necessary depth of analysis. 2-D motion capture
requires only a single video camera orientated orthogonally with the rotational plane of

interest, whereas 3-D systems are comprised of a number of cameras (usually between 6-10).

Due to factors such as price and availability it has been commonplace for researchers
investigating human movement to use standard 2-D video analysis with electronically
shuttered video cameras (Bartlett et al. 1992; Nigg and Herzog 2005). However, video
cameras are limited by their capture frequencies as they typically operate at only 25 frames
per second providing a maximum sampling rate of 50Hz when using intertwined fields.
Based on the Niquist Theory of sampling these frame rates are not adequate for the

quantification of faster movements (Robertson et al. 2005).

Although considerably more expensive (individual cameras can exceed £10,000) optoelectric
3-D camera configurations are considered to be advantageous as they automatically digitize
the markers and are not affected by perspective and planar errors, as 2-D systems are
(Richards et al. 2008). 3-D camera systems are used to track either passive retroreflective
markers or active infra-red light emitting passive markers; positioned onto the participant
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whose motion is being examined. Passive marker systems involve the camera lens emitting
infrared light to illuminate the retroreflective markers at a predetermined frequency, allowing
them to be identified using specialized motion capture software. For active marker
recognition, markers produce their own light and thus do not require infra-red lighting from
the camera, thus the markers are identified more easily (Richards et al. 2008). 3-D motion
capture systems also have the advantage of being able to capture human movement at higher
frame rates (sometimes up to 1000Hz), which has made them commonplace in most specialist

biomechanics laboratories.

The quantification of 3-D musculoskeletal movement via image based motion capture is
conducted using a model consisting of a linked kinematic chain of segments constructed from
the markers positioned on the body (Robertson et al. 2005). The objective of segmental
mechanics is to obtain quantitative information that facilitates the instantaneous
reconstruction of a rigid body in space (Cappozzo et al. 2005). To model the motion of each
segment in 3-D two principal pieces of information are needed, the position and the
orientation i.e. POSE and segment anatomy. Segments are considered to be rigid bodies for
the purpose of 3-D reconstruction. The motion of rigid segments in space can be quantified
using three orthogonal translational degrees of freedom and three orthogonal rotational
degrees of freedom (Cappozzo et al. 1995). The quantification of the rigid-body POSE
requires the determination of an anatomical frame relative to the global co-ordinate system
(GCS). Within this anatomical frame is a technical frame, defined by markers that are used to
track the motion of the segment. These markers may be anatomical or arbitrary, individual or
clusters and mounted on the skin, on wands or on rigid plates (Manal et al. 2000).
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There are a number of methods available for the computation of 3-D kinematics. Segmental
kinematics reflect the 3-D angular orientation of one segment with respect to another and at
least three non-colinear markers are required to track the segment POSE. The first method of
quantifying the orientation of one co-ordinate system relative to another is based on the finite
helical axis proposed by Woltring et al. (1985). This method involves the definition of a
position and orientation vector. Movement from a reference position is defined in terms of a
rotation and translation about a single axis in space. This method is rarely used however as the
neutral reference position is difficult to precisely define. Grood and Suntay (1983) proposed
the first method using the cardan/euler convention, known as the joint co-ordinate system
(JCS). The JCS utilizes one co-ordinate axis from each local co-ordinate system (LCS) of the
segments that define the joint (Grood and Suntay, 1983). Three rotation axes are defined,
firstly about the proximal segment in the medio-lateral (sagittal plane) axis, then about a
floating axis in the anterior-posterior (coronal plane) direction and finally about the
longitudinal axis of the distal segment producing internal-external (transverse plane) rotation
angles (Grood and Suntay, 1983). This method can however be subject to gimbal lock when

angles approach 90°.

The final method of quantifying joint motion was developed by Cole et al. (1993) and also
based on the cardan/euler convention. This method involves the definition of three angular
parameters that specify the orientation of a body with respect to reference axes that would
place the segment in the same position as the true movement (Hamill and Selbie, 2004). This
method is also subject to gimbal lock and is dependent on the rotation sequence selected

(Cappozzo et al. 2005).
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2.2 Ground reaction forces in distance running

The ground reaction force (GRF) reflects the force exerted by the ground to a body in contact
with it. The GRF is equal in magnitude and opposite in direction to the force that the body

exerts on the supporting surface through the foot (Miller, 1990).

2.2.1 Force platforms

Force platforms have been used in biomechanical research for a number of years to quantify
the external forces during human locomotion (Nigg and Herzog, 2005). Force platforms are
considered to be a fundamental component of any biomechanics laboratory. Force platforms
come under two categories, either strain gauge or piezoelectric. Strain gauge force platforms
centre around the principle, that as a force is applied to a structure, the length of that structure
will change (Thewlis, 2008). Strain reflects the change ratio between the original dimensions
and the newly deformed dimensions. Strain gauge platforms contain materials that when
distorted will produce a resistance, which when amplified can be related to force from the
deformation in a known direction. Piezoelectric force platforms are considered to be superior
as they are more sensitive and allow a greater range of measurements. Piezoelectric force
platforms utilize piezoelectric crystals (usually quartz) to measure GRF. The principle behind
piezoelectric force platforms is the same as strain gauge technology in that they convert
deformation into force outputs. When piezoelectric crystals are subjected to deformation they

generate an electric current which is proportional to the amount of deformation.
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Given that force transducers regardless of their mechanism of measurement do not directly
measure force, they must therefore be calibrated. Force platforms are calibrated prior to

installation by the manufacturer.

2.2.2 Ground reaction force components

It is commonplace to de-compose the resultant GRF into three components, vertical, anterior-
posterior and medial-lateral. The magnitude of all three GRF components is dependent on
running speed, although events in the GRF curves occur at the same relative time. Thus during
the process of data collection it is necessary to accurately record the running speed of each
trial and to cross compare studies only when running speeds are similar (Hamill et al. 1983).
Of the 3x GRF vectors the vertical component, has received by far the most attention. Its
magnitude is such that the vertical component of the GRF generally dominates the force-time
curve compared to the anterior-posterior or medial-lateral components (Keller et al. 1996).
Thus the force time curve for this component is far more straightforward and therefore easier

to quantify to allow for comparisons between studies (Miller, 1990).

Of the many external factors which can influence the GRF, running velocity has been the
focus of a large number of published studies. The consistent finding amongst these studies is
that the magnitude of the vertical component increases with enhanced running velocity. Munro
et al. (1987), attempting to ascertain reference standards for GRF data and its relationship with
running speed, collected GRF’s at running speeds ranging from 3.0-5.0m.s™%. The impact peak

increased linearly from about 1.6 to 2.3 body weights (B.W’s) over the range of speeds.
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A double peaked vertical GRF configuration is traditionally characteristic of runners who
exhibit a heel strike (Cavanagh and Lafortune, 1980). The first peak referred to as the impact
peak is of high frequency and occurs very early in the stance phase; typically recorded values
are between 6-17% of total stance time Munro et al. (1987). The second peak referred to as the
active peak or thrust maximum is of lower frequency and is seen between 35-65% stance time
Munro et al. (1987). Cavanagh and Lafortune, (1980) showed that the impact peak reached
about 2.2 B.W. before rising slowly to an active peak of 2.8 B.W. Significantly Cavanagh and
Lafortune, (1980) showed that the midfoot group did not exhibit the high frequency impact

peak.

The anterior-posterior forces are separated into braking and propulsive phases (Munro et al.
1987). During the braking phase, the force opposes forward motion whilst in the latter
propulsive phase it is directed in a forward motion (Miller, 1990). The force-time curve for the
anterior-posterior component is relatively consistent, although the pattern of the initial braking
phase can vary from runner to runner (Cavanagh and Lafortune, 1980). The anterior-posterior
component comprises a small amount of the total GRF in relation to the vertical vector. Most
studies show linear increases with running velocity. Nilsson and Thorstensson, (1989) found
that the anterior-posterior force vector was 0.13 B.W at 1.5 m.s™ increasing to 0.5 B.W at 6.0
m.s™. Similarly Munro et al. (1987) found that the anterior-posterior force was 0.15 B.W at 3.0

m.s* and 0.25 B.W at 5.0m.s™.

Running literature is unclear as to whether the propulsive and braking force peaks are equal or
whether one exceeds the other. Miller (1990) suggests that this may depend on whether

runners are accelerating or decelerating when in contact with the force platform. The point
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during the force-time history at which maximum braking/propulsive forces occur varies. For
individuals who exhibit a single braking peak the maximum braking force occurs at around 22-
24% of total stance time (Hamill et al. 1983). The point at which the transition between
braking and propulsion occurs is termed the zero fore-aft shear or mid-stance (Miller, 1990).
Cavanagh and Lafortune, (1980) noted that the transition from braking to propulsion occurred

at approximately 48% of total stance time at a running velocity of 4.5 m.s™.

A number of studies have shown that both mid and forefoot striking runners exhibit a double
peaked braking phase, whilst rearfoot strikers show a single peaked braking phase (Nilsson
Thorstensson 1989). Hamill et al. (1983) however report that the braking force exhibited by
rearfoot strikers is characterized by two peaks whereas that of midfoot strikers was single
peaked. In contrast to all of the above studies Munro et al. (1987) observed single, double and
multiple braking patterns in a, group comprised of rearfoot strikers. Thus it does not appear

that a discernible pattern exists based on footstrike classification.

The medial-lateral component of the GRF has proved the most difficult of the three in which
to identify readily quantifiable characteristics (Miller, 1990). The medial-lateral vector is by
far the smallest of the three vectors of the GRF, and has shown the highest degree of
variability (Cavanagh, 1982). Cavanagh and Lafortune, (1980) found peak to peak forces of
0.12 B.W, whereas Hamill et al. (1983) reported maximum medial and lateral forces of 0.15
B.W. These studies examined participants running at comparable velocities. Munro et al.
(1987) found that values ranged from 0.04-0.25 B.W for the medial component and from 0.06-

0.31 B.W for the lateral component.
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Nilsson and Thorstensson, (1989) demonstrated that runners classified as forefoot strikers
initially exhibited a medial force in the early stance phase whilst rearfoot strikers exhibit a
lateral force in the early stance phase. Cavanagh and Lafortune, (1980) demonstrated that both
rear and midfoot strikers exhibited lateral forces in early and mid-stance, whilst also exhibiting
two medial peaks, one in the early stages of the stance phase and again immediately prior to

toe off. Thus, similar to the anterior/posterior component no pattern exists based on footstrike.

2.3 Impact loading of the lower extremities

The termination of the swing phase of gait i.e. the foot striking the ground produces
compressive loading of the lower limbs (Lake, 2002). One of the characteristics of the foot
impacting the surface is a rapid change in momentum in which the foot is brought to rest
(Whittle, 1999). This impact leads to the initiation of a transient shock through the body and

carries with it the potential for injury (Shorten, 2000).

The transient shockwave is distinguishable as the short impact peak of force on the upslope of
the vertical ground reaction force, in the phase immediately preceding initial contact (Collins
and Whittle 1989). Given that force is proportional to the rate of change in momentum of the
foot, the magnitude of the impact transmission is thus determined by the rate at which the
momentum changes (Whittle, 1999). Thus, significantly Whittle, (1999) concluded that the
impact shock magnitude is dependent on two key factors: the quantity of the change in
momentum and the duration over which the change in momentum occurs. The velocity and
mass of the foot in motion that generates the transient shockwave has a significant influence

on the total change in momentum (Whittle, 1999). In addition, the duration over which the foot
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comes to a halt is a reflection of the compressibility of the material below the calcaneus, such
as the plantar fat tissue, shoe midsole cushioning properties as well as the stiffness of the
ground itself (Kim et al. 1993). By increasing the distance over which the calcaneus is
decelerated, the duration over which it comes to a halt is increased and thus the change in
momentum associated with the generation of the transient shock wave is reduced (Shorten,
2000). In summary, the forces imposed on the body from the foot-ground interface are
dependent on both the mass and velocity of the foot as well as the thickness, elasticity and

viscoelastic properties of the boundary between foot and ground (Whittle, 1999).

It was hypothesized therefore that the principal factor in determining the magnitude of the
impact transient is the depth of the interface between the calcaneus and surface (Whittle,
1999). As the foot makes contact with the ground, it is brought to a halt. The shorter the
distance over which the foot is brought to a halt, the shorter the duration in which deceleration
takes place and the higher the force which is required to provide the necessary deceleration
(Whittle, 1999). Thus the magnitude of the transient shockwave is linked to the incidence of
overuse injuries and can be attenuated by increasing the duration over which the foot is

decelerated (Garcia et al. 1994).

The acceleration time-curve is the only measure that can give a representative description of
the impact shock transmission to the body (Hennig et al. 1993). However intercortical bone
acceleration measures at the tibia have revealed high correlations between peak acceleration
and GRF parameters (Hennig and Lafortune, 1991). Vertical impact peaks (R=0.7-0.85) and
loading rates (R=0.87-0.99) have been shown to be strongly correlated with peak tibial

accelerations (Lafortune et al. 1995). Similarly Greenhalgh and Sinclair (2012a) observed
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using skin mounted transducers that the impact peak, average loading rate and instantaneous
loading rate of the vertical GRF were significantly correlated with peak tibial accelerations.
From these experiments it was concluded that GRF measures may be adequate for the
prediction of bone accelerations (Hennig et al. 1993).

2.4 Tibial accelerations

Transient tibial accelerations that are experienced by the musculoskeletal system during
running are typically quantified using accelerometers which are attached to the distal tibia
(Nigg and Herzog, 2005). Much like force platforms accelerometers can be either strain gauge
or piezoelectric. Strain gauge accelerometers typically consist of four strain sensitive wires
that are attached to a cantilevered mass element mounted to a fixed base (Nigg and Herzog,
2005). When the base is accelerated, then the mass element produces a deformation due to its
own inertia. The deformation of the mass element produces a change in the strain of the wires
which changes their resistance. The result of this is an electric output that is proportional to the
acceleration experienced by the device. Piezoelectric accelerometers much like piezoelectric
force platforms are based on the same principle as strain gauge accelerometers except that they
are based on the acceleration of piezoresistive elements rather than strain gauge elements.
Piezoelectric accelerometers typically use solid state transducers which alter their electrical

resistance proportionally to the applied acceleration.

Accelerometers can be either uni or tri-axial. A uniaxial accelerometer will measure the
acceleration component in a single direction only. Tri-axial accelerometers will measure the
acceleration components in 3 orthogonal directions using three uni-axial accelerometer
components. The goal of accelerometers (particularly those mounted to the distal tibia during

running analyses) is to quantify bone accelerations. This is most accurately accomplished by
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mounting/attaching the accelerometer directly to the tibia using Hoffman pins/screws and

measuring accelerations in the axial direction.

It has been observed by Lafortune and Hennig, (1995) that peak tibial accelerations quantified
using skin mounted accelerometers were often twice the magnitude of those measured using
the invasive bone technique. This led Nigg and Herzog, (2005) to conclude that invasive
measurements will provide a more reliable representation of the acceleration time history as
the resonance frequency of the pin-bone mounting is higher. However, whilst bone mounted
procedures do give the best representation of bone accelerations, they are invasive and require
surgical techniques in order to implement. Therefore, it has become commonplace to utilize

skin mounted techniques to quantify tibial accelerations due to their increased applicability.

Previous investigations have therefore found that by securely appending a lightweight yet rigid
mounting device to the skin and attaching the accelerometer that tibial impact accelerations
can be accurately quantified (Kim and Voloshin, 1993). The potential for resonance can be
attenuated via the utilization of skin stretching techniques, lightweight rigidly attached
accelerometers and also the application of an appropriate low-pass filter (Nigg and Herzog,
2005; Sinclair et al. 2010). Sinclair et al. (2010) concluded that mounting the device securely
to the skin at the anterior medial aspect of the tibia provides minimal resonance and is thus

effective for the quantification of tibial accelerations.

Previous investigations have also shown that it is possible to separate the components of the
acceleration signal due to tissue resonance and impact using a spectral analysis in the form of a

Fast Fourier transform (FFT) (Lafortune et al. 1995). This was an important breakthrough as
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higher frequency accelerations have been linked to the aetiology of injury (Lafortune et al.
1995). From this the median power frequency of the acceleration signal can be obtained,
allowing frequency shift in the signal that have been mediated through extrinsic parameters

such as surface or footwear to be quantified and subjected to statistical analyses.

2.5 Proposed link between impact transition magnitude and overuse injuries in runners.

Valiant, (1990) states that typical distance running velocities result in excess of 300
footstrikes per foot per kilometre. Loading is necessary for maintenance of cartilage, bone,
and muscle health (Stone, 1988). An optimal loading window for tissue health can be
characterized by repeated impacts of certain magnitude, duration, and frequency. Impacts
beyond the optimal loading window can lead to the breakdown of body tissue and overuse

injuries (Hardin et al. 2003).

Animal experiments have shown that repetitive impulsive loading may be a significant
contributing factor to the development of degenerative osteoarthritis (Dekel and Weismann
1978). In one of the first studies analyzing the aetiology of overuse injuries associated with
distance running Radin et al. (1972) showed that osteoarthritis develops through micro-
fracture of osseous tissue, resultant stiffening of the re-modelled bone, and finally a reduction
in the shock absorbing capacity of the joints. Although this has never been fully established
in human studies, epidemiological investigations have anecdotally linked the repetitive
loading of the lower extremities during running with the progression of osteoarthritis

(Valiant, 1990).
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Voloshin and Wosk, (1982) found that heel strike produces a skeletal shock wave that
propagates from the heel to the head, carrying with it the potential for damage. The authors
attached accelerometers to the tibia, femur and the forehead of their subjects. Significantly
they found a relationship linking reduced shock attenuating capacity between femur and head
to the occurrence of lower back pain. They also found a relationship between reduced shock
attenuation and knee joint pathology. The researchers concluded that joint pathology is
associated with a reduced shock absorbing capacity of the joint and that the skeletal
acceleration preceding heel strike may serve to overload the shock absorber proximal to the

pathological joint, resulting in the development of osteoarthritic erosion.

Light et al. (1980) measured the peak tibial shock transmitted to the lower extremities whilst
walking, by attaching a lightweight accelerometer to two Kirschner pins drilled directly into
the tibia of a participant. They suggested that the acceleration magnitude measured at the
tibia may contribute to the development of osteoarthritis. In support of this finding both
MacLellan and Vyvyan, (1981) and Voloshin and Wosk, (1981) found that modulating peak
tibial accelerations resulted in the elimination of symptoms after a 3-12 month period in
subjects with pain beneath the heel or Achilles tendon. Hreljac, (2004) provided a
retrorespective examination of the biomechanical and anthropometric variables that may
facilitate the development of overuse injuries in runners. Comparisons were made between a
group of runners who had previously sustained an overuse injury and a group who had been
free of injury throughout their career (Hreljac, 2004). The injury free group exhibited
significantly lower values for the vertical impact peak and peak rate of loading. The injury

free group also exhibited a reduced peak eversion angle. Hreljac, (2004) suggests that runners
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who have developed a natural gait pattern that incorporates low impact forces and a moderate

rearfoot eversion angle/angular velocity, are at a lower risk of incurring overuse injuries.

Stress fractures represent fatigue fractures of the bone and are common injuries in runners
(Matheson et al. 1987). Stress fractures are amongst the most common running injuries, and
may account for 6-14% of the injuries typically encountered by runners. The tibia is
considered to be likely to be affected, accounting for between 35% and 56% of all stress
fracture pathologies in runners (Matheson et al. 1987; Romani et al. 2002). Females are
considered to be at a greater risk of developing stress fractures, both Pester and Smith, (1992)
and Queen et al. (2007) reported significant increases in tibial stress fractures in comparison
to males. The aetiology of tibial stress fractures is considered to be multi-factorial in nature
but repetitive impact loading has been linked to their development. Milner et al. (2006) and
Davis et al. 2004) found that the occurrence of tibial stress fractures was related to greater
instantaneous and average vertical ground reaction force loading rates along with peak tibial

acceleration compared to non-pathological controls.

Plantar fasciitis is also considered to be a common overuse foot pathology in runners, with an
incidence of around 7.9% (Riddle and Schappert, 2004; Taunton et al. 2003). Although
excessive pronation is believed to facilitate increases in the load on the plantar fascia, it has
been proposed that external forces may also contribute to overloading of the plantar fascia
(Davis et al. 2004). Because plantar fasciitis is caused by overloading of the plantar fascia, it
is important to also consider the external loads that are experienced by the foot. Davis et al.

(2004) reported that runners with plantar fasciitis were associated with a greater impact peak
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and loading rate compared with healthy control subjects. Indicating that a plantar fasciitis in

runners may be linked with greater vertical ground reaction force parameters.

2.6 Rearfoot motion

During gait the foot makes contact with the ground beneath the body centre of mass (COM)
(Shorten, 2000). Therefore the foot makes contact in a supinated position; this supination
angle ranges from 5-10° (Edington et al. 1990). Pronation takes place as the foot rotates
inwards to make level contact with the ground, reaching its peak angle around mid-stance
(Shorten, 2000). Subtalar pronation unlocks the mid-tarsal and other joints in the foot,
lowering the medial longitudinal arch and allowing the foot to adapt to the topography of the
surface and to attenuate shock (Perry and Lafortune, 1995). Although pronation combines
both eversion and abduction of the foot via subtalar rotation and ankle dorsiflexion, the
dominant component of pronation is calcaneal eversion, which is traditionally measured by 2-
D kinematics (Shorten, 2000). Importantly the subtalar joint is orientated in a way that links
pronation to internal tibial rotation via the mitered hinge effect (Czerniecki, 1998, Figure
2.2). The relationship between pronation and internal tibial rotation is hypothesized to
significantly contribute to running injuries. Previous analyses suggest that many common
running injuries (Achilles tendinitis, patellar tendonitis, iliotibial band syndrome,
patellofemoral pain and plantar fasciitis) may all be linked to excessive rearfoot motion

(Willems et al. 2004; Lee et al. 2010; Taunton et al. 2003; Duffey et al. 2000).

Patellofemoral syndrome is believed to be associated with the excessive subtalar eversion and
associated tibial rotation, causing the patella bone to deviate slightly from its neutral position

relative to the femoral condyles. Therefore causing an increase in patella-femoral contact
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pressure which may in severe cases can lead to cartilage degradation (Shorten, 2000). When
eversion about the subtalar joint occurs, the tibia (as described above) is forced to rotate
internally. This causes torsion of the patellar tendon, and abnormally strain is placed on the
tibia. This leads to the development of micro tears and subsequently inflammation and pain in
the patellar tendon itself. Illiotibial band pathology has also been linked to excessive coronal
plane ankle eversion which serves to augment tension in the illiotibial band itself which

overtime leads to degradation (Noehren et al. 2006)

Additionally pronation has been hypothesized as a mechanism leading to the development of
Achilles tendonitis. Excessive eversion leads to the development of micro tears in the tendon
which may subsequently cause tissue degeneration (Shorten, 2000). Clement et al. (1983)
suggest that internal rotation of the tibia produces torsional stress on the tendon, potentially
facilitating vascular damage. These torsional stresses are also hypothesized to be linked to the
development of plantar fasciitis injuries in runners (Warren 1990). Excessive pronation is
also associated with some types of tibial stress syndrome. Viitasalo and Kvist (1983) suggest
that over pronation causes tension in the Achilles tendon to increase, thus overloading the

insertion of the soleus muscle where breakdown of the tibial surface may occur.

A potential limitation of the majority of previous research analyzing rearfoot motion is the
use of a two-dimensional technique (See Figure 2.1). De Wit et al. (2000) suggest that two-
dimensional angular values measured solely in the frontal plane are very sensitive to the
alignment angle between the foot and the camera axis. In addition a two-dimensional
measurement technique does not allow for calculation of the abduction angle between foot

and lower leg, which has been linked to stability associated injuries (Areblad et al. 1990).
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Given the tri-planar orientation of the subtalar joint (See figure 2.2), 3-D examinations of

rearfoot pronation should become a principle research area in the future.

Figure 2.1; Placement of the markers for the quantification of rearfoot motion in the frontal

plane. (Taken from De Wit et al. 2000).

Internal Tibial Rotation.

Subtalar Joint Axis

Figure 2.2: The tri-planar nature of the ankle joint complex. Taken from Kirby, (2001).
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2.7 Kinematics and shock attenuation

Studies examining lower extremity kinematics have become more prevalent in biomechanics
literature in recent years, as research seeks to understand the contribution of lower extremity
kinematics to overuse injuries (Butler et al. 2003). These studies have focussed on lower
extremity stiffness and its potential contribution to overuse injuries. In its most simple form
stiffness refers to the relationship between the deformation of an object and a given force.
Impact force, loading rate and stiffness are all correlated (Logan, 2007). Previous studies
suggest that there is a correlation between higher loading rates, peak vertical forces, and the
associated skeletal shock waves with the prevalence of running overuse injuries (Butler et al.

2003; Logan, 2007).

Experimental evidence of kinematic adaptations to impact is limited (Hardin et al. 2004), this
may be because some effective kinematic adaptations are too small to be measured or
because of the limited conditions under which adaptations are examined. Increased stiffness
is typically associated with reduced lower extremity excursions and increased peak forces.
This combination of factors typically leads to increased loading rates, which have been
associated with increased shock experienced by the lower extremities (Hennig and Lafortune,
1991). Increased peak forces, loading rates, and shock are all believed to place runners at a

greater risk from overuse injuries (Butler et al. 2003; Logan, 2007).

The magnitude of the vertical rate of loading during the stance phase of running can be
influenced by the movement strategy that the runner employs (Lafortune et al. 1996a). All
factors being equal, collisions that involve greater joint deformations are generally

characterized by lower peak forces and rates of loading (Lafortune et al. 1996a). Thus
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Bobbert et al. (1992) suggest that lower extremity impacts that involve greater amounts of

knee and ankle flexion amplitudes should result in increased shock attenuation.

Ferris et al. (1998) suggest that runners adjust their kinematics inversely to surface stiffness
in order to maintain similar loading transmission on different surfaces. It is generally thought
that such adaptations mainly involve changes in knee and ankle joint angles (McMahon et al.
1987). Direct evidence of kinematic changes is scarce, however. This may be due to the fact

that these adaptations are small (McNair and Marshall, 1994), although potentially important.

At footstrike the knee is not fully extended but exhibits a touchdown angle traditionally
around 10-20° (Milliron and Cavanagh, 1990). Knee angle at foot ground contact is believed
to have considerable influence on the body’s ability to attenuate the impact shock associated
with foot strike during locomotion (McMahon et al. 1987). Lafortune et al. (1996a) and
Lafortune et al. (1996b) found that larger knee flexion caused significant reductions in
vertical rates of loading. McMahon et al. (1987) found that participants, who ran in a groucho
running style which is characterized by exaggerated knee flexion, exhibited significantly
lower leg stiffness. Kersting et al. (2006) found that every one degree of increased knee

flexion at foot contact resulted in a 68N reduction in impact force magnitude.

Following footstrike knee flexion occurs during what is commonly termed the cushioning
phase and continues through midstance, this is followed by an extension phase that lasts until
toe off (Milliron and Cavanagh, 1990). Knee excursion magnitude from foot contact to
maximum flexion is hypothesized to significantly influence impact forces. Increasing the

flexion ROM of the cushioning phase has been shown to significantly attenuate vertical GRF
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parameters (Ferris et al. 1999). Lafortune et al. (1992) attributed reductions in impact
parameters to increases in knee excursion. Similarly Butler et al. (2003) demonstrated that
decreased knee excursions were associated with increased leg stiffness during running. The
angular velocity of this cushioning phase has also been hypothesized as a mechanism which
can attenuate leg stiffness. Both Frederick, (1986) and Clarke et al. (1983) demonstrated
significant negative correlations between knee flexion angular velocity and vertical GRF
parameters. In concurrence, Hartveld and Chockalingam, (2004) demonstrated that when
jumpers utilized full knee flexion, significantly lower vertical GRF parameters were

recorded.

In running and jumping activities there is widespread verification that landing on the mid/fore
foot, i.e. with more plantarflexion of the ankle on contact results in much lower vertical
impact peaks and rates of loading (Hartveld and Chockalingam, 2004). Runners who exhibit
a natural heel-toe gait pattern that adapt their strike pattern and run landing on the balls of
their feet are traditionally subjected to significantly lower rates of loading on impact
(Williams et al. 2001). A plantarflexed ankle at initial contact provides a more effective
deceleration of the body. Gerritsen et al. (1995) demonstrated that impact forces were
significantly influenced by plantarflexion angle at touchdown, to the magnitude of 85N per
degree in foot angle. Self and Paine, (2001) studied landings with four different ankle
strategies and found that the strategy that incorporated the largest amount of plantarflexion at

ground contact was associated with the greatest amount of shock attenuation.
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2.8 Gender issues in distance running

Interest in distance running amongst females has expanded rapidly in recent years. This is
substantiated by the number of women now participating in distance running training (Nelson
et al. 1995). The increase in women’s running activities has stimulated many sport scientists
to investigate the various aspects of female running performance. The increase in female
participation in running has led to a better availability of coaching and training methods,
which consequently facilitated the documented improvements in world record performances

(Nelson et al. 1995).

There are several notable anatomical/physiological differences between males and females
that may influence running biomechanics. The average mature male is greater in both height
and mass and has a lower body fat percentage than the average female (Atwater, 1990). In a
study providing anatomical reference data, Wilmore (1982) found that males are on average
0.12m taller than females and 18kg heavier, whilst carrying on average 9% less body fat.
Increased muscular mass in males is attributable to the higher levels of testosterone, whilst
increases in oestrogen contribute to the higher body fat percentage found in females

(Wilmore, 1982).

Females are almost twice as likely to sustain a running injury in comparison to their male
counterparts (Geraci and Brown, 2005; Taunton et al. 2003). Stress fractures are a fairly
common athletic injury that affects a number of runners (Queen et al. 2007). Stress fractures
in runners occur under conditions of repetitive cyclic loading of the weight bearing bones
(Atwater, 1990). Studies have shown that the bones of the lower leg and foot are the most

frequent sites for stress fractures in runners (Gudas, 1980). The tibia is considered to be likely
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to be affected, accounting for between 35% and 56% of all stress fracture pathologies in
runners (Matheson et al. 1987; Romani et al. 2002). Females have been found to be more
susceptible to stress fractures. Previous analyses suggest that females are as much as 2-12

times more likely to develop a stress fracture (Pester and Smith, 1992; Queen et al. 2007).

Anatomical factors specific to females have been linked to the development of osteoarthritis.
The increased Q-angle is generally believed to predispose female runners to degenerative
osteoarthritis at the knee although the exact rationale for this remains undetermined (Atwater,
1990). Gender specific differences in foot shape have also been documented. Anatomical
research suggests that females may have greater medial longitudinal arch heights, shorter
total foot lengths and smaller instep circumferences (Wunderlich and Cavanagh, 2001).
Unger and Rosenbaum, (2004) suggested that these variations in foot geometry can influence

the distribution of the load applied to the plantar surface.

Horton and Hall, (1989) dispelled the long held notion that females are associated with a
wider pelvis than males. It was observed however that females have a larger hip width to
femoral length ratio than do males which it was believed would contribute to a greater
adduction of the hip during the stance phase. These structural variances exhibited by females
at the hip and knee may influence their movement patterns during running. A limited number
of investigations have examined the differences in lower extremity joint kinematic
parameters between genders during running. Malinzak et al. (2001) studied frontal and
sagittal plane motion of the knee in male and female runners. They reported that, while the
frontal plane waveforms were similar, females exhibited significantly more knee abduction

throughout the entire stance phase. Females were also were found to exhibit reduced peak
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knee flexion and also reduced knee flexion ROM in compared to men. Ferber et al. (2003)
performed a similar analysis; they also observed that females were associated with increased
knee abduction in comparison to males. They also observed significant increases in hip
adduction and internal rotation in female runners. The structural combination of increased hip
adduction, hip internal rotation, and knee abduction may produce the larger Q-angle that is
evidenced in females (Horton and Hall, 1989; Hsu et al. 1990). Increases in the Q-angle have
been found to be associated with an increase in patellar contact forces (Mizuno et al. 2001).
Thus increased Q-angle magnitude is believed to play role in the incidence of patellofemoral

disorders experienced by females (Ferber et al. 2003).

2.9 Running shoe influences

The primary function of athletic footwear as described by (Luethi and Stacoff, 1987) is to
provide shock attenuation. Functional footwear is accomplished through appropriate design of
the shoe itself and with precisely chosen materials and components. Athletic footwear
traditionally comprises an upper, lining section and a sole. Running shoes also traditionally
feature a midsole and foot-bed. Various materials and design characteristics are utilized as
supportive aspects of the upper and sole. These materials and shoe components contribute to

the comfort, fit and overall performance of the shoe.

The properties of athletic footwear have been linked to the prevention of running injuries
(Nigg, 2010). Excessive rearfoot motion and impact forces are recognised as factors associated
with running injuries. It is assumed that these factors can be influenced by appropriate running

shoe construction (Milani et al. 1997). Bates, (1985) stated that the two key functions of
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running shoes are to provide cushioning and stability. The density of the shoe midsole has a
significant influence on both of these functions. There is evidence that amplitude of vertical
impact forces in sports involving running accounts for many injuries Andrish, (1985) and
Clement et al. (1981). Thus, it seems natural for researchers to attempt to reduce the
magnitude of impact forces through footwear design (Robbins et al. 1998). However literature
has provided conflicting results regarding the effects of midsole density on both shock
attenuation and stability. Some studies have shown that shoes with softer midsoles produce
lower vertical force and tibial acceleration parameters (Devita and Bates, 1988; Aerts and De

Clercq, 1983).

However, other studies have shown that softer running shoes do not reduce the impact forces
associated with footstrike during running. Snel et al. (1985) examined vertical impact forces in
runners wearing one of nine pairs of the shoes selected by the authors. It was concluded that
no difference in impact force parameters was detectable between different levels of shoe
cushioning. Clarke et al. (1982) measured vertical impact forces of participants who ran over a
force platform whilst wearing both soft and hard soles. They found that impact forces were not
significantly different between conditions, thus they concluded that cushioning did not affect
impact parameters. Later, Clarke et al. (1983) examined vertical impact forces in runners who
ran over a force platform whilst wearing shoes that represented both extremes of hardness.

Once again midsole cushioning failed to reduce impact loading.

Kaelin et al. (1985) investigated vertical impact forces in runners who each ran whilst wearing
one of 12 pairs of custom shoes with varying sole thicknesses and midsole hardness’s. Once

again the conclusion drawn was that differences in cushioning did not influence impact
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loading. Aguinaldo and Mabhar, (2003) evaluated the effects of running shoes with 3 different
types of cushioning column systems (Hard, medium and soft) on impact force patterns during
running. Participants exhibited significantly lower impact peaks and loading rates when

wearing the hard and medium shoes compared to the soft cushioning system.

Some studies have shown that running shoes with a softer midsole may actually produce
higher vertical GRF parameters than harder shoes. Nigg et al. (1987) examined impact forces
in runners wearing shoes with midsoles that spanned a wide range of hardness. Impact loading
was significantly higher when wearing the softest soled shoes. Nigg, (1986) suggested that
higher vertical impact forces exhibited whilst running in shoes with the softest midsole
materials (Shore A 30 and below) may be attributable to a bottoming out effect. This occurred
when the material was too soft, it therefore totally compressed in a relatively short space of

time, thus eliciting high force amplitudes.

Clarke et al. (1983) suggested that different findings between in vitro material tests and in vivo
participant tests using force platform analyses may also be due to fact that participants alter
their running kinematics in response to perceived hardness or softness of the shoe. This
adaption would then alter the recorded GRF pattern, consequently hiding any shock

attenuating properties that may have been provided by the shoes mechanical characteristics.

It was hypothesized by Frederick, (1984) that runners exhibit a plantar sensory response to
compensate for the perceived lack of cushioning whilst running barefoot and in harder shoes.
Frederick, (1984) proposed a three component system in which the surface, shoe and body

interact. The body was described as a dynamic adapting component of this system. Ignoring
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any component of the system is an error as it blinds researchers to the crucial role of the
kinematic adjustments that the body makes in response to the summary mechanical
components of the system (Frederick, 1984). Under load, plantar feedback is important for the
perception of impact and neuromuscular adaptations in kinematics. When running barefoot or
in harder shoes, previous studies indicate that runners maximise shock attenuation by adopting
touchdown kinematics in favour of deceleration (Robbins and Gouw, 1991). Robbins and
Gouw further hypothesized that the cushioning properties of modern footwear create a
perceptual underestimation of impact severity. Therefore in highly cushioned shoes this
plantar sensory mechanism may be significantly reduced, resulting in a sharp reduction in

shock absorbing behaviour (Frederick, 1986).

There have been a number of studies analyzing the effect of shoe design parameters on
pronation features. Midsole hardness has been shown to significantly influence pronation. The
general consensus is that softer midsoles allow more maximum pronation and total rearfoot
movement (Clarke et al. 1983; Stacoff et al. 1988). The effect of heel flare has also been
discussed in running shoes literature. Clarke et al. (1983) demonstrated that increases in flare
angle resulted in a significant reduction in maximum pronation and total rearfoot movement.

Although angles in excess of 15° showed only minimal improvements.

Since the very early 1980°s most technical running shoes have incorporated anti-pronation or
subtalar control devices. Anti-pronation devices are designed to work in two ways. Some are
designed to stiffen the shoe and thus physically restrain the movement of the subtalar joint,
whereas others modify the shoe cushioning to reduce the lever arm of the GRF in an attempt to

decrease the amount of torque that leads to pronation (Shorten, 2000). Such devices include
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harder cushioning, heel counters, insole boards, medially posted midsoles and vagus wedges

(Shorten, 2000).

Running shoes have been shown to alter both running kinetics and kinematics compared to
barefoot running. Clarke et al. (1983) describe barefoot trials as a baseline for conventional
running research. Running shoes have been shown to increase total pronation, Shorten (2000)
proposes that the softer midsoles found in cushioned shoes, do not adequately restrain the
movement of the subtalar joint. Bates et al. (1978) as cited in Edington et al. (1990)
determined that removing the running shoe resulted in a significant increase in the time to
maximum pronation in addition to a significant reduction in total pronation angle. Stacoff et al.
(1991) examined total pronation angles during barefoot and shod running. They found that
shod running was associated with a significantly higher angle of pronation compared to

barefoot trials.

2.10 Barefoot running

In recent years the concept of barefoot running has experienced a resurgence in footwear
biomechanics literature. A number of well-known athletes have competed barefoot, most
notably Zola Budd-Pieterse and the Abebe Bikila who both held world records for distance
running disciplines. Thus barefoot running does not appear to prevent athletes from

completing at the highest levels (Warburton, 2000).

The majority of daily activities in contemporary populations take place in some degree of
footwear. Shoes are traditionally introduced at an early age and are designed to provide a safer,

more comfortable environment for the foot. However, Staheli, (1991) proposes that in general
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shoes may impair the natural growth and development of the feet. Wearing shoes has been
revealed to initiate the progressive tapering of the forefoot area (Hoffman, 1905) and to be
connected with the development of hallux valgus deformity (Sim-Fook and Hodgson, 1958). It
IS hypothesized that these disorders associated with the forefoot region of the foot may
transpire because the shoe may cause constriction of the toes during the developmental years

and into adulthood (Bonney and Macnab, 1952).

In countries where both barefoot and shod populations reside, it is commonly reported that the
incidence of injury to the lower extremities is considerably higher in shod inhabitants (Robbins
and Hanna, 1987). In addition, overuse injuries to the lower extremities that may be attributed
to running are uncommon in developing countries, where the majority of residents live
barefoot (Robbins and Hanna, 1987). The study revealed that there were no reported instances
amongst the barefoot subjects of Onychrocryptosis, Hallux Valgus, Hallux Varus, and Bursitis

at the first or fifth metatarso-phalangeal articulations (Shulman, 1949).

Shulman, (1949) suggested that those who do not use footwear develop few foot problems, the
majority of which are non-debilitating. Their overall foot ranges of motion were also found to
be greater than the non-shod population, allowing complete foot activity. Shulman, (1949) thus
drew the conclusion that footwear is not required for healthy feet and are the cause of most
aliments. A review by Robbins et al. (1987) reported a particularly low frequency of running
related injuries in barefoot populations in comparison to shod populations. It was noted that
despite the design characteristics of the modern running shoe, running injuries were common
amongst even runners with a relatively low average weekly mileage. The frequency of lower

extremity injuries associated with protective footwear and relative resistance to injury in the

-38-



barefoot state presents a paradox in footwear literature (Robbins et al. 1987). To rationalize
this paradox Robbins et al. (1987) hypothesized that the kinematic adaptations associated with

barefoot running provide impact attenuation and security from running injuries.

An adjustment involving deflection of the medial longitudinal arch during the impact phase on
foot-ground contact is theorized to be a significant adaptation providing impact absorption
(Robbins et al. 1987). The arch support, which is found in all running footwear, may interfere
with the downward deflection of the arch during loading. The most frequently cited acute
injuries associated with running are ankle sprains, Warburton, (2000) proposed that the
majority of these injuries are inversion injuries causing damage to the anterior talofibular
ligament. Footwear increases the incidence of these sprains, Warburton, (2000) hypothesizes
that the mechanism for this occurrence was attributable to either a diminished awareness of
foot orientation via feedback from the plantar surface mechanoreceptors interface from the
ground, or by increasing the lever arm about the subtalar joint itself due to the shoe cushioning

system that consequently increases the twisting torque.

The majority of epidemiological research concerning barefoot vs. shod running has concerned
overuse/chronic injuries. Common overuse injuries include shin splints, plantar fasciitis,
Patella femoral pain syndrome and iliotibial band syndrome and are traditionally attributed to

excessive rearfoot motion and impact forces (Taunton et al. 2003).

Epidemiological research suggests that plantar fasciitis is one of the most common overuse
injuries in runners (Taunton et al. 2003). Robbins and Hanna, (1987) hypothesize that the

plantar fascia supports the medial longitudinal arch, and that the inevitable strain placed on the
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tissue attachment points during the loading phase of footstrike can lead to the development of
plantar fasciitis (Robbins and Hanna, 1987). Warburton, (2000) theorized that running
barefoot necessitates kinematic adaptations that serve to redistribute the impact to the
surrounding musculature therefore the potentially harmful mechanism by which the plantar

fascia tissue may incur damage is reduced.

In direct contrast to early biomechanical assumptions and the results obtained from in vitro
analyses, it seems that running shoes do not always attenuate impact forces during running
(Shorten, 2002). Both Robbins et al. (1988) and Robbins and Gouw, (1991) hypothesize that
shoe midsole cushioning properties serve to reduce the perceived impact load experienced by
the foot itself, thus leading to a perceived underestimation the actual impact shock being
applied to the lower extremity. Warburton, (2000) proposed that an underestimation of actual

loads can be a causal feature in the development of overuse injuries.

Manufacturers of high-end/expensive running shoes traditionally claim that their shoes serve
to reduce pronation and provide shock attenuation. Robbins and Gouw, (1991) however found
that wearers of expensive running shoes suffer more running overuse injuries. Robbins and
Waked (1997) also indicated that expensive shoes accounted for twice as many running related
injuries as cheaper shoes, a finding that led the authors to conclude that deceptive athletic
footwear may present a public health hazard. Anthony, (1987) suggested that running shoes be
regarded as protective devices as opposed corrective devices, as their capacity for shock
attenuation and ability to reduce of rearfoot motion is limited. A study by Yessis, (2000)
suggested that the structures of the foot are destabilized by long term use of footwear meaning

that people must therefore rely on the external support of the footwear, which fails to match
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that provided by an effective foot. This lead Shorten, (2002) to conclude that perceived
positive effects of shoe midsole cushioning systems are illusory and that footwear is the

greatest enemy of the human foot.

Given the popularity of barefoot running as a proposed injury prevention mechanism there
have been surprisingly few comparative analyses of barefoot and shod running, and of those
reported the results of which have often been conflicting. De Wit et al. (2000) observed that
barefoot running was associated with a significant increase in loading rates and runners landed
with a significantly flatter foot position in comparison to shod running. In concurrence,
Dickinson et al. (1985) found differences in ground reaction forces between barefoot and shod
running. Results from their study indicated that a running shoe without a shock absorber
increases the forces on the body. Hamill et al. (2011) also observed increases in loading rates
and reductions in time to impact peak when running barefoot in comparison to shod. However
in contrast Liebermann et al. (2010) observed that barefoot runners were associated with
significant reductions in impact kinetics in comparison to shod. Squadrone and Gallozzi,
(2009) observed similar increases in impact kinetics in shod running and also noted that
barefoot runners landed with significantly more plantarflexion and used a higher stride

frequency.
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2.11 Treadmill running

The treadmill is now a common mode of exercise, and is becoming more and more popular
(Corey, 2005). Treadmills were traditionally used in clinical and laboratory research, but are
now used extensively in both fitness suites and homes. Treadmills allow users to adjust

variables such as speed and elevation to vary the difficulty of running.

Since the early 1980°s the sport of running has changed dramatically, with a significant increase
in the number of treadmill runners (Milgrom et al. 2003). Runners' World suggests that, 40
million people in the U.S run using treadmills, and 70% of home treadmill owners are females
(Milgrom et al. 2003). Many previous studies analyzing the kinematics of distance running have
been conducted using treadmill running. Schache et al. (2001) suggest that the treadmill may be
a more appropriate method for gait analysis. The convenience of the treadmill means that it is
an appealing instrument for the analysis of human gait as it allows the velocity of movement

and gradient to be standardized (Schache et al. 2001).

However the validity of treadmill studies particularly epidemiological analyses regarding the
prevention of running injuries is limited if they cannot be generalized to overground running
(which despite the increase in treadmill utilization still strongly predominates). Opinion differs
regarding the legitimacy of the assumption that treadmill locomotion is comparable to

overground locomotion.

Elliott and Blanksby, (1976) provided an early kinematic comparison of overground and
treadmill jogging. They reported that no significant differences existed in terms of the stride

length, stride frequency, stance time or recovery time when running at both 3.3 and 4.8m.s™.
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Nigg et al. (1995) also examined subjects running overground and on the treadmill at
velocities of 3.0 and 4.5m.s™. Sagittal plane kinematics of the lower extremities were studied
using high speed cinematography. Based on their collected data they concluded that the
measured differences in kinematic variables between treadmill and overground running
showed an inconsistent pattern, which they further suggested, was dependant on the individual

landing style and running speed.

Van Schenau, (1980), utilized theoretical modelling to compare treadmill and overground
running and determined that the mechanics of running on a treadmill are similar so long as the
belt velocity is consistent. They suggested that differences in running mechanics originate
from environmental factors such as air resistance and visual/spatial information rather than
mechanical factors due to the different running conditions (Van Schenau, 1980). Frishberg
(1983) used a similar method to examine the differences between overground and treadmill
running at higher velocities. This study suggested that overground and treadmill locomotion
are mechanically different, although to what extent the variations were due to mechanical or

psychological factors could not be adequately determined.

Nelson et al. (1972) compared the running kinematics of treadmill vs. overground running.
They used video analysis to record runners at three speeds of 3.5, 4.8 and 6.40m.s™ and on
three different gradients. Their results showed that there were no significant differences
between the two conditions when the running surface was horizontal. Stolze et al. (1997)
indicated that at identical velocities, there were decreases in both stride length and stance time

whilst running on a treadmill in addition to an increase in swing phase duration. They also
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reported that reductions in stride parameters almost disappeared after a period of ten minutes,

suggesting that there is an accommodation period associated with treadmill running.

Despite this evidence it is still not fully understood how humans adapt their running mechanics
to treadmill running (Bagestiero, 1999). Some studies also suggest that treadmill gait is not
comparable to that of overground locomotion, and the correspondence between the two
conditions remains a controversial topic. Kobylarz, (1990) provided an extensive comparison
of overground and treadmill running. The results of the analysis suggest that significant
differences exist in lower limb mechanics during treadmill ambulation in comparison to
overground. The results showed increases in stance time, stride length cadence as well as
alterations in knee joint kinematics. Alton et al. (1998) provided a comparison of treadmill and
overground walking using both male and female subjects. For the female group, the maximum
flexion angle of the hip joint was found to be significantly greater during treadmill walking.
For males, significant increases were noted for cadence and maximum knee flexion angle
during treadmill walking. When the two genders were analyzed cumulatively, significant
increases in total hip joint ROM, maximum hip flexion and stride frequency were detected

during treadmill locomotion, whilst a significant decrease was observed in stance time.

Parvataneni, (2009) provided an extensive and rigorous comparison of overground and
treadmill running as part of a doctoral thesis. The report confirmed that at comparable
velocities, a significant decrease in stance time and consequently an increase in swing duration
was recorded during treadmill running in comparison to overground. Significant differences
were also reported between overground and treadmill running in terms of the total ranges of

motion about the hip, knee or ankle joints.
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A 1998 examination by Wank compared both the kinematics and muscle activities associated
with overground and treadmill running. Muscle activation profiles and several kinematic
factors showed systematic changes between the two conditions. Treadmill running was
associated with significant decreases in total bilateral swing phase duration, vertical COM
displacement and the variance in joint kinematics. The majority of participants exhibited a
reduction in stride length and consequently an increase in stride frequency. In addition stance
times during treadmill running were found to be shorter than those recorded during overground
running. Although the electromyographic (EMG) signals obtained were in the main similar
between the two conditions, a number of small variations were repeatedly identifiable. Based
on the results from both the kinematic and EMG analysis, Wank, (1998) hypothesized that
during treadmill running, participants selected a style of locomotion that provided them with a

greater level of security in an unfamiliar running environment.

Although the sagittal plane kinematics of treadmill running have received attention in
biomechanics literature, very little is known about the kinetics of treadmill running. Milani et
al. (1988) acknowledged that it is likely that there are kinetic differences between treadmill
and overground locomotion. White et al. (1998) compared vertical ground reaction forces
during overground and treadmill locomotion at three velocities 1.04,1.42 and 1.68m.s™ Their
results showed that although the patterns of the vertical reaction forces for the two forms of
locomotion were nearly identical, small but significant differences in selected force
magnitudes were evident between the two conditions. However, due to the low velocities
utilized in this study it is unlikely that the results can be generalized to higher velocities more

commonly associated with distance running.
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The 3-D kinematics of treadmill and overground running have been examined, but to a lesser
extent than traditional 2-D analyses. There is currently a paucity of comprehensive
comparisons regarding the 3-D kinematics of the lower extremities from treadmill and
overground running during the stance phase. Riley et al. (2008) examined the differences in
hip, knee and ankle joint kinematics from both treadmill and overground motion. They
examined maximum and minimum angles from the full gait cycle. Significant differences
were reported in maximum and minimum knee sagittal plane parameters, with overground
associated with greater peak flexion and the treadmill with increased minimum flexion
angles. However, Riley et al. (2008) examined only maximum and minimum angles of the
full gait cycle, therefore as the majority of these occurred during the swing phase; angles
during the stance phase were not compared. Fellin et al. (2010a) investigated 3-D lower
extremity motion during both treadmill and overground locomotion; their examination
utilized a trend symmetry design which is an effective method of comparing the similarities
between kinematic curves. They found that the overall average trend symmetry was high,
R?=0.94, yet the knee coronal and transverse plane waveforms exhibited lower similarity
R?=0.86-0.90. Unlike overground running, there are no epidemiological figures for overuse
injuries associated with treadmill running (Milgrom et al. 2002). No studies have been
conducted analyzing the impact characterisers associated with treadmill running in

comparison to overground running.

2.12 Electromyoqgraphy

An electromyogram is a reflection of the electrical potential that was generated by multiple

activated muscle fibres (Nigg and Herzog, 2005). Electromyography (EMG) measures the
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effects of temporal imbalances of ions surrounding the muscle fibres around the position of the

electrode.

2.12.1 EMG signal

Each muscle even at rest is an excitable tissue, with an electrical potential of around -90mV.
This voltage potential at rest is a result of different concentration of sodium, potassium and
chloride ions across the muscle sarcolemma (Kamen, 2005). To produce a contraction of a
muscle, muscle fibres must receive a stimulus from a motor neuron. Once the motor neuron is
stimulated, the electrical impulse produced via the central nervous system (CNS) is
proliferated to the muscle motor end-plates which culminate in the generation of a muscle
fibre action potential (Kamen, 2005). The EMG signal is produced when the electrical impulse
reaches the pre-synaptic terminal causing the release of the neurotransmitter acetylcholine
which diffuses across the synaptic cleft and binds to receptors at the motor end plate. This
facilitates an alteration in membrane permeability by opening ion channels (Nigg and Herzog,
2005) allowing an influx of sodium ions which causes the polarity of the electrical potential to
shift to around 30mV. Skeletal muscles contract in response to this stimulus (Nigg and

Herzog, 2005).

2.12.2 SENIAM Recommendations

The Surface ElectroMyoGraphy for the Non-Invasive Assessment of Muscles (SENIAM)
guidelines for surface EMG aimed to generate agreement on key aspects such as electrode
design, placement and data processing so that EMG analyses and techniques could be
contrasted fairly against similar studies. The SENIAM recommendations suggest that

silver/silver chloride (Ag/AgCl) electrodes of 8-10mm in diameter, with a pre-gelled surface
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should be used in order to obtain the cleanest signal. They further recommended an electrode
spacing i.e. inter-electrode distance of 20mm and placed on the belly of the muscle near the
innervation zone and orientated in the direction of the muscle pennation angle. The
construction of the electrode itself is not considered to be important although the mass should
be minimized in order that movement artefact is avoided due to the inertial properties of the
device. The SENIAM qguidelines also recommend that a reference electrode should be

positioned in a location such as the wrist or ankle with minimal muscle activity.

2.12.3 Surface Electromyoqraphy

EMG signals are usually measured using electrodes that quantify the differences in electrical
potential between two salient points (Nigg and Herzog, 2005). There are two fundamental
methods of obtaining EMG data, through surface EMG which involves placing the electrodes
on the skin overlying the muscle and intramuscular EMG which involves pushing an electrode
inside the muscle belly itself (Richards et al. 2008); this technique is not used widely due to

ethical concerns.

2.12.4 Collecting surface EMG data

Surface EMG electrodes are available in a number of varieties. Currently the most utilized
surface electrodes are the widely available Ag/AgCI electrodes. Prior to the commencement
of data collection impedance of the skin must be reduced by shaving the electrode placement
site, rubbing with abrasive paper to remove dead cells and finally wiping with alcohol to
remove oils (Nigg and Herzog, 2005). EMG electrode recordings can be obtained using either
a monopolar or bipolar electrode array. The monopolar configuration quantifies the electrical

potential at the position of the electrode, with respect to the voltage potential of the ground
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reference. Monopolar electrode constructions are rarely used however as they can sometimes
record fluctuations induced in the tissue between electrode and ground reference, which can
be larger than the action potential voltage potential itself (Nigg and Herzog, 2005). Bipolar
electrode configurations use two electrical contacts in order to measure the voltage potential
difference between electrodes and ground reference (Nigg and Herzog, 2005). Bipolar EMG
must be used with a differential amplifier. Because bipolar electrodes have two contacts that
are not connected to one another, one contact will be used for positive input, and the other

will be used for a negative input for the differential amplifier (Nigg and Herzog, 2005).

2.12.5 Factors influencing the surface EMG signal recording

2.12.5 (i) Muscle-tendon interface

The motor unit action potential responsible for EMG signal dissipates at the musculo-tendon
interface (Nigg and Herzog, 2005). If electrodes are positioned too close to the musculo-
tendon interface this may result in a distortion of the motor unit conduction properties and thus
negatively disrupt the signal (Clarys 2000). As a result of this the area local to the muscle-

tendon interface is typically avoided for placement of the electrode.

2.12.5 (ii) Crosstalk

Crosstalk can influence the obtained EMG signal when the activity from one of the adjacent
muscles contributes to the recorded signal of the muscle under investigation (Clarys 2000).
Crosstalk occurs when the signal source and detection point are not defined properly.
Crosstalk is a key concern in most EMG studies that is difficult to detect and even more

difficult to separate it from the true signal (Nigg and Herzog, 2005).
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2.12.5 (iii) Movement Artefact

An additional noise source, the movement artefact noise, also originates at the electrode-skin
interface. It is generated when: (a) the muscle moves underneath the skin, and (b) when a
force impulse travels through the muscle and skin underlying the sensor causing a movement
at the electrode-skin interface. The resulting time-varying voltage produced across the two
electrodes can be the most troublesome of noise sources and requires the most attention. In
addition to appropriate skin preparation techniques the SENIAM guidelines recommend that

all electrode cables be taped to avoid pulling artefacts.

2.13 Muscle tuning

During distance running the musculoskeletal system experiences externally applied forces
from the foot ground interface (Nigg and Wakeling, 2001). The application of these forces to
the human musculoskeletal system generates vibrations and oscillations within the body. The
primary illustration of this is the transient shockwave that is encountered by the lower
extremities during the impact phase of ground contact (Valiant, 1990).Vertical impact forces
during running can reach a peak of up to three body weights (Cavanagh and Lafortune, 1980).
Impact forces have been linked to the development of running related overuse injuries

(Hreljac, 2004).

Extreme impact loading may expose the lower extremities to overuse injuries (Nigg and
Wakeling, 2001). A fundamental loading window is believed to exist, whereby tissues respond
positively to impact forces of a certain appropriate magnitude (Wakeling et al. 2002). Taking

into account the current knowledge of the body tissues and their responses to impact loading
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Boyer and Nigg (2004) propose that new ideas are necessary regarding the effect that impact
forces have on the body during locomotive movement. The impact peak during traditional
heel-toe running has a frequency content of around 10-20 Hz (Nigg and Wakeling 2001). This
impact is anticipated by sensory receptors, and information is then relayed to the central

nervous system (Nigg and Wakeling, 2001).

This impact causes the soft tissue packages of the lower extremities to vibrate, following
which the tissues continue vibrating, with the vibration magnitude deteriorating due to
dampening within the tissues (Nigg and Wakeling, 2001). Several body structures serve to
attenuate the magnitude of the impact shock wave through the body (Nigg and Wakeling,
2001). Alterations in joint alignment and muscular activity can be controlled and are utilized in
order for the body to alter the vibration response to heel strike impact transmission during

running (Wakeling et al. 2002).

Prolonged exposure to vibrations about the soft tissues has been hypothesized to detrimentally
affect the soft tissues themselves (Wakeling et al. 2003). It has been suggested in recent years
that the body is able to tune muscular activity to reduce vibrations in the soft tissues in order to
reduce these adverse effects (Nigg 1997). This notion therefore suggests that the level of
muscle activity necessary during gait is to a certain extent reliant on the magnitude of the
impact shockwave transmitted to the musculoskeletal system: a concept known commonly as

muscle tuning (Nigg and Wakeling, 2001).
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2.14 Measuring energy expenditure

The most common method to assess differences between individuals with regards to the
economy of movement is to quantify the steady state VO, during exercise at a confined power
output or velocity (McCardle et al. 2007). This approach is only appropriate to steady state

expenditure where oxygen uptake mirrors energy expenditure (Frederick, 1984).

An understanding of energy expenditure is an essential element with regards to the effect that
running shoes have on the mechanics of running (Frederick, 1984). Accurately quantifying the
influence of shoe design characteristics on the metabolic costs of running is of particular

relevance in footwear biomechanics research.

The preferred method for the measurement of VO, during running is open circuit spirometry.
Although this method is limited in the sense that it is unable to resolve very small alterations in
VO, it remains the most effective technique to evaluate steady state running economy

(McCardle et al. 2007).

2.15 Footwear influencing VO,

Ergonomic characteristics can have a significant influence in the design of running shoes
(Frederick, 1984). In addition to providing shock attenuation and moderating rearfoot motion,
the functional role of the running shoe is to improve performance (Frederick, 1984). The
mechanical characteristics of running shoes can influence the energetic cost of running which
may facilitate improvements in distance running performance. It appears logical that a runner
who is able to maintain a given pace with lower energy expenditure than his/her competitors

maintains a competitive advantage (Frederick et al. 1983).
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Catlin and Dressendorfer, (1979) suggested however that little evidence exists to suggest that
footwear, within normal confines, has an influence on performance that is large enough to
outweigh the base physiological attributes of the runner. Morgan et al. (1989) propose that the
oxygen cost of running at a given velocity may be influenced by the shoe. The alterations in
potential and translational kinetic energy of the foot during running are substantial (Chapman
and Caldwell, 1983; Williams and Cavanagh, 1983). During a complete gait cycle at typical
distance running velocities each foot is moved approximately 0.5 metres and accelerated to
roughly twice the velocity of the torso before being decelerated to zero upon foot contact
(Frederick, 1984). This suggests that carrying even small increases in weight on the feet may

have a sizeable influence in the economy of running (Frederick, 1986).

Studies examining the influence of footwear on running economy commenced during the
1940’s, Russell and Belding, (1946) as cited in (Frederick, 1986) were commissioned by the
U.S army during World War 11 in order to determine the effects that military footwear had on
the energy cost of walking. Their study compared energy consumption when walking barefoot
and a range of army boots selected due to their vast variations in weight. As hypothesized the
heavier boot necessitated significantly more energy expenditure. It was also reported that at
higher velocities and when walking on gradients the relative energy cost of locomotion
increased. It was concluded that due to the significant alterations in potential and rotational
kinetic energies of the foot during locomotion that the energy cost of carrying additional
weight on the shoe will have a greater relative influence than carrying the same weight about

the torso (Frederick, 1986).
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In a further investigation Russell and Belding, (1946) evaluated the influence of adding weight
to standard combat footwear compared to adding the same weight near the body COM. The
results indicated that carrying additional weight away from the COM was four times more
costly in terms of energy expenditure. Catlin and Dressendorter, (1979) analyzed the energy
expenditure of athletes wearing two different footwear conditions. The two models differed by
3509 per pair. Their results indicated that the two models differed significantly from one
another in terms of energy expenditure, with the heaviest shoe necessitating on average 3.3%
more energy. It was concluded that the difference in energy expenditure was attributable to the

discrepancy in weight between shoes.

However, when more rigorous studies examining the economy of locomotion began to be
conducted it was established that this was not entirely accurate (Frederick, 1984). Frederick et
al. (1984) studied the energy expended when carrying additional weight on the feet during
running as opposed to wearing shoes of identical additional weight. Once again a weight
difference of 350g was observed between conditions. They found that adding additional
weight on the feet was less energetically costly than Catlin and Dressendorter, (1979) in that
wearing weighted shoes necessitated only an additional 1.8% increase in energy expenditure.
Thus it appears that only a portion of the difference in energy cost between conditions can be
explained by weight alone. Frederick, (1984) hypothesized that the discrepancy in energy
expenditure between the two studies is attributable to the fact that the shoes utilized by Catlin
and Dressendorter, (1979) were different enough in design characteristics to produce

alterations in running economy beyond the influence of weight alone.
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A number of investigations have found that numerous non-weight effects aspects of footwear
design can influence both running kinetics and kinematics of running (Clarke et al. 1983).
Thus Frederick, (1986) suggested that it is not unexpected that variations in energy
expenditure have been reported between footwear with various midsole characteristics. It
appears reasonably straightforward that changes in kinematics influence running economy, as
alterations in kinematics necessitate changes in muscle activation; therefore the energy cost
associated with locomotion is a direct result of skeletal muscle metabolism (Williams, 1990).
Running kinematics have also been found to influence running economy. Cushioned footwear
is hypothesized to reduce the oxygen cost of running by 2-5% in comparison to barefoot and
hard soles (Shorten, 2000). The mechanism in which cushioning influences oxygen
consumption is related to the adjustments runners make in running kinematics to compensate
for the lack of cushioning. Runners adopt their gait pattern by increasing knee flexion and
ankle plantarflexion at touchdown (De Wit et al. 2000). These adjustments may necessitate
greater muscular mechanical work, thus the body incurs an energy penalty, referred to as the

cost of cushioning (Frederick et al. 1983).

Frederick et al. (1980) noted a significant difference in energy expenditure in a group of male
participants who ran in both air and non-air soled shoes. The air soled shoes required a total of
2.8% less VO, despite weighing slightly more than the non-air shoes. In concurrence Frederick
et al. (1986) compared the energy demands of running in footwear with varied midsole
cushioning properties. Participants completed treadmill running at 4.13m.s™; the energy
expended per kilometre was quantified using ten experienced distance runners. The shoes used
in the research were conventional and available to purchase commercially. The first shoe was a

conventional running shoe with EVA midsole, whilst the second was similar in design but
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featured a midsole that utilized a 1cm air cushion thus making it noticeably softer (Frederick et
al. 1986). The results indicated that the O, demands of running were significantly lower when

wearing shoes with soft midsole cushioning.

Frederick et al. (1980) also indicated a significant reduction in energy expenditure when
running in soft soled footwear. They found that VO, was significantly decreased in elite
runners completing treadmill running at 5.37 m.s™. The runners utilized 194.0ml.0,.kg.km
when wearing conventional lightweight shoes and 191.5ml.O,.kg.km when wear a pair of
much heavier soft soled footwear. This study revealed a criticism within the methodological
designs of the majority of studies, in that other variables aside from the midsole properties

were not controlled for (Frederick, 1986).

Although economy does not provide information regarding the mechanism of how various
segmental movements influence energy cost (Williams, 1990), the assumption that reducing
oxygen consumption by optimising running mechanics will improve performance is a rational
one (Frederick, 1986; Novacheck, 1998; Williams, 1990). Despite the central association
between running mechanics and energy cost, research has yet to establish a clear mechanical

description of the economic runner.
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3. General Methods

This section provides a summary of the equipment and techniques used throughout all of the
experimental testing in this thesis. More specific methods will however be provided in the

methods section of each chapter and in the validation of experimental techniques chapter.

Publications

1. Sinclair J, Taylor PJ and Hobbs SJ (2012). Alpha level adjustments for multiple
dependent variable analyses and their applicability — A review. International Journal
of Sport Science and Engineering, Vol.06, No. 03, pp. 134-142.

2. Sinclair, J, Hobbs, SJ, Morley, A and Taylor, PJ (2012). The appropriateness of Multi
(MANOVA) and single-variate examinations, for statistical analysis of human

movement: A Review. Sport Science Reviews (In press).
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3.1 Introduction

For all of the investigations carried out during the course of this thesis the same fundamental
equipment was utilized, these being a 3-D motion capture system, force platform, tibial
accelerometry and electromyography. These systems are effective in that they allow

synchronized data to be collected and quantified.

3.2 3-D motion capture

3.2.1 Qualisys Oqus 310 motion capture system

The Qualisys motion capture system (Qualisys Gothenburg, Sweden) uses passive infrared
technology to capture retro reflective markers positioned on a body. The cameras used

throughout were the same model Oqus 310 series.

Figure 3.1 Qualisys Oqus motion capture camera
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3.2.2 Calibration

In order to identify the extrinsic parameters of the camera, the camera pose with respect to

the lab co-ordinate system must be identified (Richards et al. 2008).

Figure 3.2: Static reference L-frame and wand used for dynamic calibration of 3-D Oqus

system.
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Figure 3.3 Schematics of the L-frame and wand

To determine the extrinsic properties of the camera system, the lab global co-ordinate system
(GCS) must be defined. This is accomplished using a static reference L-frame which defines
the origin of the GCS (Richards et al. 2008). In addition to the static reference L-frame a T
shaped wand (figure 3.2) is moved through the anticipated movement volume. The camera
system will obtain 500 data points from the calibration which are included into a bundle

adjustment to obtain the position and orientation of the camera’s and wand.

Throughout the course of this project the Qualisys motion capture system was calibrated prior
to any data collection for a total of 30 seconds. From each calibration two key factors were
extrapolated. 1). Norms of residuals are calculated which refers to the error associated with

the camera system and 2). Standard deviation of the known wand length which provided
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information regarding the potential errors in the quantification and spatial representation of

marker positioning.

3.2.3 Camera placement

The Qualisys motion capture system was configured as per figure 3.4 in order to track stance

phase kinematic motions during running.

Figure 3.4 Camera positioning around the force platform using eight camera set-up.
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3.2.4 Calculation of 3-D kinematics

3.2.5 Methods of Quantifying 3-D kinematics

Throughout the course of this thesis 3-D tracking/modelling of specific segments were
achieved using the Calibrated Anatomical System Technique (CAST) developed by
Cappozzo et al. (1995). The CAST technique allows segments to be modelled in 6 degrees of
freedom (6 DOF) and involves the identification of an anatomical frame for each segment via
the determination of specific anatomical landmarks and a technical frame using tracking

markers (Richards et al. 2008). These segments are defined as below.

3.2.5 (i) Foot

The foot modelled and tracked throughout this thesis was considered to be a single rigid
segment. To delineate the anatomical axes of the foot, anatomical landmarks were placed
over the 1st metatarsal and 5th metatarsal to define the distal end over the medial and lateral
malleoli to define the proximal end. For the foot the orientation of the segment co-ordinate

system axes were defined as the mid-point of the malleoli markers.

3.2.5 (ii) Shank

To model the shank, anatomical landmarks were placed over the medial and lateral
epicondyles of the femur to define the proximal end and over the medial and lateral malleoli
to define the distal end. The segment co-ordinate system axes were defined as the mid-point

of the femoral epicondyle markers.

3.2.5 (jiii) Thigh
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The thigh segment was defined at the proximal end using the hip joint centre and by the
medial and lateral epicondyles of the femur at the distal end. The hip joint centre was
determined/estimated based on the Bell et al. (1989) regression equation. The location of the
hip joint centre was defined as 0.36* Distance between ASIS markers medial to the ASIS
marker, distance, 0.19* Distance between ASIS markers posterior to the ASIS marker, 0.3*
Distance between ASIS markers inferior to the ASIS marker. The segment co-ordinate

system axes origin for the thigh segment was at the hip joint centre.

3.2.5 (iv) Pelvis
The pelvis was constructed using the CODA option in visual 3-D via the left and right PSIS
markers and left and right ASIS markers. The segment co-ordinate system axes origin for the

pelvis segment was defined as the midpoint between the ASIS markers.

The positioning of the anatomical markers allows the proximal and distal ends of the
segments to be defined, providing an anatomical co-ordinate system for each segment.
Definition of the medial and lateral aspects of the segment end points allows the midpoint
between the markers to be defined as the origin of the segment anatomical co-ordinate
system. Two conjoined segment endpoints produce a joint. Once the anatomical co-ordinate
system axes have been defined the segment co-ordinate system is then referenced in relation
to the position of a technical cluster array of markers following acquisition of a standing

static calibration of the model.

To track and establish the technical frame of each segment participants were instrumented

with segmental clusters made of specifically moulded carbon fibre (See figure 3.7). The
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clusters were designed in accordance with the Cappozzo et al. (1997) guidelines with a long
and short axis. The femoral cluster had a length to width ratio of 2.05:1 and the tibial cluster
had a length to width ratio of 1.5:1. This falls within the guidelines provide by Cappozzo et
al, (1997) of 1.5-2.1:1. The anatomical location of clusters of markers utilized to track
segmental rotations is not crucial as the CAST method requires the positions of the markers

during the static trial to define segment endpoints (Richards and Thewlis, 2008).

Technical frame position can be anatomical or arbitrary either in the form of individual
markers or clusters and can be attached to the skin or using specific rigid cluster plates
(Richards and Thewlis, 2008). However, these markers must be placed in such a position that
allows them to be tracked effectively. A minimum of three non-collinear markers is necessary
to track the segment POSE in six degrees of freedom (Cappozzo et al. 2005). Based on the
work by Manal et al. (2000) clusters of four markers mounted to a lightweight shell are the
most effective method for segmental tracking. As the orientation of the cluster is important,
the longest principal axis of the marker cluster distribution was oriented toward the relevant

anatomical landmark position (Cappozzo et al. 1997).

3.2.6 Establishing the anatomical segment co-ordinate system

In order to define the anatomical co-ordinate system axes for each segment the position of
three anatomical points are necessary (Richards et al. 2008). Throughout this project the SCS
Z axis is determined by the unit vector directed from the distal segment end to the proximal
segment end. Next, the SCS Y axis is determined by the unit vector that is perpendicular to
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both the frontal plane and the Z axis. Finally, the SCS X axis is determined by the application
of the right hand rule. Thus, the SCS Z axis is directed from distal to proximal, the SCS Y
axis is directed from posterior to anterior, and the SCS X axis is medial-lateral in orientation
(Figure 3.5 and 3.6). Joint rotations were calculated based on the notion that X is flexion-

extension; Y is ab-adduction and is Z is internal-external rotation.

3.2.7 Calculating 3-D angular kinematics

In order to quantify 3-D joint angles and velocities, segmental rotations and translations are
utilized. This process is achieved by establishing the pose of each segment. All joint angles
and velocities were calculated using the cardan/euler technique described by Grood and
Suntay (1983). These angles are represented by the projection of orthogonal vectors from one
co-ordinate system axes relative to the orthogonal planes of another. In order for the segment
pose to be reconstructed and a joint angle to be quantified; two key pieces of information are
required, a position vector and a rotation matrix. Rotation matrices describe the axes i.e. xyz
of the of the segment co-ordinate system and the position vector defines a pivot point
between two segments, allowing the orientation of the segments to be known and joint angles
to be obtained provided that a proximal reference segment is delineated. The orientation of a
segment co-ordinate system is determined using independent projection angles that relate to
three rotational degrees of freedom. These angles however must be performed in an ordered
sequence as they are not commutative. The order in which the xyz rotations are placed in the
sequence may ultimately effect the orientation of the segment axes and thus the resultant joint

angles.
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Figure 3.5: Construction of anatomical frame segment co-ordinate system.
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Figure 3.6: Positioning of lower extremity anatomical and technical tracking markers.
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Figure 3.7: Rigid carbon fibre tracking clusters (a. = tibial cluster and b = thigh cluster).

3.2.8 Sampling frequencies

All kinematic information throughout the project were obtained at 250 Hz.

3.2.9 Extraction of salient points from the stance phase of running

Key gait events of footstrike and toe-off were established during overground analyses via the
threshold recognition function within Visual 3-D. This process involved using vertical force
platform information to define these events; a threshold of 20N was used allowing the stance
phase to be delineated and any information outside these events to be ignored. However, for
analyses conducted using the treadmill additional work was necessary to determine the most
appropriate technique. Furthermore, it was also necessary to determine the peak angle during
the stance phase. These measures allowed further discrete variables of peak angle, range of
motion (ROM) from footstrike to toe-off and relative ROM from footstrike to peak angle to

be extracted (Figure 3.8).
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Figure 3.8: Identification of the discrete angular variables from the stance phase

(HS=Footstrike and TO = Toe-off).

3.2.10 Data collection, format and analysis

All data were collected using Qualisys track manager (QTM) as .QTM files. These files
included kinematic and analog information from the measured trials. Once the trials had been
digitized and the appropriate markers had been identified, the .QTM files were exported
as.C3D files. This format allowed the files to be imported into Visual 3-D (C-motion Inc,
Germantown, MD, USA) where calculation of the outcome measures was undertaken.
Further, data analysis and tabulation was undertaken using Microsoft excel (Microsoft Corp.,

Redmond, WA, USA) and SPSS (SPSS Inc., Chicago, IL, USA).
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3.3 Force platform and quantification of forces

3.3.1 Kistler force platform specifications and details

The force platform utilized throughout this project is a piezoelectric Kistler 9281CA model.
The force platform has dimensions of 60 mm length by 40 mm width. All force platform
information was collected and interfaced through Qualisys track manager software, allowing
synchronous 3-D kinematics and force platform information to be obtained. The force
platform gain was set to as per the recommendations of the manufacturer. Furthermore, the
plate was calibrated on installation by the manufacturer, allowing the precise position of the

force platform with respect to the top of the laboratory flooring to be calculated.

3.3.2 Sampling frequencies

All force platform information throughout the project were obtained at 1000 Hz.

3.4 Accelerometer and quantification of tibial accelerations

3.4.1 Biometrics accelerometer specifications and details

The device used throughout this thesis to quantify tibial accelerations was a tri-axial
accelerometer (Biometrics ACL 300, Gwent, United Kingdom). The accelerometer has
dimensions of length 15.0mm, height 12.7mm and width 10.0 mm and a measurement range
of £500 g. The accelerometer was mounted to the skin using a custom piece of carbon fibre.

The combined mass of the accelerometer and mounting piece was 9 grams. All accelerometer
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information was interfaced through Qualisys track manager software, allowing synchronous

3-D kinematics and tibial acceleration information to be obtained.

3.4.2 Sampling frequencies

All tibial acceleration information throughout the project were obtained at 1000 Hz.

3.5 Electromyography (EMG) collection of data

Muscle activity throughout this thesis was obtained via surface electrodes (Biometrics
SX230-1000). The electrodes were capable of measuring frequencies between 20 and 450Hz
over + 4.8V and featured inbuilt amplification to interference noise. The Biometrics
electrodes are housed in a 35.0 x 19.8 x 5.4mm polycarbonate casing, which feature a
contoured surface in order to minimize the interference between casings and the electrode
bars as well as maximizing skin adhesion. The electrodes use two circular parallel bars 10mm
by 1 mm made of 99.9% pure silver, with an inter electrode distance of 20 mm, as advised by
Basmajian (1974) and SENIAM, giving a detection area of 10mm?. All EMG information
was interfaced through Qualisys track manager software, allowing synchronous 3-D

kinematics and EMG information to be obtained.

3.5.1 Sampling frequencies

All EMG information throughout the project were obtained at 1000 Hz.

-71-



3.6 Gas analysis

3.6.1 Metalyzer® 3B

Breath-by-breath measurements of respiratory gases were made using a MetalLyser 3B®
(Cortex Biophysic, Leipzig, Germany). Before each testing session the system was calibrated
by inputting the atmospheric pressure, following which the pneumotach volume sensor was
also calibrated using a 3 litre syringe (Hans Rudolph Inc, Kansas city USA). Lastly, the gas
sensors were calibrated using ambient air and known gas concentrations of 5.09% O, and
14.46% CO,. A Hans-Rudolph mask (Hans Rudolph, Inc, USA) was held securely around the
face using a mask harness. The mask was attached to the volume analyser using a sample line

via a volume sensor, thus allowing respiratory gases to be obtained.

3.7 Normalization of data

Four principal normalization techniques are employed throughout this project. Firstly, all
time dependant information were normalized between events established using Visual 3-D.
This was performed using a linear interpolation technique whereby the data was normalized
to 101 data points. The second normalization technique that is employed refers to the
normalization of GRF’s. This was employed by dividing the recorded forces by each
participant’s body weight in newton’s, allowing the forces to be reported in body weights.
The third method employed in this project is the normalization of EMG amplitude. This was
performed by dividing the recorded value by a reference value called a maximum voluntary
contraction (MVC). Finally the inspired and expired gases were expressed relative to size by
dividing the obtained values by each participant’s body mass in kg.
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3.8 Statistical Analyses

3.8.1 Descriptive statistics

For each study and pilot study used throughout this work, descriptive statistics of means and
standard deviations were used to describe not only the outcome measures but also the

characteristics of the participants i.e. age, height, mass.

3.8.2 Inferential statistics

The principal aims of the investigations in this thesis were to examine differences between
footwear conditions or groups in order to make informative choices regarding appropriate
footwear selection. All inferential statistical analyses were conducted using SPSS 19.0 (SPSS
Inc, Chicago, USA) with statistical significane accepted at the p<0.05 level. Given the
number of dependent variables or outcome measures that were examined in each study this
would typically be examined using multivariate statistics in the form of a MANOVA.
However, that the varialbes examined are highly inter-related would violate one of the
prinicpal underlying assumptions of multivarite analyses (Sinclair et al. 2012). Therefore, it
was determined that the most appropriate technique would be to perform examinations for
each dependent variable or outcome measure which avoids the problem of inter-relations
between multiple variables yet still allows comparisons between footwear/conditions to be
made using either t-tests of ANOVA depending on the number of independent variables

being contrasted.

This technique however may raise questions to so scientists particularly from the behavioural

or social sciences regarding the adjustment of the alpha level to control for multiple
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comparisons. However, whilst this is common place in some fields; in epidemiological and
semi epidemiological examinations such as the current project Rothman (1990) and Sinclair
et al. (2012) state that no corrections for multiple comparisons are neccesary when examining

main effects as it may lead to potentially important clinical observations being missed.

3.8.3 Tests of normality

The Normal Distribution is an important consideration when drawing statistical inferences
from any data set. The normal distribution maximizes information entropy among all
distributions with known mean and variance, which makes it the natural choice of underlying
distribution for data summarized in terms of sample mean and variance. The normal
distribution is the most widely used family of distributions in statistics and traditional
statistical analyses center around the assumption of normality. Therefore, it is important to
run tests for normality of all outcome measures before conducting any inferential statistical
analyses. Normality was examined throughout this thesis using a Shapiro-Wilk test, which is
considered to be the most effective test for normality and designed for sample sizes of less
than fifty. An alpha level of <0.05 denotes a data set that has violated the normailty

assumption.

3.8.4 Statistical power estimations

Previous investigations have found significant differences between kinetic and kinematic
measures with as little as eight participants. To ensure sufficient participants were recruited

for the investigations throughout this thesis an a priori statistical power analysis was
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conducted in order to avoid type Il error. This was performed using custom software via the
Hopkins technique (Sport sci.org) and utilized an alpha level of a=0.05 for type I error and a
beta level of p=0.80 and was based around a moderate effect size of 0.6. The analysis
revealed that a sample size of twelve participants would be sufficient in order to provide 80%

statistical power.
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4.

Development and accuracy/validity of experimental

technigues

This chapter describes a series of experimental pilot investigations that were conducted in

order to establish/determine the most effective techniques for the collection and processing of

the outcome parameters.

Publications

1. Sinclair, J., Taylor, P.J., Edmundson, C.J., Brooks, D., and Hobbs, S.J., (2012).

Influence of the helical and six available cardan sequences on 3-D ankle joint

kinematic parameters. Sports Biomechanics, 11, 430-437.

. Sinclair, J., Taylor, P.J., Edmundson, C.J., Brooks, D., and Hobbs SJ (2012). The

influence of two different hip joint centre identification techniques on 3-D hip joint

kinematics, Journal of Sports Sciences, S15.

. Sinclair, J, Taylor, P.J., Edmundson, C.J., Brooks, D., and Hobbs (2012). Optimal

frequency cut-off for filtering kinematic information during running — an examination

of recommended techniques. Journal of Sports Sciences, S56.

. Sinclair, J. Taylor P.J, Greenhalgh A, Edmundson CJ, Brooks, D and Hobbs S.J

(2012). The test-retest reliability of anatomical co-ordinate axes definition for the
quantification of lower extremity kinematics during running. Journal of Human

Kinetics, 35, 27-40.
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Medicine in Sport annual conference, Glasgow, UK.
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4.1 Pilot study 1: Optimal calibration of Ogus 310 system.

In order to obtain accurate kinematic data and standardize the procedure used throughout the
project it is important that an optimal calibration method be established. Using the equipment
described in chapter 3 a total of twelve different methods of performing the calibration were
evaluated using different durations (15, 30, 45 and 60’s), subjective velocities (slow, medium
and fast all 30’s duration) actions (spin, push and combination) and operator movement

strategies (static and dynamic both 30’s duration) (Table 4.1).

Table 4.1 Number of points and average error residuals obtained using the different

calibration techniques.

Calibration Technique Points Average Residuals
15's 2255.88 0.85
30's 4453.38 0.82
45's 6959.75 0.93
60's 7166.81 1.00
Brush 4185.69 0.87
Rotational 4138.31 1.25
Combination 5364.56 0.79
Slow 4173.19 1.11
Medium 4545.44 0.89
Fast 4511.56 1.03
Static 5373.06 0.89
Dynamic 5148.50 1.13

The results indicate that a 30°s second calibration time, using a medium subjective velocity
for wand motion in conjunction with a combination of brushing and spinning motions with

the operator remaining static produced the most accurate calibration.
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4.2 Pilot Study 2 - Determination of motion capture system accuracy

4.2.1 Introduction

In order to ensure that the findings from the kinematic analysis are dependable it is necessary
to determine whether kinematic data obtained using the motion capture system is accurate.
Therefore the aim of this pilot investigation was to determine the accuracy of the Qualisys™

system in terms of its ability to spatially reconstruct marker data.
4.2.2 Methods

The calibration wand was used as a reference frame for the analysis. The calibration wand
had a marker-marker distance of 750.5mm. Before the analysis the camera volume was

calibrated using the same acceptance criteria outlined previously for data collection.

Data was captured for 20 seconds at the standard calibration frequency of 100Hz giving a
total of 2000 data points. The 20 seconds of capture time involved 5 seconds of vertical
motion, 5 seconds of medial lateral motion, 5 seconds of circular motion and 5 seconds of
random motion. A total of three data sets were captured at three points within the calibration
volume 1.) located at the centre of the calibration volume, 2.) at the extreme right of the
volume (positive X in the lab co-ordinate system) and 3.) extreme distal end of the volume

(positive Y in the lab co-ordinate system).
4.2.3 Results

The data was analyzed and accuracy of the reconstructed marker data was determined using a
simple mean error analysis between the measured and actual wand lengths (Table 4.2 and

Figure 4.1).
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Figure 4.1: Measured wand length over 2000 frames at different areas of the calibration

volume.

Table 4.2: Mean and standard deviation marker reconstruction error.

Central | Positive X | Positive Y
Mean (mm) 750.44 750.62 750.59
Mean error (mm) 0.06 0.12 0.09
Std. Dev 0.20 0.56 0.22

4.2.4 Discussion

The results of this pilot investigation suggest that measurements taken centrally with respect
to the calibrated volume are the most accurate producing mean errors of 0.06mm, whilst the
positive X is associated with the greatest amount of error 0.12mm. These findings suggest
that the Qualisys™ camera system used in this thesis is low in measurement error allowing

conclusions drawn from the inferential analyses to be dependable (Thewlis 2008).
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4.3 Pilot study 3 — test-retest reliability of anatomical co-ordinate axes definition

4.3.1 Introduction

3-D kinematic analyses are used widely in both sport and clinical examinations. The
computer aided movement analysis in a rehabilitation group (Leo, 1995) proposed
recommendations for anatomical landmarks used to define the anatomical frame of the lower
extremity segments. This was borne out of the work by Cappozzo et al. (1995) and was

designed to increase the efficacy of future studies in modelling lower extremity segments.

The CAST technique involves the quantification of an anatomical co-ordinate system axes for
each segment via the identification of anatomical landmarks through external palpation which
is then calibrated with respect to corresponding arrays of technical tracking clusters (Richards
and Thewlis, 2008). This technique is currently considered to be the gold standard for 3-D
kinematic analyses (Richards and Thewlis, 2008). However, anatomical landmark
identification by manual palpation and corresponding marker placement is not an error-free
technique, and mal-positioning of anatomical landmarks may result in improperly defined
segment co-ordinate system axes which will result in erroneous joint rotations (Kabada et al.
1989; Ferber et al. 2002). Analyses using 3-D motion capture systems are now common place
in biomechanics research and reliability is of paramount importance, particularly in

epidemiological or aetiological analyses when clinical decisions are made.
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In sport and clinical research, where multiple participants are examined or patient’s gait must
be assessed over time it is essential to ensure that the identification of the relevant joint
centres is reproducible. Reliable segment co-ordinate system axes are important as they
provide dependable and consistent movement interpretation. Kadaba et al. (1989) and Della
Croce et al. (1999), suggest that even small differences in the orientation and placement of
markers forming the segment co-ordinate system can lead to sizeable differences in the
calculation of joint angular parameters which may in turn inhibit the interpretation of the

collected data.

Therefore analyses utilizing 3-D motion capture techniques clearly necessitate the accurate
palpation of anatomical landmarks to produce repeatable, segmental anatomical co-ordinate
systems (Della Croce et al. 2005). However, Della Croce et al. (2005) suggest it is difficult to
place anatomical markers in exactly the same location and the determination of their location
can lack accuracy and precision. Previous investigations have been conducted examining the
reliability of 3-D kinematic techniques (McGinley et al. 2009; Rothstein and Echternach,
1993; Pohl et al. 2010); however the majority of these have examined either inter-session or
inter-assessor reliability between sessions. Whilst these factors are clearly important to the
efficacy of 3-D kinematic protocols they do not allow the reliability of anatomical frame
definition to be examined effectively as different (inter-session) dynamic data is being
applied to the static anatomical reference trials obtained from each session. Therefore, despite
the number of investigations utilizing 3-D analysis, there is currently a paucity of research

investigating the true test-retest reliability in defining the segment anatomical co-ordinate
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system and the influence that differences in anatomical frame definition may have on the 3-D

kinematic parameters measured during the stance phase of running.

The aim of this pilot investigation was therefore to assess the reliability of the anatomical

frame definition when quantifying 3-D kinematics of the lower extremities during running.

4.3.2 Methods

4.3.2 (i) Participants

Ten participants (7 males and 3 females) volunteered to take part in this investigation (age
22.4 £ 2.05 years; height 1.79 £ 0.06 m; body mass 79.1 £ 8.2 kg). All were injury free at the
time of data collection and provided written informed consent. Ethical approval for this
project was obtained from the University of Central Lancashire School of Psychology ethics

committee.

4.3.2 (ii) Procedure

Participants ran at 4.0m.s"+5% over a force platform (Kistler, Kistler Instruments Ltd)
sampling at 1000 Hz, stance time was determined as the time over which 20 N or greater of
vertical force was applied to the force platform. Velocity was controlled using infrared

photocells Newtest 300 (Newtest, Oy Koulukatu). Each participant completed five trials.
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4.3.2 (iii) 3-D Kinematics

Lower extremity kinematics were obtained using the marker set and protocol outlined in
chapter 5. Two static calibration trials were captured with the participant standing in the
anatomical position. The first static (test) was conducted prior to the running trials and the
anatomical landmarks were removed. Following completion of the running trials the
anatomical landmarks were re-positioned and the second static trial (retest) was obtained.
Cluster markers used to define the technical tracking frame of each segment remained rigidly
in place for the duration of the analysis and were not removed, allowing the test-retest
reliability of the anatomical frame to be examined. The technical frame of the foot segment
was defined using four retro-reflective markers glued rigidly onto the footwear (Saucony pro

grid guide I, sizes 7-9 UK). The same model of footwear was used for all participants.

4.3.2 (iv) Data processing

Motion files from each participant were applied to both static trials. Kinematic parameters
from static one (Test) and two (Retest) were quantified using Visual 3-D (C-Motion Inc,
Germantown, USA) and filtered at 10 Hz using a zero-lag low pass Butterworth 4™ order
filter. Lower extremity joint angles were created using an XYZ cardan sequence of rotations.
All data were normalized to 100% of the stance phase then mean processed gait trial data was
reported. 3-D kinematic measures from the hip, knee and ankle which were extracted for
statistical analysis were 1) angle at footstrike, 2) angle at toe-off, 3) ROM from footstrike to
toe-off during stance, 4) peak angle during stance, 5) relative ROM from footstrike to peak

angle 6) velocity at footstrike, 7) velocity at toe-off and 8) peak velocity.
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4.3.2 (v) Statistical Analyses

Descriptive statistics including means and standard deviations were calculated for each
condition. Differences in stance phase kinematic parameters were examined using paired
samples t-tests with significance accepted at the p<0.05 level. The Shapiro-wilk statistic for
each condition confirmed that the data were normally distributed. Intra-class correlations
were utilized to compare test and retest sagittal, coronal and transverse plane waveforms of
the hip, knee and ankle. All statistical procedures were conducted using SPSS 19.0 (SPSS

Inc, Chicago, USA).

4.3.3 Results

Tables 4.3-4.8 and figures 4.2 and 4.3 present the mean + standard deviation waveforms and

3-D kinematic parameters obtained as a function of both test and retest static trials.
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Figure 4.2: Mean and standard deviation hip, knee and ankle joint kinematics in the a.
sagittal, b. coronal and c. transverse planes for Test (black line) and Retest (Red line),

running (shaded area is 1 £SD, Test = grey shade and Retest = horizontal).
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Table 4.3: Hip joint kinematics (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Test Retest Mean
difference
| )
Hip
X (+ =flexion/ - =
extension)

Angle at Footstrike (°) 38.21 +£3.96 39.11+6.43 0.9
Angle at Toe-off (°) -5.54 £ 6.77 -4.64 + 6.69 0.9
Range of Motion (°) 43.77+£5.91 43.58 £ 6.06 0.19

Relative Range of Motion (°) 0.96 + 0.97 0.94 £ 0.98 0.02
Peak Flexion (°) 38.73+5.16 40.71 +5.12 1.98
Y (+=adduction/-
=abduction)

Angle at Footstrike (°) -2.02 + 3.96 -2.55+4.84 0.53
Angle at Toe-off (°) -3.82 + 4.65 -4.40 + 4.63 0.58
Range of Motion (°) 451+217 5.01 + 3.63 0.5

Relative Range of Motion (°) 5.34+3.16 5.38+3.19 0.02
Peak Adduction (°) 3.38+£4.90 2.94 £5.06 0.44
Z (+=internal /- =external)

Angle at Footstrike (°) -5.34 £ 11.36 -7.01+£11.71 1.67
Angle at Toe-off (°) -13.42+10.54 | -13.58 + 11.10 0.16
Range of Motion (°) 8.77 £5.91 8.18 £ 6.06 0.59

Relative Range of Motion (°) 9.53 + 3.86 9.70 £ 3.78 0.17
Peak External rotation (°) -13.99+9.08 | -15.16 + 10.20 1.67
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Table 4.4: Knee joint kinematics (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Test Retest Mean
difference
©)
Knee
X (+ = flexion/ - = extension)

Angle at Footstrike (°) 13.88+6.52 | 14.27 +6.72 0.39
Angle at Toe-off (°) 1299 +5.32 | 13.45+5.92 0.46
Range of Motion (°) 12.67+2.63 | 2.70+256 0.03

Relative Range of Motion (°) | 2.70+4.45 | 24.46+4.44 0.24
Peak Flexion (°) 38.24£3.56 | 38.87+4.42 0.63
Y (+=adduction/-
=abduction)

Angle at Footstrike (°) 3.33+4.07 2.92£4.03 0.41
Angle at Toe-off (°) 0.89+2.75 0.10+291 0.79
Range of Motion (°) 3.58+£2.70 3.56 £2.70 0.02

Relative Range of Motion (°) | 5.04 £2.87 5.83+3.22 0.79
Peak Adduction (°) -186+4.11 | -252+4.40 0.66
Z (+=internal/- =external)

Angle at Footstrike (°) -5.08+4.87 | -2.89+6.29 2.19
Angle at Toe-off (°) -5.56 £6.77 | -4.46 £6.69 1.1
Range of Motion (°) 2.32+1.50 2.35+ 153 0.03

Relative Range of Motion (°) | 12.97+£3.72 | 12.60 + 3.82 0.37
Peak Internal Rotation (°) 8.46+518 | 10.42+5.96 1.96
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Table 4.5: Ankle joint kinematics (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Test Retest Mean
difference
)
Ankle
X (+ =plantar/- =dorsi)

Angle at Footstrike (°) -72.48 +11.10 | -73.64+10.34 1.16
Angle at Toe-off (°) -43.44 £ 3.91 -45.16 £ 3.87 1.72
Range of Motion (°) 29.02 £ 12.67 28.48 £ 12.60 0.54

Relative Range of Motion (°) | 15.35+ 11.45 16.44 £ 11.53 1.09
Peak Dorsiflexion (°) -87.35+3.84 -89.99 + 4.55 2.64
Y (+=inversion/ - =eversion)

Angle at Footstrike (°) -3.72+7.41 -3.05+7.70 0.67
Angle at Toe-off (°) 0.25+4.97 1.13+£5.38 0.88
Range of Motion (°) 5.34+£222 5.43 +2.36 0.09

Relative Range of Motion (°) 9.51 +3.38 9.28 + 3.39 0.23
Peak Eversion (°) -13.24 £ 6.65 -12.33£6.94 0.91
Z (- =internal/ + =external)

Angle at Footstrike (°) -12.13 +6.97 -9.91+6.71 2.22
Angle at Toe-off (°) -10.42 £ 7.17 -8.30 £ 7.26 212
Range of Motion (°) 2.08 +1.47 243 +2.36 0.35

Relative Range of Motion (°) 9.39 +3.57 9.66 + 3.54 0.27
Peak Internal Rotation (°) -2.75+7.63 -0.22 £7.17 2.53

Comparisons between pre and post kinematic waveforms for the hip joint revealed strong
correlations for the sagittal (R°= 0.99), coronal (R?*=0.98) and transverse (R*= 0.96) planes.
For the knee joint strong correlations were observed in the sagittal (R*= 0.99), coronal
(R?=0.96) and transverse (R*= 0.96) planes. For the ankle joint strong correlations were

observed in sagittal (R*= 0.96), coronal (R?=0.90) and transverse (R’= 0.91) planes.
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Figure 4.3: Mean and standard deviation hip, knee and ankle joint velocities in the a. sagittal,

b. coronal and c. transverse planes for Test (black line) and Retest (red line), running (shaded

area is 1 £SD, Test = grey shade and Retest = horizontal).
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Table 4.6: Hip joint velocities (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Mean
Test Retest difference
(st
Hip
X (+ = flexion/ - = extension)
Velocity at FootStrike (°.s™) -54.03 £95.74 | -55.75 £ 94.68 1.72
Velocity at Toe-Off (°.s™) -93.65+76.21 | -92.19+79.21 1.46
Peak Extension Velocity (°.s-1) -419.36 £94.91 | -417.73 £ 94.25 1.63
Y (+=adduction/-=abduction)
Velocity at FootStrike (°.s™) 182.88 £ 66.48 | 183.37 + 65.84 0.49
Velocity at Toe-Off (°.s™) -21.24 +58.69 -18.43 + 58.72 2.81
Peak Abduction Velocity (°.s™) -107.25 £ 36.60 | -102.49 + 38.37 5.26
Z (+=internal/- =external)
Velocity at FootStrike (°.s™) -94.03 £ 67.55 | -90.65 +76.32 3.38
Velocity at Toe-Off (°.s™) -102.24 £ 68.22 | -101.20 + 68.62 1.04
Peak Internal Rotation Velocity (°.s™) | 120.46 + 42.87 | 120.60 + 43.87 0.14
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Table 4.7: Knee joint velocities (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Mean
Test Retest difference
(s
Knee
X (+ = flexion/ - = extension)
Velocity at FootStrike (°.s™) 265.89 +89.78 | 263.81+83.88 2.08
Velocity at Toe-Off (°.s™) 20.05 + 76.63 16.86 + 76.64 3.19
Peak Flexion Velocity (°.s™) 397.68 £39.85 | 397.08 +61.33 0.6
Peak Extension Velocity (°.s™) -320.42 +59.76 | -322.36 + 59.76 1.94
Y (+=adduction/-=abduction)
Velocity at FootStrike (°.s™) -13.67 + 62.60 -21.57 + 75.60 7.9
Velocity at Toe-Off (°.s™) -34.25+30.66 | -36.44 +28.69 219
Peak Adduction Velocity (°.s™) 106.86 £ 39.85 | 101.46 +29.61 54
Peak Abduction Velocity (°.s™) -104.20 + 18.88 | -103.07 + 29.26 1.13
Z (+=internal/- =external)
Velocity at FootStrike (°.s™) 253.64 +74.35 | 252.87 £ 74.08 0.23
Velocity at Toe-Off (°.s™) -43.67 £123.92 | -43.45+123.90 0.22
Peak External Rotation Velocity (°.s™) -255.83 +68.98 | -254.56 + 69.46 1.37
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Table 4.8: Ankle joint velocities (mean and standard deviation) from the stance limb as a

function of Test and Retest anatomical co-ordinate axes (* = Significant main effect).

Mean
difference
Test Retest °.sh
Ankle
X (+ =plantar/- =dorsi)
Velocity at FootStrike (°.s™) 153.18 + 163.31 | 153.56 + 163.36 0.38
Velocity at Toe-Off (°.s™) 466.83 £ 55.41 467.83 + 56,06 1.0
Peak Plantarflexion Velocity (°.s™) 739.35 + 75.40 738.11 + 75.74 1.24
Peak Dorsiflexion Velocity (°.s™) -366.96 + 116.45 | -366.91 + 115.68 0.05
Y (+=inversion/ - =eversion)
Velocity at FootStrike (°.s™) -195.08 £ 41.31 -194.45 £ 41.08 0.63
Velocity at Toe-Off (°.s™) 180.20 + 75.05 179.87 + 71.69 0.33
Peak Inversion Velocity (°.s™) 242.21 + 66.95 240.51 £ 62.23 1.7
Peak Eversion Velocity (°.s™) -304.89 £ 63.17 -303.18 £ 61.95 1.71
Z (- =internal/ + =external)
Velocity at FootStrike (°.s™) -46.14 + 20.17 -47.69 + 21.43 1.55
Velocity at Toe-Off (°.s™) -23.18 £ 68.83 -13.10 + 69.36 10.08
Peak Internal Rotation Velocity (°.s™) 164.33 £ 17.19 173.12 £ 20.15 8.79
Peak External Rotation Velocity (°.s™) -154.44 + 31.96 -156.64 £34.70 2.2

Comparisons between pre and post kinematic waveforms for the hip joint revealed strong

correlations for the sagittal (R>= 0.99), coronal (R?*=0.99) and transverse (R?*= 0.97) planes.

For the knee joint strong correlations were observed in the sagittal (R?=0.99), coronal

(R?=0.99) and transverse (R’= 0.92) planes. For the ankle joint strong correlations were

observed in sagittal (R?= 0.92), coronal (R?=0.90) and transverse (R?= 0.87) planes.
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4.3.4 Discussion

The aim of the current investigation was to determine the test-retest reliability of the segment
anatomical reference frame definition. In the present study, running trials were analysed
simultaneously using two different anatomical co-ordinate systems. This represents the first
study investigating the test-retest reliability in defining the lower extremity segment
anatomical co-ordinate system axes and their potential influence on 3-D kinematic

parameters/waveforms during the stance phase of running.

The major finding from the current investigation is that the different anatomical reference
frames obtained from the test and retest static trials had no significant (p>0.05) effect on 3-D
kinematic parameters. This opposes the findings of Kabada et al. (1989) who observed that
the angular deviations when examining reliability were much greater than those observed in

the current study.

It is beyond the latitude of this study to specify acceptable levels of consistency for 3-D
kinematic information. However in their review paper McGinley et al. (2009) propose that in
most common clinical situations errors of 2° or less are highly likely to be considered
acceptable and errors of between 2-5° are also likely to be regarded as reasonable. It is
proposed that angular deviations in excess of 5° should be construed as excessive as they may
be sufficient to mis-inform clinical analyses. Based on these recommendations it appears that
the technique utilized in the current investigation is associated with low levels of error as the
majority of test-retest angular deviations were found to be < 2°.
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The intra class correlation analyses indicate that stance phase kinematic waveforms in the
sagittal plane exhibited very good agreement (R%>0.92) between test and retest defined co-
ordinate axes. Furthermore, whilst coronal and transverse plane waveforms also exhibited
good agreement the conformity (R?>0.87) was lower than those observed in the sagittal
plane. This concurs with the findings of Kabada et al. (1989) who noted that coronal and
transverse plane angles were affected more pointedly than the sagittal plane profiles by

differences in anatomical frame axes definition.

The lowest correlations between test and retest waveforms were observed for ankle joint
parameters in all three anatomical planes. It is proposed that this relates to the fact that the
anatomical co-ordinate system axes of the foot was defined by placing markers directly onto
the shoe which has been identified as problematic. This is because it is more difficult to
palpate non visible landmarks through the shoe. Furthermore, there is almost certainly
movement of the foot within the shoe (Stacoff et al. 1992), thus it is questionable as to
whether anatomical markers located on the shoe provide comparable results to those placed
on the foot itself. Future studies may wish to re-examine the reliability of anatomical frame

definition when placing markers directly onto the foot.

With the aim of increasing the efficacy and reliability of 3-D kinematic data, researchers have
also developed methods of quantifying segmental axes of rotation that are independent of
anatomical landmarks. The most common is the functional method of identifying segmental

parameters which has been proposed as an effective way to reduce the proposed variability of
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anatomical definitions (Besier et al. 2003; Della Croce et al. 1999). However, the use of
markerless technology to record 3-D kinematics is still a minority technique (Richards and
Thewlis, 2008) and has been limited by the intricacy of obtaining precise 3-D kinematics
using this approach (Corazza et al. 2006). Future, research may wish to replicate the current
investigation using markerless anatomical frame definition to further examine the efficacy of

this technique.

In conclusion; based on the results obtained from this pilot study it appears that the
anatomical co-ordinate axes of the lower extremities can be defined reliably. This confirms

the efficacy of the findings from this thesis in relation to joint kinematics.
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4.4 Pilot study 4 — Optimal filtering techniques for kinematic data

4.4.1 Introduction

Errors associated with the measurement of kinematic data can result from soft tissue artefact,
improper digitization of retro-reflective markers and electrical interference. These errors are
typically referred to as noise and are an undesirable portion of any kinematic waveform.
Noise is traditionally lower in amplitude and associated with a different frequency range than
that of the true signal and can typically be removed using a low-pass filter; the objective of
any filtering technique is not only to attenuate noise but also to leave the true signal
unaffected. The aim of this pilot investigation was to determine the most appropriate cut-off

frequency for the filtering of kinematic data throughout the project.

4.4.2 Methods
4.4.2 (i) Participants

Ten participants (eight males and two females) (Age 26.33 + 5.37 years, height 1.76 £ 0.12m
and body mass 75.5 + 8.60kg) ran at 4.0m.s"+5%. All were injury free at the time of data
collection and provided written informed consent. Ethical approval for this project was

obtained from the University of Central Lancashire School of Psychology ethics committee.

4.4.2 (ii) Procedure

Participants performed five trials using the same protocol described in pilot study 4.3.
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4.4.2 (iii) 3-D kinematics

Lower extremity kinematics were obtained using the marker set and protocol outlined in

chapter 5.

4.4.2 (iv) Data Processing

Hip, knee and ankle joint kinematics were quantified using Visual 3-D (C-Motion Inc,
Germantown, USA) processed using raw data and also filtered with a cut-off frequency of
1Hz, 3Hz, 5Hz, 7Hz, 10Hz, 15Hz, 20Hz, 25Hz using a zero-lag low pass Butterworth 4™
order filter. Lower extremity joint angles were created using an XYZ cardan sequence of
rotations. All data were normalized to 100% of the stance phase then mean processed gait
trial data was reported. 3-D kinematic measures from the hip, knee and ankle which were
extracted for statistical analysis were 1) angle at footstrike, 2) angle at toe-off, 3) ROM from
footstrike to toe-off during stance, 4) peak angle during stance, 5) relative ROM from
footstrike to peak angle. FFT analyses were conducted using custom software BioProc 7.0
(Robertson, 2005) on retroreflective marker information from the stance phase in accordance
with Hamill and Selbie (2005) and Winter et al. (1974) to examine the signal frequency
content of the marker data (Figure 4.13). All frequency domain analyses throughout this

thesis were quantified using this software on stance phase data.

-99 -



4.4.2 (v) Statistical Analyses

Descriptive statistics including means and standard deviations were calculated for each
condition. The statistical differences of between the filtering techniques were examined using

repeated measures ANOVA’s with significance accepted at the (p<0.05) level.

4.4.3 Results

Tables 4.9-4.11 and figures 4.4 — 4.11 present the mean + standard deviation waveforms and

3-D kinematics from the stance phase, obtained as a function of cut-off frequency.
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