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ABSTRACT 
Glioblastoma (GBM) is the most common and aggressive tumour of the central 
nervous system. Currently, GBM remains an incurable tumour characterized by 
a poor prognosis with a median survival time of 15 months. Both hypoxia and 
inflammation are central hallmarks of the GBM microenvironment leading to 
therapy resistance, however, research studies on GBM are rarely undertaken in 
hypoxic conditions. A lack of progress in the development of novel treatments 
has led to repurposing of existing licensed drugs as an alternative option. 
Research has suggested a role for aspirin, a non-steroidal anti-inflammatory 
drug, in the treatment and prevention of GBM. However, widespread aspirin 
usage is challenging due to side effects which has led to the development of 
several novel aspirin analogues with the aim of producing the same or better anti-
cancer effects accompanied with safer toxicity profiles.  
 
This study has investigated the effects of one such analogue, PN517, in addition 
to aspirin, cisplatin, and temozolomide either as monotherapy or combined 
therapy on the U87-MG glioblastoma and non-cancerous SVG-p12 cell lines 
under normoxic and hypoxic conditions. Multiple assays were performed 
including cell viability assay, proliferation and cell cycle analysis, wound healing 
assay, mitopotential and cell death assays, metabolic activity assays as well as 
western blot analysis for several proteins. In addition, U87-MG hypoxia-adapted 
cell lines and 3D spheroid models were generated and employed to examine the 
effect of the drug treatments in models that better mimic the GBM 
microenvironment. 
 
Results found that PN517 and aspirin decreased cell viability under normoxia and 
hypoxia in a time and concentration dependent manner with similar efficacy to 
cisplatin in the U87-MG glioblastoma cell line. Interestingly, data suggested 
different mechanism of actions for PN517 and aspirin, with PN517 being 
consistently more efficacious. PN517 significantly inhibited cell proliferation, 
wound healing and GAPDH enzymatic activity. Additionally, PN517 induced 
significant alterations in the metabolic network of the cells by simultaneously 
reducing glycolytic and mitochondrial activities leading ultimately to apoptosis. 
Furthermore, PN517 significantly enhanced the efficacy of cisplatin and 
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temozolomide where the combination of PN517 and temozolomide always 
produced the greatest efficacy among all drug treatments. Most importantly, the 
enhanced therapeutic efficacy of the combined therapy as compared to the 
monotherapy was also observed in the hypoxia-adapted cell lines and 3D 
spheroid cultures, and the combination of PN517 and temozolomide remained 
the most effective drug treatment. 
 
In conclusion, these results have suggested possible mechanisms of action for 
the effects of PN517 and aspiring in GBM and highlighted PN517 as an effective 
and potentially well-tolerated treatment which could have potential therapeutic 
value for the future treatment of GBM by enhancing temozolomide efficacy and 
increasing the patients’ tolerance to the chemotherapy. Therefore, this study 
supports the further investigation of the combined therapy of PN517 with standard 
drugs in vivo using animal models of GBM in order to confirm its efficacy and 
ability to cross the blood brain barrier.  
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1.1. Cancer 
Cancer is among the leading causes of morbidity and mortality worldwide and 
affects all ages and populations (Siegel et al., 2016). More than 70% of all cancer 
deaths occur in low- and middle-income countries and these regions are 
projected to account for two-thirds of all cases of cancer worldwide by 2050 (Bray 
and Møller, 2006). The statistics published by the International Agency for 
Research on Cancer (IARC) declared 17 million new cases of cancer worldwide 
in 2018 (52% males and 48% females). The four most common types of cancer 
worldwide are lung, breast, bowel and prostate cancers, and account for more 
than 43% of all new cases. IARC has predicted there will be 27.5 million new 
cancer cases worldwide each year by 2040. 
 
In the UK, more than 360,000 new cancer cases are diagnosed every year with 
around 164,000 cancer deaths which accounts for more than 28% of all deaths 
(Cancer Research UK; World Cancer Factsheet 2016). The UK incidence rate for 
all cancers combined is ranked higher than 90% of the world countries with the 
same four most common types as those worldwide (IARC, accessed 2018). 
However, the World Health Organization (WHO) has highlighted that cancer 
mortality could be effectively reduced by strategies for prevention, early 
detection, improved diagnosis and enhanced treatment (Torre et al., 2016).  
 
1.2. Brain cancer 
Annually, there are around 11,500 people diagnosed with a brain, other central 
nervous system (CNS), or intracranial tumour in the UK with around 5,200 deaths 
(Cancer Research UK, 2016). According to data collected by Cancer Research 
UK in 2016, the incidence rates of brain, other CNS and intracranial tumours have 
increased by around 15% in the UK over the last decade, with most malignant 
tumours occurring in the brain and much smaller proportions in the meninges, 
endocrine glands and other parts of the CNS, with these rates are projected to 
rise by 6% between 2014 and 2035. In contrast to most cancer types, the brain, 
other CNS and intracranial tumours occur relatively frequently at younger ages 
and the incidence rates are similar between males and females in most age 
groups as shown in figure 1.1. (Cancer Research UK, 2016). 
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Figure 1. 1 Average number of brain, other CNS, and intracranial tumours cases 
per year and age-specific incidence rates per 100,000 population in the UK (Cancer 
Research UK, 2013-2015). 
 
Although brain tumours are considered some of the rarest cancer types 
(representing 3% of all new cancer diagnosis), they were also the cause of 3% of 
cancer mortalities, and survival has barely improved over the last 40 years 
(Cancer Research UK). 
 
1.3. Glioma 
There are more than 130 different types of tumour which can occur in the brain, 
other CNS, or intracranial region (Louis et al., 2007). Gliomas are the most 
common type of these tumours which arise from the supporting non-neuronal glial 
cells and can be divided histologically into astrocytomas, oligodendrogliomas and 
mixed groups (Laws et al., 2003; Louis et al., 2016). Gliomas were originally 
classified by WHO into grades I through IV based on the histological criteria and 
malignancy degree (Louis et al., 2007) where grade IV tumours display the most 
aggressive features including angiogenesis,  large-scale necrosis, infiltration of 
adjacent tissues as well as being refractory to radio and chemotherapy (Kleihues 
et al., 1995; Furnari et al., 2007). 
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Recently, WHO classification was revised to rely more on molecular analysis 
subtyping. The updated stratification of glioma incorporated molecular 
biomarkers such as isocitrate dehydrogenase IDH1/2 status, O6-methylguanine-
DNA methyltransferase (MGMT)-promoter methylation, and 1p/19q co-deletion 
allowing for a better prognostic grading of gliomas which in turn leads to more 
personalized treatments (Reifenberger et al., 2017) (Table.1.1). Recent 
advances in understanding the biological features of gliomas have led to vital 
changes in the classification, prognostic identification, and therapeutic 
management of newly diagnosed gliomas. 
 
Table 1. 1. Grading of different glioma tumours according to WHO classification of 
central nervous system tumours (Louis et al., 2016).  

Diffuse astrocytic and oligodendroglial tumours Grade 
Diffuse astrocytoma, IDH-mutant II 
Anaplastic astrocytoma, IDH-mutant III 
Glioblastoma, IDH-wildtype IV 
Glioblastoma, IDH-mutant IV 
Diffuse midline glioma, H3K27M-mutant IV 
Oligodendroglioma, IDH-mutant and 1p/19q-codeleted II 
Anaplastic oligodendroglioma, IDH-mutant and 1p/19q-codeleted III 
Other astrocytic tumours 
Pilocytic astrocytoma I 
Subependymal giant cell astrocytoma I 
Pleomorphic xanthoastrocytoma II 
Anaplastic pleomorphic xanthoastrocytoma III 

 
Approximately 50-60% of all primary brain tumours are malignant gliomas, and 
they constitute about 2% of all diagnosed cancers annually in the UK (Braganhol 
et al., 2006; Hervey-Jumper and Berger, 2014). The most common morphological 
types recorded in England in 2006-2010 were astrocytomas (34%) of which ~80% 
were the very aggressive subtype glioblastoma (Zhou et al., 2013). The 
emergence of large-scale genomic and epigenomic studies has provided deeper 
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insights into molecular neuropathology of gliomas and shown promise for better 
diagnosis of the tumours (Fig 1.2) (Louis et al., 2016; Park et al., 2017). 
 
Glioblastoma is histologically diagnosed by neoplastic cells with astrocytic 
features, endothelial proliferation and/or necrosis which may resemble a 
pseudopalisading form (Hambardzumyan and Bergers, 2015). Due to its 
aggressiveness and highly proliferative progression, glioblastoma is categorized 
as grade IV astrocytoma and the patients are further classified into primary or 
secondary glioblastoma based on the absence or presence of mutations in the 
IDH1 or IDH2 genes (Reifenberger et al., 2017). Most glioblastomas are IDH wild-
type and correspond to the description of primary glioblastoma that develop 
rapidly without any clinical, radiological, or morphological evidence. Up to 10% of 
glioblastoma patients have a mutation in the IDH1 or IDH2 genes and often arise 
from lower grade gliomas and are classified as secondary glioblastoma that may 
look histologically similar but affect different age groups (Ohgaki et al., 2004).
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Figure 1. 2. Schematic algorithm for the classification of adult diffuse glioma according to histological and key genetic features. Modified 
from (Louis et al., 2016; Park et al., 2017). IDH, Isocitrate dehydrogenase gene; EGFR, Epidermal growth factor receptor gene; CDKN2A, 
Cyclin dependent kinase inhibitor gene; PTEN, Phosphatase and tensin homolog gene; TERTp, Telomerase reverse transcriptase promoter; 
ATRX, X-linked gene of α-thalassemia and mental retardation syndrome; TP53, Tumour protein 53; CIC, Capicua transcriptional repressor; 
FUBP1, Far upstream element-binding protein 1 gene; NOS, not otherwise specified.
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1.4. Glioblastoma   
Glioblastoma (GBM), grade IV astrocytoma, is the most aggressive primary brain 
tumour in adults, and is characterized by having a highly mitotic rate, necrotic 
areas, and increased vascularization around the tumour (Senbabaoglu et al., 
2016). GBM tumours are polymorphic meaning that, even within the same 
tumour, the cells are highly heterogenous and display mixed histological features 
(Burger and Kleihues, 1989; Kleihues et al., 1995; Miller and Perry, 2007). 
 
Clinically, symptoms of GBM include headache that might not be considered 
seriously by the patient leading to late diagnosis. Fatigue, mood disturbances, 
and anxiety are also frequent complaints reported by the patients (Boele et al., 
2014). Other prominent symptoms include increased intracranial pressure, 
epilepsy, memory loss, confusion, cognitive dysfunction and focal neurological 
deficits which may arise in any stage of the disease (Preusser et al., 2011; Boele 
et al., 2014). Diagnosis is confirmed through computed tomography (CT or CAT 
scan) and magnetic resonance imaging (MRI) (Sizoo et al., 2010). 
 
Although GBM diagnosis is rare, its occurrence is universally and rapidly fatal 
with the potential of approximately 20 years of life lost after diagnosis, the highest 
among any other adult tumour type studied in different surveys (Burnet et al., 
2005; Rouse et al., 2015). Despite clinical and technological advances in the 
understanding and treatment of brain tumours over the last three decades, the 
survival of patients with GBM has not notably improved with a nearly certain 
recurrence (Zhou et al., 2012). At present, the standard care of GBM still results 
in poor prognosis, with a median survival time of less than 16 months, even after 
optimal treatment (Stupp et al., 2005; Joseph et al., 2015) and tumours eventually 
recur after multimodal treatments (Furnari et al., 2007; Stupp et al., 2009) with 
only 0.05% to 4.7% of patients surviving five years following diagnosis (Ostrom 
et al., 2014). 
 
GBM is currently classified into two categories namely IDH wild-type and IDH 
mutant which are associated with primary and secondary GBMs, respectively 
(Figure 1.2.). GBM tumours originate as primary tumours in more than 90% of 
cases with no clinical or histological evidence of a less malignant precursor and 
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rapidly progress to a malignant state in elderly patients. Secondary tumours 
usually advance from lower grade astrocytomas and more appear in younger 
patients (Ohgaki and Kleihues, 2007; Ohgaki and Kleihues, 2013).   
 
There are several factors and challenges leading to the failure of treatment of 
glioblastoma (Lawson et al., 2007). First, the diffuse infiltrative nature of these 
tumours (namely Scherer's structures) and invasion of the surrounding healthy 
tissue enables it to escape complete surgical resection (Cuddapah et al., 2014). 
Another major obstacle in glioblastoma treatment is the presence of the blood 
brain barrier (BBB) which restricts the systemic-delivery of many molecules and 
hinders crossing into the brain (Neuwelt et al., 1980; Halperin et al., 1989). 
Additionally, the complex microenvironment and conditions of pro-tumoural 
inflammation in the extracellular matrix can make way for cancer cells, facilitating 
tumour invasion (Cuddapah et al., 2014; Nørøxe et al., 2016). Due to these 
complicated features of GBM with no distinct risk factors and lack of knowledge 
of cellular origins, it has become crucial to consider the biology of GBM especially 
whilst designing new targeted therapies (Zong et al., 2012; Zong et al., 2015). 
 
Pathophysiological features of GBM  
Despite aggressive chemoradiotherapy in GBM, the survival of patients has not 
significantly improved. The GBM microenvironment is extremely complex, 
involving a plethora of cell types and signalling pathways which enable GBM to 
thrive and adapt to therapies (Persano et al., 2011; Meyer et al., 2015). More 
specifically, these tumours are often presented with nuclear atypia, cellular 
pleomorphism, high mitotic activity, microvascular proliferation as well as 
pseudopalisading necrotic areas which altogether distinguish GBM from gliomas 
of lower grades (Hambardzumyan and Bergers, 2015). Therefore, advancements 
in understanding complex biology underling GBM tumorigenesis and especially 
in the area of tumour microenvironment have highlighted the urgency of 
considering the biological features of GBM at a molecular level when developing 
novel therapies. 
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1.4.1. Heterogeneity 
GBMs are characterized as having a high degree of genetic, transcriptomic and 
functional heterogeneity that normally leads them to display different inter- and 
intra-tumoural phenotypes and diverse molecular profiles (Meyer et al., 2015). 
Studies have revealed that individual cells within the same tumour can show 
diverse expression patterns of two or more different subtypes at the same time 
relating to different cellular processes, such as proliferation, immune response, 
hypoxia and oncogenic signalling (Patel et al., 2014). These multiple subclonal 
populations can either respond to or escape therapy regenerating as a treatment-
refractory tumour which in turn can explain the poor prognosis and inevitable 
tumour recurrence of GBM (Qazi et al., 2017). Therefore, regional variances in 
morphology and genetics of GBM have rendered the tumour mass to be highly 
resistant to both radiotherapy and chemotherapy with the ability to develop 
multiple resistance pathways, and made effective treatment regimens of gliomas 
massively challenging (Zhang and Barres, 2010). 
 
Another factor contributing to the complexity of resistance in GBM is the 
subpopulation of glioma stem cells (GSCs) within tumours. These cells are 
tumorigenic due to their unlimited proliferative and self-renewal capacities, and 
are capable of differentiating into multiple heterogeneous glial tumours (Singh et 
al., 2003; Park and Rich, 2009). Recent study proposed that intra-tumoural 
heterogeneity in glioblastoma is the expected outcome of fate decisions made by 
GSCs and their progeny (Lan et al., 2017). GSC populations are highly resistant 
to the cytotoxic effects of radiation and chemotherapy. They can survive the initial 
therapy and overcome the induced damage through both innate properties like 
genetic heterogeneity and adaptive resistance pathways (Osuka and Van Meir, 
2017). These findings have led many to conclude that GSCs offer a potential 
target in order to achieve complete responses (Altaner, 2008; Hambardzumyan 
et al., 2008). 
 
1.4.2. Hypoxic microenvironment 
Role of hypoxia in GBM progression and resistance to treatment 
As a consequence of GBM’s aggressiveness, rapid proliferation and growth, the 
tumour initially has poor vascularisation and subsequently an extremely low 
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oxygen supply i.e. hypoxic conditions. The extended periods of hypoxia cause 
the hallmark necrotic regions found in GBM, tightly surrounded by hypoxic tumour 
cells (Figure 1.3) (Joseph et al., 2015).  
 
Remarkably, different grades of gliomas outlined by WHO classification present 
with differing levels of hypoxia, generally the more severe the tumour, the more 
hypoxic it is (Evans et al., 2004). Hypoxia was measured in one study with the 2-
nitroimidazole imaging agent EF5 and indicated that the physiological conditions 
of the brain and grade II tumours have a modest level of hypoxia of 10% pO2, 
whereas grade III tumours ranged from 2.5-10% pO2, and grade IV tumours were 
characterised by moderate to severe hypoxia ranging from 0.1-2.5% pO2 (Evans 
et al., 2004). Ten years later, a review study has indicated that while median 
oxygenation in healthy brain tissue is ~4.6% O2, it drops to less than 1.7% in the 
high grade brain tumour (Muz et al., 2015). 
 
It has been postulated that hypoxia is involved in a large number of pathways 
leading to the growth of gliomas and plays a central role in the pathophysiology 
and progression of GBM tumours (Jawhari et al., 2016). Studies have shown that 
hypoxia can trigger a complicated series of heterogeneous tissue events by 
multiple signalling pathways which affect GSCs self-renewal, cell proliferation, 
cell death, energetic metabolism, invasion and angiogenesis (Binello and 
Germano, 2011; Ho and Shim, 2017), promoting the malignant phenotype and 
tumour heterogeneity (Jawhari et al., 2016). 
 
The necrotic foci in GBM are typically surrounded by hypercellular zones called 
pseudopalisades, another constant feature for GBM (Barker et al., 1996). Cells 
with pseudopalisades are hypoxic and may serve to promote the onset of 
aggressive growth and angiogenesis of the tumour by secreting vascular 
endothelial factor (VEGF) (Pilkington, 2001; Rong et al., 2006; Jain et al., 2007). 
Additionally, GSCs are enriched in the necrotic and hypoxic regions of GBM and 
characterized by reduced oxygen tension and activation of the hypoxia-inducible 
factors HIF-1 and HIF-2 (Brat et al., 2004). The differential hypoxic environment 
in the different regions of the tumour activates a stem cell programme and favours 
an invasive phenotype (Manini et al., 2018). 
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Tumour hypoxia is a critically important parameter associated with impairment of 
therapeutic efficacy and encouragement of rapid development of the drug 
resistance phenomenon (Binello and Germano, 2011). It has a substantial effect 
on responses across most types of cancer treatments irrespective of their mode 
of action (Mckeown, 2014). In regard to chemotherapy, resistance has been 
directly linked to the level of hypoxia present within the tumour (Persano et al., 
2012). Additionally, antiangiogenic therapy resistance, and radiation resistance 
may have hypoxic mechanisms (Jensen, 2009). For instance, the upregulation of 
LIVIN expression, a member of inhibitors of apoptosis proteins (IAPs), and 
downregulation of caspase activity were observed under cycling and chronic 
hypoxia in glioblastoma cells, associated with increased resistance to radiation 
and temozolomide (Hsieh et al., 2015). In addition, the low level of oxygen in 
tumour tissue (Xu et al., 2012) activates MDR1 (Multiple-drug Resistance Gene 
1) which encodes for P-glycoprotein (P-gp), and hinders the free radicals 
generated by radiation therapy (Liu et al., 2016). 
 

 
Figure 1. 3. Phenotypic and molecular characteristics of the three concentric layers 
model of GBM (Persano et al., 2011).  
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Hypoxia signalling pathways 
Hypoxia induces several complex intracellular signalling pathways. The key 
regulator of cellular responses to hypoxia is the hypoxia-inducible factor (HIF) 
pathway which grants cellular adaptation to hypoxia (Semenza et al., 1991). 
Other hypoxia-associated pathways include phosphoinositide 3-kinases (PI3Ks)/ 
Protein kinase B (AKT)/ Mammalian target of rapamycin (mTOR), Mitogen-
activated protein kinases (MAPK) and the nuclear factor NF-ĸB. These pathways 
are involved in cell survival, proliferation, apoptosis, metabolism, migration, and 
inflammation (Koong et al., 1994; Seta et al., 2002; Courtnay et al., 2015). 
 
The HIF transcriptional factor is a heterodimeric complex consisting of α and β 
subunits (Maxwell et al., 2001; Melillo, 2004). The α subunit exists as multiple 
isoforms (HIF-1α, HIF-2α and HIF-3α) and only functions as a mediator in the 
hypoxic response, whereas the β-subunit, also known as the aryl hydrocarbon 
receptor nuclear translocator (ARNT), serves as a heterodimeric partner with the 
aryl hydrocarbon receptor, and it is constitutively expressed in most cells (Liu and 
Simon, 2004; Loboda et al., 2010). HIF-1α is ubiquitously expressed and the 
protein level is upregulated in the majority of tumours and plays a pivotal role by 
signalling the presence of hypoxia, while the expression of HIF-2α and HIF-3α is 
more controlled and play more specialised roles in oxygen homeostasis 
(Semenza, 2000), however, their role in tumour hypoxia has not been widely 
studied (Rosenberger et al., 2002; Holmquist-Mengelbier et al., 2006; Gordan et 
al., 2007). 
 
Oxygen dependent regulation of HIF: 
HIF-1 activity is reliant on limiting expression of the α-subunit. HIF-α is 
constitutively transcribed, and the protein continuously translated whose stability 
is mediated by a region known as the oxygen-dependent degradation domain 
(ODDD) (Semenza et al., 1991; Semenza and Wang, 1992). The protein stabili-
zation of HIF-α subunits after hypoxia induction is regulated by oxygen sensors, 
including prolyl hydroxylase domain (PHD) and asparaginyl hydroxylase (FIH-1) 
enzymes and their activity is oxygen-dependent as well (Bruick and Mcknight, 
2001).  
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Under normal oxygen conditions, α subunits are rapidly degraded by the 
ubiquitin-26S proteasome system. This oxygen-dependent degradation is 
catalysed by PHD and FIH-1 enzymes which hydroxylate HIF-α in the ODDD, 
and facilitates the recognition of HIF-α by the von Hippel-Lindau tumour 
suppressor protein (VHL), which promotes the proteasomal degradation of HIF-
α subunits (Kamura et al., 2000; Semenza, 2000; Giaccia et al., 2003; Liu and 
Simon, 2004).  
 
In contrast to this, under hypoxic conditions, the α subunits are not degraded as 
the PHD containing proteins lack the oxygen required to hydroxylate HIF-α, and 
are hence not recognised by VHL and escape degradation. The stabilization of 
HIF-α allows it to translocate to the nucleus and heterodimerize with HIF-β 
(Huang et al., 1996). Once HIF dimerized, and by interacting with co-activators 
p300/CBP (p300-binding protein/CREB-binding protein), it binds to hypoxia 
response elements (HREs) and initiates active transcription for wide array of 
genes. (Figure 1.4) (Kamura et al., 2000, Liu and Simon, 2004). 
 
Non-oxygen dependent regulation of HIF: 
HIF-α stabilization and activity could be modulated in a hypoxia-independent 
manner where its regulation occurs in response to other agents such as 
cytokines, lipopolysaccharides, chemokines, and growth factors mediated by 
PI3K/AKT/mTOR, MAPK, and NF-ĸB pathways which eventually may also lead 
to HIF-1α activation (Seta et al., 2002; Salmena et al., 2008; Courtnay et al., 
2015). Additionally, mitochondrial reactive oxygen species  (ROS) and nitric oxide 
(NO) were found to up- or downregulate HIF-1α accumulation (Chandel et al., 
2000; Movafagh et al., 2015). HIF is also affected by epigenetic changes and 
pathways, mutations in which can result in loss of tumour-suppressor functions 
(p53, PTEN, VHL) and acquisition of oncogene functions (proto-oncogene protein 
p21 (Ras), rapidly accelerated fibrosarcoma (Raf), proto-oncogene tyrosin- 
protein kinase (Src), Myelocytomatosis oncogene cellular homolog (Myc) and 
mTOR) causing uncontrollable cancer cell growth (Figure 1.4) (Van Uden et al., 
2008; Kilic-Eren et al., 2013). 
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Figure 1. 4. Regulation of HIF-1α under normoxia and hypoxia and transcriptionally 
activated target genes expression. Modified from (Hong et al., 2004; Walsh et al., 2014). 
LPS, lipopolysaccharide; PTEN, phosphatase and tensin homolog gene; VHL, von 
Hippel-Lindau tumour suppressor protein; SDH, succinate dehydrogenase; ROS, 
reactive oxygen species; NO, nitric oxide. 
 
 
1.4.3. Angiogenesis and invasion 
To maintain high rates of growth, solid tumours rely on angiogenesis which is the 
formation of new blood vessels from rerouting and remodelling of pre-existing 
vessels to increase blood supply and provide nutrients and oxygen for the 
growing cells (Rahman et al., 2010). Among solid tumours, GBM is one of the 
most vascularised tumour types and displays the highest degree of microvascular 
proliferation and endothelial cell hyperplasia, thus, angiogenesis is a key 
pathologic feature of GBM (Brem et al., 1972). Such processes are controlled by 
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the homeostatic balance between pro-angiogenic and anti-angiogenic factors by 
both cellular sources and environmental stimuli (e.g. hypoxia) resulting in 
activation of the pro-angiogenic signalling pathway. Notably, large amounts of 
VEGFs are produced to initiate and promote angiogenesis (Brem et al., 1972; 
Soda et al., 2013). The essential role of HIFs in vascular protection will lead to 
recovery of tumour blood and nutrient supply rendering GBM treatment 
challenging with developing resistance in radiotherapy, chemotherapy and 
immunotherapy (Zeng et al., 2015). Anti-angiogenesis drugs are expected to play 
a role as part of combination therapies and are currently being combined with 
other treatments in clinical trials (Zirlik and Duyster, 2018). Bevacizumab is an 
anti-angiogenesis drug that has had success in reducing tumour growth and 
increasing progression-free survival (Narita, 2015). However, patients are 
developing resistance to the drug after several treatments and the impact on 
overall patient survival is minimal (Lu and Bergers, 2013).  
 
Another significant biological events of GBM that precludes successful therapy is 
invasion, the process by which tumour cells infiltrate the surrounding normal brain 
tissue, thereby rendering local control of GBM difficult with either surgery or 
radiation therapy (Bellail et al., 2004). Invasive pathways involve complex 
interactions regulated by over 140 genes. Various components, including growth 
factor, cell adhesion molecules, proteases, extracellular matrix (ECM) 
components are involved in this multi-step process and are studied as 
parameters of brain tumour invasion (Ohka et al., 2011). Hypoxic GBM cells in 
vitro were shown to secrete metalloproteinases (MMP), essential for ECM 
degradation, in high levels and migratory properties increased by up to 60% more 
than normoxic cells (Brat and Van Meir, 2004). This behaviour of being highly 
infiltrative and invasive is the most important contributing factor for the poor 
prognosis of GBM, despite the multimodal treatment with surgery, radiotherapy 
and chemotherapy (Waqas et al., 2018). 
 

1.4.4. Immunosuppression and inflammatory microenvironment 
GBM microenvironment is highly immunosuppressive and thus reduces the 
effectiveness of immunotherapies. The microenvironmental factors, which result 
in GBM evasion from the immune system, can be derived from the tumour mass 
and as a result of the chronic inflammation found in the GBM microenvironment 
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(Ha et al., 2014). Inflammation is a simple but powerful defence mechanism 
induced to stop tissue damage and promote repair (Munn, 2017), and has been 
reported to stimulate progression of the other hallmarks of cancer due to 
increased levels of NF-κB, reactive oxygen and nitrogen species (RONS), 
cytokines, prostaglandins and microRNAs (Schetter et al., 2009). 
 
The rapid growth rate of GBM does not lead just to hypoxia and aberrant vascular 
proliferation, but also to the infiltration of immune cells including macrophages, 
eosinophils, neutrophils, and T lymphocytes (Balkwill and Mantovani, 2001; 
Colotta et al., 2009). The interaction between these cell populations promote 
abnormal activation or suppression of multiple signalling pathways by several 
cytokines that function in both a paracrine and autocrine manner and take part in 
the complex inflammatory microenvironment within the tumour (Balkwill and 
Mantovani, 2001; Colotta et al., 2009). While these multiple components can help 
tissue repair after injury, the availability of activated inflammatory cells and the 
excretion of inflammatory mediators plays an important role in tumour cell 
proliferation, angiogenesis, and invasion (Figure 1.5) (Murat et al., 2009; Charles 
et al., 2012). For example, Cyclooxygenase-2 (COX‐2) is released by cancer‐
associated fibroblasts, macrophage type 2 (M2) cells, and cancer cells to the 
tumour microenvironment and has been shown to play an essential role in tumour 
inflammation (Gurpinar et al., 2013; Mostofa et al., 2017). The resultant cytokines 
secreted during the inflammatory response stimulate tumour growth by activating 
NF-κB and the signal transducer and activator of transcription 3 (STAT3), which 
in turn activate proliferative and anti-apoptotic signals (Yu et al., 2009; Didonato 
et al., 2012; Nørøxe et al., 2016). Furthermore, Interleukin 6 (IL-6) gene 
amplification in GBM tumours has been shown to correlate with the tumour 
aggressiveness and the reduced survival of the patients (Tchirkov et al., 2007). 
 
The chronically active inflammatory microenvironment in GBM has been 
supposed to encourage molecular evolution of tumour cells by either driving the 
first malignant‐conferring genetic mutations and/or promoting them as a result of 
oncogene expression (Mantovani et al., 2008). In fact, chronic inflammation in the 
GBM microenvironment is expected to play a critical role in triggering tumour 
initiation. This chronic inflammation may then drive GBM promotion, the next 
stage after tumour initiation, and progression, last stage of the disease which 
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loops back increasing the intensity of the underlying inflammation (Ha et al., 
2014). 
Within the inflammatory GBM microenvironment, reactive oxygen, nitrogen and 
halogen species produced through activated macrophages, neutrophils, and 
eosinophils are expected to result in further mutations and epigenetic changes 
as GBM cells progress. These changes can alter cellular metabolism in a way 
can be exploited for the future targeted therapy focused against metabolism 
(Sowers et al., 2014).  

 
Figure 1. 5. The role of inflammation-induced cyclooxygenase in glioblastoma 
development (Gurpinar et al., 2013; Mostofa et al., 2017). GAM, glioma associated 
macrophages; IL-6, interleukin 6; CXCL 1, chemokine ligand 1; G-CSF, granulocyte 
colony-stimulating factor; Cox-2, cyclooxygenase-2; PGG2, prostaglandin G2; PGH2, 
prostaglandin H2; PGD2, prostaglandin D2; PGE2, prostaglandin E2; PGF2α, 
prostaglandin F2α; PGI2, prostaglandin I2; TXA2, thromboxane A2. 
 
Generally, understanding the potential roles of inflammation in causing GBM 
initiation and progression and how the immune system and gliomas interact could 
help to develop more effective therapeutic approaches to treat gliomas (Sowers 
et al., 2014). 
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1.4.5. Alterations in gene expression and cellular processes 
The accumulation of gene mutations in cancer cells can eventually lead to 
uncontrolled cell proliferation and the different hallmarks of cancer (Hanahan and 
Weinberg, 2000; Garraway and Lander, 2013). GBM, like all human cancers, 
possess various chromosomal abnormalities, nucleotide substitutions and 
different epigenetic alterations, all of which are responsible for deregulation of 
multiple signalling pathways in GBM involved in cell proliferation, cell cycle, 
metabolism, survival and evading cell death (Network, 2008; Sturm et al., 2012). 
 
1.4.5.1. Sustaining cell proliferation  
Cell replication is a tightly regulated process causes an irreversible and 
unidirectional changes in the state of the cell and loss of this regulation could lead 
to the uncontrolled expansion in the cell population found in cancer (Van 
Schaeybroeck et al., 2005). Cell cycle progression plays a vital role in eukaryotic 
cell proliferation. 
 
The eukaryotic cell cycle can be divided into two major stages; interphase and 
mitosis. Interphase is further divided into two gap phases: G1 and G2 and the S 
phase. Cells can also enter a quiescent state, the G0 phase (temporarily or 
permanently out of cycle) and in response to growth or mitotic signals, the cells 
move out of G0 through the early part of G1. In G1 phase, cells initiate RNA and 
protein synthesis to induce growth. The S phase is defined by synthesis of 
genomic DNA and the replication of chromosome. This is followed by the G2 
phase where the cells undergo rapid growth and protein synthesis in order to 
prepare for division, or it is known to function as a time of DNA damage repair. 
The mitotic phase (M phase) is the process of nuclear division where a mother 
cell divides and produces two daughter cells. M phase is also sub-divided into 
stages defined by nuclear morphology – prophase, prometaphase, metaphase, 
anaphase A and B, and telophase. A final phase, division of the cytoplasm that 
overlaps telophase, is cytokinesis (CK) (Nojima, 1997; Crosio et al., 2002; Tyson 
et al., 2002; Rieder, 2011) (Figure 1.6). In the absence of mitotic signalling, the 
cell may undergo differentiation, apoptosis, or enter the quiescent state (G0). 
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Cell cycle progression is highly regulated by complexes composed of cyclin-
dependant kinases (CDKs) and their corresponding cyclin regulatory subunits 
(cyclin -A, -B, -D, -E). CDKs induce downstream signals and major cellular events 
such as chromosome condensation, DNA replication, and spindle assembly by 
the phosphorylation of selected proteins. The levels of CDKs during the cell cycle 
remain constant, as opposed to the levels of cyclins which increase and decrease 
thus periodically activating their respective CDKs (Tyson et al., 2002; Vermeulen 
et al., 2003). 
 
In turn, the regulation of cyclin/CDK complexes activity is controlled via multiple 
checkpoints during different phases of cell cycle by cyclin binding and cyclin-
dependent kinase inhibitors (CKIs) to ensure integrity of daughter cells and 
prevent the cell from progressing to the next stage in the event of genomic 
damage, hence the cycle may be delayed or abandoned (Shackelford et al., 
1999; Vermeulen et al., 2003). 
 

 Figure 1. 6. Cyclins, cyclin dependent kinases and checkpoints involved in cell cycle 
regulation. The cycle begins in G1 with increased expression of the D cyclins (D1, D2, 
D3). The D cyclins associate with CDK4 and CDK6; formation of the cyclin/CDK 
complexes results in phosphorylation and activation of the CDKs. The activated CDKs 
then phosphorylate the retinoblastoma (RB) protein. The RB protein has a critical role in 
regulating G1 progression through the restriction point (Source: My Cancer Genome). 
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In GBM, several signalling pathways including p53, retinoblastoma protein (RB) 
and cyclin-dependent kinase Inhibitor 2A (CDKN2A) are dysregulated, all of 
which can play role in cell cycle regulation and sustaining cell proliferation 
(Network, 2008). In addition, while cyclin D1 expression is observed in normal 
brain tissue, it has shown to be overexpressed in glioma (Zhang et al., 2005) 
leading to increased proliferation and invasion, while inhibiting apoptosis (Wang 
et al., 2012). Cumulative evidence has shown that cyclin D1 overexpression in 
tumour cells is dependent in part on the mitogenic effects of EGF signalling 
through the EGFR in many cancers (Perry et al., 1998; Poch et al., 2001; Rieber 
and Rieber, 2006), and it is known to be amplified in 40% of GBM tumours leading 
to increases in cellular proliferation and resistance to radiotherapy (Barker Ii et 
al., 2001). 
 
1.4.5.2. Reprogramming cellular metabolism  
Metabolic reprogramming is a hallmark of cancer and critical driver of all other 
hallmarks (Hanahan and Weinberg, 2000). Therefore, cancer has been 
considered a metabolic disease where the link between cancer and altered 
metabolism is well recognized (Cairns et al., 2011; Soga, 2013). It has been 
expected that early metabolic changes inside tumour initiating cells increase 
intracellular oxidative stress, hence, increase oxidative DNA damage which can 
cause, combined with reduced DNA repair, subsequent mutations (Sowers et al., 
2014). Many of these mutations such as Myc, Ras, and Raf have a clear role in 
directing the metabolic transformation of tumour cells (Godlewski et al., 2010) 
 
Even with the great genetic and histological heterogeneity between tumours, 
malignant cells have shown to induce common metabolic pathways usually 
perturbed in cancer cells to support fundamental functions including anabolism, 
catabolism, and redox balance (Fig 1.7) (Cantor and Sabatini, 2012; Deberardinis 
and Chandel, 2016). Malignant cells may have abnormal activation of mTORC1 
which induces an anabolic growth programme leading to nucleotide, protein, and 
lipid synthesis (Yuan and Cantley, 2008). Additionally, loss of tumour 
suppressors like p53 or activation of oncogenes like Myc promotes anabolism by 
transcriptional regulation of metabolic genes, hence playing a role as regulator of 
metabolism (Maddocks et al., 2013; Stine et al., 2015). 
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Figure 1. 7. The different signalling pathways regulating tumour cell metabolism. The 
two major energy producing pathways are mitochondrial respiration and glycolysis. 
Metabolism controls signalling through regulating reactive oxygen species (ROS), acetylation, and methylation. PPP, pentose phosphate pathway; G6P, glucose-6-
phosphate; 3-PG, 3-phosphoglycerate; ATP, adenosine 5´-triphosphate; mTORC1, mTOR complex 1; a-KG, a-ketoglutarate; RTK, receptor tyrosine kinase (DeBerardinis 
and Chandel, 2016)  
 
Cancer cells often redirect their energy metabolism to an aerobic glycolysis to 
meet the needs of rapidly dividing cells (Vander Heiden et al., 2009; Cairns et al., 
2011; Soga, 2013). Aerobic glycolysis is the metabolic process that converts 
glucose into lactate even under aerobic conditions, while normal cells completely 
oxidise glucose in the mitochondria. This metabolic phenomenon of cancer cells 
was first noticed by Warburg and was initially thought to be caused by inherent 
mitochondrial dysfunction in tumour cells (Warburg, 1925; Warburg, 1956). 
However, accumulating evidence has indicated that tumour cells do not display 
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overt defects in oxidative metabolism and that mitochondria can contributes to 
Adenosine triphosphate (ATP) synthesis and cooperate with aerobic glycolysis to 
support anabolic reactions (Zu and Guppy, 2004; Vyas et al., 2016). Furthermore, 
glutamine oxidation in the mitochondria is another major source of ATP 
production in tumour cells which contributes to the anabolic precursors synthesis 
(Fan et al., 2013). 
 
GBM cells, like other cancer cells, have been reported to exhibit the Warburg 
effect (Deberardinis et al., 2008; Jones and Thompson, 2009; Poteet et al., 2013; 
Xing et al., 2017). Hypoxia, which is a hallmark for GBM as already mentioned, 
can cause stimulate the Warburg effect and induce acidosis through a shift in 
cellular metabolism from oxidative phosphorylation to glycolysis that generates a 
high acid load in the tumour microenvironment (Semenza, 2003; Pouysségur et 
al., 2006). However, tumour cells can adapt to this excess in acidosis by inducing 
the activity of HIF which in turn enhances the expression of a number of pH 
regulating pathways that cope with acidosis such as carbonic anhydrase IX 
(CAIX), carbonic anhydrase XII (CAXII) and monocarboxylate transporter 4 
(MCT4) which acts to maintain the extracellular pH environment of tumour cells 
and allows for adaptation to hypoxia (Chiche et al., 2009). Due to the fundamental 
role of metabolic reprogramming in GBM progression, current research is 
focusing on targeting cell metabolism in GBM tumours as attractive potential 
therapy (Poteet et al., 2013; Hujber et al., 2018; Su et al., 2018; Crunkhorn, 2019; 
Shi et al., 2019; Sun et al., 2019). 
 
1.4.5.3. Promoting survival and resisting cell death 
Resisting programmed cell death is a main contributing factor in GBM 
development and progression, and that occur by deregulation of multiple key 
signalling pathways including PI3K/AKT/mTOR pathway, NF-ĸB pathway, B-cell 
lymphoma 2 (BCL-2) family and IAPs (Wang et al., 2004; Verhaak et al., 2010; 
Qiu et al., 2012). Cell death could occur as a result of apoptosis, necrosis or 
autophagy (Leist and Jäättelä, 2001). 
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Apoptosis 
Apoptosis is an essential mechanism of programmed cell death, which is 
responsible for the destruction and elimination of the cells in controlled steps 
(Elmore, 2007). Apoptosis plays an important role in tissue homeostatic balance 
between cell proliferation and cell death to maintain the cell population. In 
addition, apoptosis functions as a defence mechanism such as in immune 
reactions or when cells are damaged by diseases (Elmore, 2007; Fulda et al., 
2010; Cheung et al., 2012). 
 
The apoptosis mechanism acts in a very complex and sophisticated manner 
including an energy dependent cascade of molecular events that mainly involve 
two apoptotic pathways, the extrinsic and the intrinsic pathway (Fig 1.8) (Elmore, 
2007; Chen et al., 2013). However, there is a relationship between the two 
pathways and the agents in one pathway can affect the others (Elmore, 2007). 
Another pathway of apoptosis involves T–cell mediated cytotoxicity as well as 
perforin-granzyme-dependent killing of the cell that is mediated by granzyme-B 
or granzyme-A (Brunner et al., 2003). All these pathways meet on the same 
terminal or execution pathway, which is initiated by the cleavage of caspase-3 
and leads to DNA fragmentation, cellular degradation, apoptotic bodies formation 
and ligands expression in order to be recognised by phagocytic cells (Elmore, 
2007; Andoniou et al., 2014).   
 

a) Extrinsic pathway 
This pathway involves transmembrane receptor-mediated interactions. It triggers 
apoptosis following binding of death ligands with a member of the tumour 
necrosis factor (TNF) receptor gene family (Locksley et al., 2001). These 
receptors contain cysteine-rich extracellular domains and an 80 amino acid 
cytoplasmic domain (namely “death domain”), which are essential in transmitting 
death signal from cell surface to intracellular pathways (Ashkenazi and Dixit, 
1998). The best characterised sequence of events defining the extrinsic pathway 
are FasL/FasR and TNF-α/TNFR1 models (Elmore, 2007). Following ligand 
binding, some cytoplasmic adapter proteins are employed which contain death 
domains that bind with the receptors. Binding Fas ligand to its receptor leads to 
the binding of the adapter protein FADD (Fas associated via death domain) while 
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binding TNF ligand to its receptor leads to the binding of the adapter protein 
TRADD (TNFR1-associated death domain protein) with recruiting FADD and RIP 
(receptor-interacting protein) (Hsu et al., 1995; Wajant, 2002). Dimerization of the 
death effector domain leads to the association of FADD with procaspase-8 
leading to the formation of a death-inducing signalling complex (DISC) and the 
auto-catalytic activation of procaspase-8. The execution phase of apoptosis is 
then induced directly when caspase-8 is activated (Kischkel et al., 1995).  
 

b) Intrinsic pathway 
This signal pathway induces apoptosis through a different array of non-receptor-
mediated stimuli that releases intracellular signals functioning directly on 
intracellular targets (Elmore, 2007). The Bcl-2 family of proteins regulate the 
apoptotic mitochondrial events. Bcl-2 family can directs mitochondrial membrane 
permeability either by the pro-apoptotic proteins (e.g., Bax, Bak, Bad, Bcl-Xs, Bid, 
Bik, Bim and Hrk) or the anti-apoptotic proteins (e.g. Bcl-2, Bcl-XL, Bcl-W, Bfl-1 
and Mcl-1) (Fulda et al., 2010; Wong, 2011). Stimuli triggering the intrinsic 
pathway can be attributed to the absence of particular growth factors, hormones 
and cytokines that can result in loss of death suppression, hence inducing 
apoptosis. Other stimuli of the intrinsic pathway includes, but not limited to, 
radiation, toxins, hypoxia, severe oxidative stress, viral infections and free 
radicals (Elmore, 2007; Wong, 2011). 
 
In response to these stimuli, changes occur in the mitochondrial membrane 
leading to opening of the mitochondrial permeability transition pores (MPTP), loss 
of mitochondrial membrane potential and release two important groups of pro-
apoptotic proteins into the cytosol (Saelens et al., 2004). The first group includes 
cytochrome c, Smac (secondary mitochondria-derived activator of caspase), 
DIABLO (direct IAP Binding protein with Low pI) and the serine protease Omi/high 
temperature requirement protein A (HtrA2), which trigger the caspase-dependent 
mitochondrial pathway (Du et al., 2000; Van Loo et al., 2002; Garrido et al., 2006).  
Cytochrome c can activate caspase-3 by forming the apoptosome complex by its 
binging to Apaf-1 and procaspase-9, whereas Smac/DIABLO and HtrA2/Omi 
trigger apoptosis by binding to IAP leading to disruption the interaction of IAP with 
caspase-3 or -9 resulting their activation (Kroemer et al., 2007; Lacasse et al., 
2008; Wong, 2011). The second group of pro-apoptotic proteins produced from 
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mitochondria in late stage of apoptosis are apoptosis-inducing factor (AIF), 
endonuclease G and CAD. Both AIF and endonuclease G translocate to the 
nucleus, and act in a caspase-independent manner and lead to DNA 
fragmentation and chromatin condensation. However, caspase-activated DNase 
functions in a caspase-dependent manner and results in oligonucleoosomal DNA 
fragmentation and greater degree of chromatin condensation (Susin et al., 2000; 
Joza et al., 2001). 
 

c) Perforin/granzyme pathway 
Cytotoxic T lymphocytes (CTLs) can produce cytotoxic effects on tumour cells 
and virus-infected cells, involving secretion of the transmembrane pore-forming 
perforin with following insertion of cytoplasmic molecules into the target tissue 
(Pardo et al., 2004). The most pivotal components within these molecules are the 
serine proteases granzyme A and granzyme B (Pardo et al., 2004; Elmore, 2007). 
Granzyme B activates apoptosis by direct or indirect caspase activation 
(caspases-3 and -8) leading to disruption of mitochondrial membrane integrity 
though cleavage agents like ICAD (Inhibitor of Caspase Activated DNAase) 
(Brunner et al., 2003; Pardo et al., 2004; Elmore, 2007). It also has been shown 
that granzyme B can employ the mitochondrial pathway to amplify death signal 
by cleavage of Bid and promoting cytochrome c release (Barry and Bleackley, 
2002). Additionally, direct activation of caspase-3 can occur by granzyme B and 
both mitochondrial and direct activation of caspase-3 have been suggested to be 
essential for granzyme B-induced killing (Goping et al., 2003). Another 
component affecting cytotoxic T cell induced apoptosis and activation of caspase 
independent pathways is granzyme A. The granzyme-A pathway induces 
apoptosis though damage of single stranded DNA (Martinvalet et al., 2005). 
Granzyme A activates DNA fragmentation by DNase NM23-H1, a tumour 
suppressor gene product which plays a vital role in immune surveillance through 
inducing apoptosis in tumour cells (Fan et al., 2003). 
 

d) Execution pathway 
This is the final pathway of apoptosis that occurs by the activation of the execution 
caspases. Within this pathway, nuclear material and cytoskeletal proteins are 
degraded by cytoplasmic endonuclease and proteases. The set of caspases 3, 6 
and 7 are the main effectors, leading to cleavage of various substrates including 
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cytokeratins, poly(ADP-ribose) polymerase (PARP), the nuclear protein NuMA 
and others, which eventually results in the morphological and biochemical 
changes observed in apoptotic cells (Slee et al., 2001). The most effective 
caspase is caspase-3 which is activated by initiator caspases-8, -9 or -10, leading 
to cleavages ICAD, hence activating the endonuclease, caspase-activated 
DNase, which in turn degrades chromosomal DNA in the nuclei and leads to 
chromatin condensation (Sakahira et al., 1998; Yang et al., 1998).  
 

 
Figure 1. 8. Schematic representation of the three apoptotic pathways, intrinsic, extrinsic 
and perforin/granzyme. Each pathway requires specific triggering signals to commence 
an energy-dependent cascade of molecular events. All three pathways merge in the end to activate the executioner caspase-3 leading to cytoskeletal reorganization, chromatin 
condensation, and nuclear fragmentation and ultimately leading to formation of apoptotic bodies and cell death. However, granzyme A works in a caspase-independent fashion. 
Adapted from (Elmore, 2007). 
 
Tumour protein 53 (P53) gene has an important link to apoptosis and is known 
as the most common mutation found in all human cancers (Kandoth et al., 2013). 
Mutations or deficiencies in p53 genes leads to reduced apoptosis and is 
associated with tumour development and poor patient prognosis (Lowe and Lin, 
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2000). In GBM, P53 has been reported to be mutated 25-30% in primary tumours 
and 60-70% in secondary tumours (England et al., 2013). 
 
Necrosis 
Necrosis is an alternative but less regulated process of cell death when compared 
to apoptosis. Necrosis is considered a toxic process where the cell is exposed to 
killing in an energy-independent mechanism unlike apoptosis (Majno and Joris, 
1995). Apoptosis is controlled and an energy dependent mechanism that can 
influence individual or groups of cells, whereas necrosis is a passive uncontrolled 
process and can affect a wide range of cells. Necrosis is mediated by two main 
mechanisms including the interference with the energy supply of the cell and the 
direct damage to cell membranes (Majno and Joris, 1995). Several stress stimuli 
have been reported to trigger necrotic cell death such as ischemia, hypoxia, 
hypoglycaemia and exposure to DNA alkylating agents (Vanlangenakker et al., 
2008; Fulda et al., 2010). However, reactive oxygen species and calcium are 
considered the main stimuli of a necrotic cell death (Vanlangenakker et al., 2008). 
Although the mechanisms of necrosis and apoptosis differ, there is an overlap 
and crosstalk between the two processes. For example, factors such as depletion 
of intracellular ATP and decrease in the availability of caspases can convert an 
on-going apoptotic process into a necrotic process (Levin et al., 1999; Denecker 
et al., 2001; Elmore, 2007). 
 
Autophagy 
Autophagy is classified as another form of cell death alongside apoptosis and 
necrosis, yet is also considered as protective mechanism under specific stress 
conditions (Azad et al., 2009). Macroautophagy (usually referred to as 
autophagy) is the process of the engulfment and degradation of intracellular 
damaged organelles, protein aggregates and other cytoplasmic contents inside 
vesicles known as autophagosomes resulting in amino acids, ATP and other 
small biomolecules recycled for reuse (Fig 1.9) (Levine and Kroemer, 2008; 
Mizushima et al., 2008). 
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Figure 1. 9. Autophagy signalling pathways. The process of autophagy involves a series 
of events including induction, nucleation (Phagophore formation), elongation 
(Autophagosome formation), fusion with lysosome and degradation in the autolysosome. ATGs; autophagy related proteins, ULK1; unc-51-like kinase 1, RB1CC1; RB1-inducible 
coiled-coil 1, VSP; vacuolar protein sorting, PI 3-K; phosphatidylinositol 3-kinase, LC3; light protein chain 3, PE; phosphatidylethanolamine, STX17; syntaxin 17, VAMP8; vesicle associated membrane protein 8, SNAP29; synaptosome associated protein 29. 
(Source: Novus Biologicals).  
 
 
Different factors can induce the autophagic process such as starvation, nutrient 
deprivation, growth factor depletion, innate immune signals, pharmacological 
agents, hypoxia, infection, and disease (Apel et al., 2008; Azad et al., 2009; 
Ravikumar et al., 2009). Any of these conditions is able to initiate the first step in 
the autophagy process; nucleation step which requires ULK1/ATG1 kinase 
complex and the VPS34/Beclin-1 complex to form the PI3-K (phosphatidylinositol 
3-kinase Class lll) complex including ATG14, VPS15 and VPS34 (Fig 1.9). This 
complex phosphorylates lipids and recruits ATGs to the new membrane and form 
a small vesicular sac known as phagophore. The elongation of the phagophore 
requires the majority of ATG proteins to promote the lipidation of LC3-II. 
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Phagophore membranes expand resulting in a double-membrane vesicle 
(autophagosome) and enclose a part of cytoplasm along with organelles and 
proteins placed in the inner phagophore membrane. LC3 is considered one of the 
few ATG proteins to remain with the autophagosome after its completely formed 
making it a suitable marker the number of autophagosomes (Levine and 
Kroemer, 2008; Mizushima et al., 2010). Upon forming the autophagosome, the 
maturation stage takes place by fusion of the completed phagosome with the 
lysosome, acidic pH single membrane vesicle, forming the autolysosome where 
degradation of the captured content occurs by acidic hydrolases (Ravikumar et 
al., 2009). There are different types of autophagy which can be selective or 
nonselective. Selective autophagy includes, but not limited to, peroxisomes 
(pexophagy), mitochondria (mitophagy), ubiquitinated proteins aggregates 
(aggrephagy) and others (Weidberg et al., 2011; Lee et al., 2012; Till et al., 2012). 
 
Autophagy is an important process in cancer where it is known to play two roles. 
The first role is preventing cancer through immunesurveillance, which represents 
the immune system elimination of potential tumorigenic cells before occurrence 
of malignant lesions (Ma et al., 2013). In addition, proteins present in the pre-
malignant cells that prevent malignant transformation induce autophagic 
responses. Alternatively, proteins having oncogenic potential inhibit the 
autophagy process (Morselli et al., 2011). On the other hand, autophagy sustains 
tumour cell survival and proliferation when exposed to stress conditions 
promoting tumour growth (Guo et al., 2013). Although autophagy is considered 
cytoprotective of tumour cells, excessive autophagy has been involved in 
autophagic cell death (Su et al., 2013).  As stated earlier, autophagy is activated 
as a result of intracellular and environmental stress, therefore, GBM therapies 
including radio and chemotherapy have been shown to upregulate cytoprotective 
autophagy most likely due to stress induced by damaged DNA, proteins and 
organelles (Amaravadi et al., 2011). Consequently, recent studies have 
extensively investigated the effects of autophagy inhibition in combination with 
the standard and novel therapies of GBM (Palumbo et al., 2012; Ma et al., 2017; 
Buccarelli et al., 2018; Lohitesh et al., 2018). 
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1.5. Current Treatment of GBM 
The standard treatment for newly diagnosed GBM patients includes maximal 
surgical resection of the tumour followed by radiotherapy and/or adjuvant 
chemotherapy (Stupp et al., 2005; Stupp et al., 2015). Surgical removal 
represents the first therapeutic approach to reduce the tumour mass and perform 
a histopathological and molecular diagnosis, with longer overall survival observed 
in patients with a greater extent of resection (Mcgirt et al., 2009). However, as 
mentioned earlier, the extremely infiltrative nature and the finger-like tentacles of 
glioblastoma make it difficult for many surgeons to determine the tumour’s 
margins and completely remove the tumour with common surgical techniques 
(Lonardi et al., 2005). In fact, the extent of surgery and intensity of therapy is 
considered carefully as the brain has nearly terminally differentiated cells that 
could be damaged irreversibly which adversely affect the neurological and 
cognitive functioning of the patients (Lara-Velazquez et al., 2017). As a result, 
advances in surgical approaches have been developed aiming to achieve optimal 
safe resection, and some tools have shown promising results in preclinical 
experiments for brain cancer (Lara-Velazquez et al., 2017). 
 
After surgery, most GBM patients will undergo ionizing radiation therapy for 6 
weeks as well as concurrent chemotherapy with temozolomide (TMZ), where 
radiotherapy/temozolomide followed by maintenance temozolomide has become 
the worldwide standard of care for patients with newly diagnosed GBM (Stupp et 
al., 2009; Paolillo et al., 2018). Treatment begins with a 75 mg/m2 dose of TMZ 
daily while patients are receiving radiation and increases to 150-200 mg/m2 for 
five consecutive days, every four weeks, for a total of 6 months (Grossman et al., 
2011). This has shown only a moderate increase in survival rates, between 12.1 
and 14.6 months with the majority of patients suffering treatment failure, largely 
due to therapeutic resistance (Stupp et al., 2005).  
 
Despite aggressive surgical resection and chemotherapy, almost all (90%) of 
GBM patients undergo tumour recurrence within 2 cm of the original tumour (Wen 
and Kesari, 2008; Milano et al., 2010). Most patients with recurrent GBM are 
unable to undergo further surgical resection and options include systemic 
chemotherapy: retreatment with TMZ or other alkylating agents (carmustine, 
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lomustine), platinum drugs (cisplatin), or the VEGF inhibitor, bevacizumab (Aapro 
and Alberts, 1981, Goldberg et al., 2004,). However, the treatments are not 
curative and are usually linked to strong side effects that negatively affect patient 
wellbeing (Aapro and Alberts, 1981; Goldberg et al., 2004; Hesketh, 2008), and 
ultimately patients die of this disease (Alifieris and Trafalis, 2015). 
 
1.5.1. Radiotherapy 
In addition to surgery, radiotherapy remains the most effective treatment option 
for GBM as it is proven to prolong survival of the GBM patients (Grossman and 
Batara, 2004; Preusser et al., 2011). The advances in the technical delivery 
systems of radiotherapy have led to additional successful clinical outcomes with 
decreased toxicity and helped to retain the radiotherapy as a cornerstone of GBM 
treatment regime (Suzuki et al., 2003). 
 
As early as the 1940s, radiotherapy was used to treat brain tumours with 
kilovoltage X-rays (Walker et al., 1979), and by the 1960s the treatment relied on 
exposing the whole brain to megavoltages of X-ray or cobalt teletherapy at a dose 
of 45-60 gray (Gy) with an improved survival from 4 to 6 months (Edland et al., 
1971). Radiotherapy techniques then developed into a two-phase technique with 
an initial phase of whole brain radiotherapy to 30-46 Gy followed by a boost to 
the tumour of an extra 20-30 Gy, showing 12 months survival (Brisman et al., 
1976) . In the 2000s, the radiotherapy technique using single-phase (MV) 60 Gy 
followed by TMZ improved the survival to 14 months (Stupp et al., 2005). 
 
Afterward, in the 2010s, the discovery of intensity-modulated radiotherapy (IMRT) 
has allowed delivery of a high dose of radiation to a target while sparing 
surrounding critical structures (Reddy et al., 2012). This technique was 
conducted by delivering various beamlets of radiation from many angles incident 
on a target. All locations within the target can receive different doses of radiation 
simultaneously. This technique achieves better standard aims of radiotherapy, 
when compared to the conventional 3D conformal radiotherapy, by delivering a 
high dose of radiation to the target and protecting the normal tissues. The benefits 
of IMRT including better target coverage, dose conformity with complex shape 
and reduced toxicity, can only be achieved in combination with the use of image-
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guided radiotherapy (IGRT) in the purpose of accurate targeting (Burnet et al., 
2014). An innovative radiotherapy technique, volumetric-modulated arc therapy 
(VMAT), has emerged in the same period and is increasingly being used in the 
treatment of GBM because of the advantages of short treatment time over IMRT 
while keeping excellent dosimetry. Both radiotherapy techniques IMRT/VMAT 
(MV) 60 Gy + TMZ have shown 19-22 months survival of glioblastoma patients 
(Panet‐Raymond et al., 2012).  
 
Despite this development in radiotherapy strategies, it is still producing poor 
prognosis where the high preponderance of hypoxic areas in GBM has been 
revealed to highly increase resistance to radiotherapy and requires a higher dose 
of radiation compared with the well-oxygenated cells in order to achieve cell 
death. Therefore, the hypoxic tumour cells may persist after radiation and divide 
leading to the development of an even more aggressive tumour phenotype. 
Furthermore, radiotherapy has been shown to be accompanied with some 
drawbacks such as causing learning difficulties in children or leading to additional 
tumours such as meningioma (Merchant et al., 2010). Also, radiotherapy has not 
been recommended for elderly patients since it can put their life under higher risk, 
and it can only be applied when the tumour is growing rapidly and damaging the 
normal brain cells (Combs et al., 2008). In order to improve patients’ survival and 
reduce the toxicity related to treatment, radiation oncology needs to continue to 
develop the delivery, target definition and dose of radiotherapy to GBM patients.  
 
1.5.2. Temozolomide 
Temozolomide is an orally available DNA alkylating agent that was first licensed 
in 1999 and became the frontline treatment for GBM in 2005 where it remains to 
this day (Omar and Mason, 2009; Stupp et al., 2015). It is used widely because 
of its ease of administration, excellent uptake and distribution behaviour, 
synergism with adjunctive radiotherapy, and low toxicity profile compared to other 
chemotherapy drugs on the market. On top of that, temozolomide shows 
excellent penetration of the blood brain barrier due to its small size and lipophilic 
properties with direct evidence of tumour localization (Agarwala and Kirkwood, 
2000; Spiro et al., 2001). 
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TMZ is an imidazotetrazine prodrug that undergoes hydrolytic ring opening at 
neutral or alkaline pH under purely chemical non-hepatic dependant control 
producing the active alkylating agent, MTIC, which is then hydrolysed to AIC and 
diazomethane (Fig 1.10) (Wheelhouse and Stevens, 1993). The therapeutic 
action of TMZ depends on its ability to add methyl groups to the purine bases of 
DNA by diazomethane causing lesions at different positions of DNA. The majority 
(70%) of the methyl groups transferred appear at N7-Guanine (N7-MG) sites with 
only about 10% at N3-Adenine (N3-MA) and 5% at O6-Guanine (O6-MG) (Denny 
et al., 1994; Zhang et al., 2012). This methylation damages the DNA and triggers 
a cascade of processes resulting in apoptosis of the GBM cell (Patel et al., 2014). 
 

 
Figure 1. 10. Mechanism of action of TMZ. (Rai et al., 2016).  
 
Although TMZ is the most widely used treatment for GBM, it has a critical 
disadvantage since the tumour becomes resistant to TMZ and treatment is no 
longer efficacious (Yung et al., 2000; Hegi et al., 2004). The DNA repair in the 
malignant cells could happen through the MGMT methylation gene which 
encodes the O6-alklyguanine DNA alkly transferase protein, and is critical for 
repair of methylated guanine residues protecting cells (particularly GSCs) from 
alkylating agents and limiting their efficacy (Liu et al., 2006; Melguizo et al., 2012). 
The methylation status of the MGMT promoter is common in GBM (~45%) and 
indicates increased efficacy of the treatment and more favourable patient survival 
(Hegi et al., 2005). The methylation and silencing of MGMT has been long 
proposed as a prognostic marker, however, the accuracy of this as the 
independent predictive factor for GBM has frequently been debated (Fietkau et 
al., 2013). Recent methods employing IDH1 status with MGMT has shown 
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improvements in predictive accuracy and personalized treatment strategies in 
glioblastoma (Thon et al., 2013; Molenaar et al., 2014). 
 
1.5.3. Cisplatin 
Cisplatin or cis-diamminedichloroplatinum (CDDP) is considered one of the most 
potent and widely utilised chemotherapeutic drugs, which has been used as a 
first-line treatment for a wide spectrum of solid tumours, such as ovarian, lung, 
bladder, testicular and colon cancer (Frezza et al., 2010). It has been also used 
in childhood brain and CNS tumours and as adjuvant therapy in gliomas (Van 
Den Bent et al., 2006; Singh et al., 2010; Calogero et al., 2011). Although it is 
widely used for the treatment of brain tumours, however, it represents a standard 
protocol for medulloblastoma but not glioblastoma, despite the fact that it is also 
efficacious against glioblastoma in vitro (Pérez et al., 2019). In the past 10 years, 
a plethora of phase I and II studies have explored the safety and efficacy of TMZ 
combined with conventional chemotherapeutics including cisplatin for 
progressive or recurrent GBM (Brandes et al., 2004; Silvani et al., 2004; 
Capdevila et al., 2014). 
 
The mechanism of cisplatin action arises mainly from DNA intercalation (Fig 
1.11). Cisplatin enters cells by both passive diffusion and active uptake and then 
undergoes a spontaneous aquation reaction whereby a chloride ion is replaced 
by a water molecule (Holzer et al., 2006; Seo et al., 2007). This results in binding 
to the nitrogen in the N7 position on purine bases with loss of the water molecule 
forming DNA-protein and DNA-DNA inter-strand and intra-strand cross-links 
(Eastman, 1987). The cross-linking in the DNA interferes with DNA replication 
and transcription causing cell cycle arrest leading to activation of DNA repair 
pathways which ultimately triggers apoptosis of the malignant cell (Dasari and 
Tchounwou, 2014). 
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Figure 1. 11. Cisplatin activation and mechanism of action. Adapted from (Rocha et al., 
2018).  
 
Though the efficacy of cisplatin is high, its clinical use is limited because of the 
dose-dependent toxicity on normal tissue. Systematic administration of cisplatin 
produces considerable side effects including severe kidney problems, allergic 
reactions, decreased immunity to infections, gastrointestinal disorders, 
haemorrhage, and hearing loss especially in younger patients. To lessen these 
effects, cisplatin is often given as a combination with other therapies to reduce 
the side-effect profile of the treatment, however cisplatin resistance remains a 
significant challenge (Mori et al., 2003; Momekov et al., 2006). 
 
Patients develop relatively rapid cellular resistance to cisplatin with different 
mechanisms of resistance being described and typically with multiple forms being 
found at a same tumour site (Dasari and Tchounwou, 2014). In fact, cancer cells 
may lose their sensitivity to cisplatin cytotoxicity as a result of different genetic or 
epigenetic defects. These defects can cause a reduction in cisplatin accumulation 
within the cells either by affecting the actual binding of cisplatin to its targets, 
hence reducing its uptake, or by promoting its efflux from the cells (Mamenta et 
al., 1994; Miyashita et al., 2003). Additionally, cell resistance can occur due to an 
increased ability to repair the DNA damage or by impaired transmission of signals 
induced by cisplatin leading to a failure of apoptotic pathways (Mamenta et al., 
1994; Miyashita et al., 2003; Siddik, 2003). Notably, cisplatin resistance is 
generally multifactorial. This explains, in part, why efficient strategies to increase 
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the sensitivity of malignant cells to cisplatin are still lacking despite a prolonged 
and intense wave of investigation. 
 
Due to the highly toxic nature of cisplatin and the cellular resistance, other 
platinum-containing drugs have been developed in an attempt to reduce the side 
effects and enhance treatment efficacy (Fig 1.12) (Dasari and Tchounwou, 2014). 
For example, oxaliplatin has been evaluated for the treatment of GBM, but only 
marginally improved the overall survival of patients and caused significant side 
effects (Charest et al., 2012). Further platinum-based drugs, nedaplatin, 
lobaplatin and eptaplatin, have gained regionally limited approval in Japan, China 
and South Korea, respectively, for the treatment of specific forms of cancer 
(Momekov et al., 2005). Different cisplatin analogues have been evaluated in 
several clinical trials, but only one, carboplatin, has provided a definite advantage 
over cisplatin and achieved worldwide approval (Dasari and Tchounwou, 2014). 
Although carboplatin has eliminated nephrotoxicity, the reduced cytotoxicity 
means that 4-fold dose increase is required to match cisplatin’s efficacy 
(Browning et al., 2017).  
 

 
Figure 1. 12. Platinum-based drugs currently in clinical use (Yu et al., 2008). 
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1.6. New approaches for GBM treatment 
As the current standards of treatment for GBM still result in a very poor prognosis 
for patients, researchers are continuously looking for novel therapies in order to 
combat this. New techniques are being developed to work alongside and 
enhance existing treatments with a variety of strategies ranging from exploiting 
electromagnetic energy fields to developing personalised patient treatments 
(Carlsson et al., 2014). Additionally, novel treatment methodologies and several 
pharmacological drugs have been developed against GBM and some are 
currently in, or have completed, clinical trials. The new strategies include 
mechanical solutions, immunotherapy, inhibition of DNA repair mechanisms, or 
repurposing existing medications. Although some of these drugs have shown 
promising efficacy, the clinical outcome still remains dismal (Wen and Kesari, 
2008; Paolillo et al., 2018). However, developing new therapeutic approaches for 
GBM requires more sophisticated approaches which consider the complex 
microenvironmental architecture of GBM, the multiple signalling, and cross 
communications between cells, and potentially targeting these features for GBM 
treatment. 
 
1.6.1. Tumour Treating Fields (TTFs) 
TTFs have been approved to be used as an effective, antimitotic treatment with 
limited toxicity in patients with newly diagnosed and recurrent GBM (Chaudhry et 
al., 2015; Burri et al., 2018). This technique is applied by the Novocure Optune 
device that delivers intermediate frequency (100-200 KHz), low intensity (1-2 
V/cm), alternating electric fields within the patients’ tumours through disposable 
ceramic transducer arrays located on the patients’s shaved scalp (Salzberg et 
al., 2008; Pless et al., 2013). TTFs have shown antiproliferative characteristics in 
vitro and in vivo (Kirson et al., 2007; Giladi et al., 2015), where it significantly 
influences cells undergoing mitosis, leading to apoptosis, whereas no significant 
effect is present on nondividing cells (Kirson et al., 2004; Stupp et al., 2012). This 
impact on replication is considered the basis for TTFs in cancer therapy due to 
the greater replication rate in tumour tissues than that in normal tissues (Kirson 
et al., 2007). It is expected that two mechanisms of action of TTFs are involved: 
microtubule subunit misalignment and dielectrophoretic motion of organelles and 
macromolecules (Kirson et al., 2007; Stupp et al., 2012). Being that the effect of 
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TTFs is via physical rather than biological or chemical reactions, the resultant 
effect is less likely reliant on specific cellular properties, which in turn makes TTFs 
effective against several tumour types and less susceptible to mutation immunity 
(Kirson et al., 2007; Mittal et al., 2018). TTFs have recently been added as a new 
standard of care for GBM patients to maintenance temozolomide chemotherapy 
(Nabors et al., 2017; Stupp et al., 2017), however, their true therapeutic efficacy 
has yet to be conclusively established. 
 
1.6.2. Immunotherapy 
Immunotherapy has emerged potentially as an attractive and effective strategy 
for cancer treatment. This treatment approach attempts to reprogramme the 
innate immune system of the patient to attack and destroy tumour cells by 
recognising specific antigens found on the tumour cells. Several potential 
effectors can be targeted through immunotherapy strategies including 
monoclonal antibodies, vaccination and immunomodulation through pathway 
inhibitors (Reardon et al., 2014). Overall, early phase clinical trials of 
immunotherapy have shown encouraging results in GBM, and larger randomized 
trials are ongoing (Chuang and Lin, 2019).  
 
Monoclonal antibodies (Mabs) 
The objective of this type of immunotherapy is to disturb receptor signalling 
through targeting growth factors receptors like the vascular endothelial growth 
factor receptor (VEGFR), epidermal growth factor receptor (EGFR), platelet-
derived growth factor receptors (PDGFR), or mast/stem cell growth factor 
receptor (SCFR), which will prevent activation of the downstream signalling 
pathways (Melstrom and Sentovich, 2017; Sousa et al., 2018). Bevacizumab is a 
monoclonal antibody that binds to VEGF and inhibits the growth of tumour blood 
vessels, hence reducing angiogenesis (Diaz et al., 2017). It was utilised in phase 
II clinical trials as a monotherapy to treat recurrent GBM. Moreover, it showed a 
median overall survival of 8-10 months resulting in FDA approval (Friedman et 
al., 2009). However, the addition of bevacizumab to initial chemoradiation did not 
change the overall survival of the patients (Lai et al., 2011). Additionally, it was 
observed that the nutritious depletion occurred by VEGF reduction may activate 
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a tumour escape response and increase the number of invasive cells (De Groot 
et al., 2010). 
 
Cediranib, another compound with more activity against PDGFR and SCFR, 
showed similar response rates in initial phase II clinical studies in patients with 
recurrent GBM to that of bevacizumab. However, in phase III clinical studies, 
cediranib did not significantly improve the progression-free survival as a 
monotherapy strategy or when combined with lomustine (Batchelor et al., 2013). 
Another example is cetuximab, anti-EGFR Mab, which did not demonstrate 
effectiveness in treatment of recurrent GBM despite its approval for the treatment 
of other cancers (Jain, 2018). 
 
Ipilimumab, antibody of cytotoxic T lymphocyte-associated antigen-4 (CTLA-4), 
is also an example of the antibody-based immunotherapy. This drug has been 
shown to improve the overall survival in patients with advanced stage malignant 
melanoma (Hodi et al., 2010). Blocking CTLA-4 binding releases T cells from 
negative regulation allowing activity of immune effectors. The activity of CTLA-4 
against malignant glioma as a monotherapy or when combining with cellular 
vaccination has been reported (Agarwalla et al., 2012). Ipilimumab 
immunotherapy is in trial in recently diagnosed glioblastoma (Mcgranahan et al., 
2019). 
 
Vaccines for GBM 
These vaccines were prepared from patients’ own tumour tissue. Although some 
vaccines showed promising findings, none has shown potential curative 
treatment of GBM (Jain, 2018). DCVax, is a dendritic cell (DC)–based 
personalised cancer vaccine produced using  purified tumour-specific antigen or 
tumour cell extracts obtained from tumour (Phuphanich et al., 2013). After the 
DCs with glioma cell antigens are administered to the patient, they present the 
glioma antigens, activate cytotoxic CD8+ cells and CD4+ T helper cells, and 
induce tumour cell death (Selznick et al., 2008; Cohn and Delamarre, 2014). 
Results of the trials on GBM showed that addition of DCVax-L to standard therapy 
is feasible and safe in GBM patients, and may extend survival (Liau et al., 2018; 
Johanns et al., 2019). Another vaccine type is recombinant non-pathogenic polio-
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rhinovirus chimera (PVSRIPO), which targets the neurotropic poliovirus receptor 
CD155 that is abundantly expressed on glioblastoma cells and enters these cells. 
This in turn leads to lysis and production of tumour antigens in addition to 
molecules recognised by the natural immune cells (Longo and Baden, 2018). As 
a result, an influx of macrophages, monocytes and DCs into the tumour tissue is 
occurred to scavenge cellular debris. Additionally, released molecules present a 
pattern for natural killer (NK) cells and tumour antigens to induce effector T cells 
to kill more cells. While the preclinical and early clinical studies of (PVSRIPO) 
have shown significant promise for improved care in GBM, causes of concern 
remain (Carpenter, 2019).  
 
1.6.3. PARP inhibitors 
Being that one of the GBM mechanisms to invade treatment efficacy is the 
resistance to apoptotic cell death, restoring apoptotic sensitivity can be an 
important approach to render GBM cells sensitive to drug therapy (Ghobrial et 
al., 2005). Due to the fact that DNA repair enzyme poly(ADP-ribose) polymerase 
(PARP) is found at greater levels in tumour cells when compared to normal cells 
(Galia et al., 2012), PARP may therefore represent a tumour specific therapeutic 
target (Von Minckwitz et al., 2011). Moreover, PARP-1 specific siRNA, as well 
as, PJ34 (Hastak et al., 2010) another PARP inhibitor, have shown increased 
extrinsic apoptosis in GBM cells in vitro and in vivo. This supports the interference 
with PARP by RNA silencing or PARP inhibitors to render tumour tissues more 
sensitive to the cytotoxicity of DNA-damage induced by standard treatment 
modalities including radiation or alkylating reagents such as temozolomide 
(Russo et al., 2009; Murai et al., 2014; Gupta et al., 2018). 
 
One of the most effective PARP inhibitors is olaparib, which crosses the blood-
brain barrier and has already shown successful outcomes in GBM patients 
(Karpel-Massler et al., 2014). This type of therapy is able to overcome apoptotic 
resistance and improve the sensitivity of GBM cells for death receptor-mediated 
apoptosis caused by TRAIL (Tumour necrosis factor-related apoptosis inducing 
ligand) through up-regulation of TRAIL receptor 2 (DR5) independent of their 
TP53 status. To obtain an ideal drug combination treatment with limited side 
effects, a combination therapy of PARP inhibitors with TRAIL agonist, which is 
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known for its tumour cells specificity, can be used (Karpel-Massler et al., 2014). 
Olaparib and other targeted therapies are in ongoing clinical trials in adult patients 
with GBM (Chuang and Lin, 2019).  
 
1.6.4. Repurposing existing medication 
Chemotherapy drug development for the treatment of GBM has been associated 
with significant limitations concerning drug variety and efficacy, with only 
carmustine, temozolomide and bevacizumab being approved by the FDA and 
European Medicines Agency (EU) (Fig 1.13) (Basso et al., 2018). Due to the high 
cost and long time required for production and approval of novel 
chemotherapeutic agents, in addition to the lack of effective options in GBM 
treatment, an alternative approach of repurposing currently licenced drugs has 
been widely considered (Hong et al., 2011; Abbruzzese et al., 2017; Massey and 
Robertson, 2018). The strategy of drug repurposing has recently emerged as an 
attractive approach to overcome these challenges by reusing FDA-approved 
drugs, applying new combinations of drug treatments or making modifications in 
the formulation of the original drug (Murteira et al., 2014; Abbruzzese et al., 
2017). Furthermore, this approach considers the available data about 
pharmacokinetic, pharmacodynamic, toxicity and safety properties of existing 
drugs, and allows for faster and less expensive development processes (Murteira 
et al., 2014). Accordingly, there have been numerous options for drug 
repurposing against GBM which have shown potential activity to treat GBM in 
vitro and in vivo such as antipsychotic drugs, antidiabetic drugs and nonsteroidal 
anti-inflammatory drugs (NSAIDs) (Thun et al., 2002; Liu et al., 2012; Chae et al., 
2016). 
 

 
Figure 1. 13. Development of GBM treatment approaches over the last two decades 
(Basso et al., 2018).  
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Antipsychotic drugs 
Recently, various studies have shown that particular antipsychotics could have 
anti-tumour effects and have therapeutic potential in GBM. Antipsychotic drugs 
including pimozide, N-methyl-D-aspartate receptor agonists/antagonists, 
γ-aminobutyric acid inhibitors and valproic acids show a long clinical utility, 
tolerable safety in humans, and easily cross the BBB, which is of high importance 
for GBM therapy (Foster and Kemp, 2006; Rosenberg, 2007; Lapidus et al., 
2013). 
 
Valproic acid, an approved drug for treatment of psychiatric disorders, was 
suggested to be a promising drug for GBM therapy (Driever et al., 1999). Valproic 
acid has the ability to inhibit glioma cell growth by blocking angiogenesis (Osuka 
et al., 2012) and promoting differentiation (Berendsen et al., 2012). Furthermore, 
it can increase the susceptibility of glioma cells to conventional GBM treatment, 
including TMZ and -radiation (Van Nifterik et al., 2012). Another important group 
of drugs that may have therapeutic potential in GBM is the dopamine receptor 
antagonists which have been reported to significantly inhibit the tumour formation 
capability of cancer stem cells (Sachlos et al., 2012). The phenothiazine group 
including thioridazine, fluphenazine or perphenazine that is known to antagonize 
dopamine signalling, have shown anti-cancer properties in many glioma cell lines 
(Gil-Ad et al., 2004). 
 
Additionally, tricyclic neuroleptic drugs such as chlorpromazine induced 
autophagic cell death in the PTEN-null U87-MG glioblastoma cell line by inhibiting 
the PI3K/AKT/mTOR pathway (Shin et al., 2013). Another group of antipsychotics 
includes the selective 5-HT7 inhibitors such as paliperidone, pimozide and 
risperidone, which have been reported for their potential utility as an adjuvant 
chemotherapy in the treatment of GBM (Kast, 2010).  However, the 
disadvantages associated with the use of antipsychotics are the common CNS 
side effects, such as sedation, dizziness, diarrhoea (Leucht et al., 2013) and more 
seriously, the extrapyramidal side effects such as akathisia, dystonia and drug-
induced secondary parkinsonism (Blair and Dauner, 1992). 
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Antidiabetic drugs  
There have been several antidiabetic agents that have shown potential anti-
tumour activity against GBM with recent focus on metformin (Gritti et al., 2014; 
Sesen et al., 2015). Metformin represent a low toxicity, low cost drug suitable as 
a repurposed agent, and can readily penetrate the BBB and reach brain cells 
(Bromage and Yellon, 2015). Repurposing metformin as a cancer treatment 
option has been already evaluated in a variety of clinical trials for various cancers 
where it showed adverse effects in tumour cells metabolism by inhibited fatty acid 
oxidation and mitochondrial gene expression in tumour cells but not normal cells 
(Lord et al., 2016). In GBM, metformin showed several anticancer activities such 
as inducing apoptosis and autophagy, inhibiting cell proliferation, reducing 
angiogenesis and migration (Al Hassan et al., 2018). It also produced adverse 
effects in the mitochondrial function of GBM cells (Gerthofer et al., 2018). 
Furthermore, it has reduced TMZ resistance in vitro and in vivo (Lee et al., 2018) 
suggesting the potential use of metformin to enhance standard therapy of GBM 
tumours. Metformin has been shown promising results in grade III glioma but not 
grade IV glioma and clinical trials are still ongoing (Seliger et al., 2019). 
 
1.7. Non-Steroidal Anti-Inflammatory Drugs 
Nonsteroidal anti-inflammatory drugs (NSAIDs) are a family of drugs that can 
alleviate pain and reduce fevers and inflammatory responses. Most NSAIDs can 
reversibly inhibit cyclooxygenase (COX) enzyme activity of both COX-1 and 
COX-2 (Knights et al., 2010). While COX-1 is constitutively expressed in many 
tissues, COX-2 expression occurs during inflammation and can be induced by 
extracellular and intracellular stimuli, such as epidermal growth factor (EGF), and 
this induction is transient  (Hirst et al., 1995; Kargman et al., 1996). 
 
Aspirin, also known as acetylsalicylic acid, is unique compared to other NSAIDs, 
as it is a non-selective COX inhibitor, which irreversibly inhibits both COX-1 and 
COX-2 iso-enzymes. Aspirin has been used as analgesic, antipyretic, anti-
inflammatory and antirheumatic treatment, and it still seems to be the best and 
first choice among the different types of NSAIDs in recent years (Wennogle et al., 
1995; Zhang et al., 2018). 
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Research has suggested that the regular intake of NSAIDs including aspirin, is 
associated with a reduction of many types of cancer including colorectal cancer, 
adenomatous polyps, stomach cancer, prostate cancer, breast cancer as well as 
promoting their regression (Thun et al., 2002). Additionally, there was observed 
a significant dose-response relationship between NSAID use and CNS tumours 
risk (Zhang et al., 2017). With respect to brain tumours, epidemiological studies 
have shown that individuals with a history of NSAID use have decreased risk of 
developing glioma, whereas use of anti-histamines has the opposite association, 
and that was attributed to a suggested link between inflammation and 
gliomagenesis (Scheurer et al., 2011). Several in vitro studies on human 
glioblastoma and rat glioma cell lines have also reported a cytotoxic effect of 
NSAIDs and aspirin (Kim et al., 2009). More recently meta-analysis study has 
found that increasing NSAID use, including non-aspirin and aspirin-NSAIDs, 
associated with significant lower risk of glioblastoma but not meningioma (Zhang 
et al., 2017).  
 
In fact, it has been assumed that NSAIDs can remove inflammatory factors from 
the surrounding inflammatory microenvironment of the tumour, thus exposing 
tumour cells directly to immune cells (Sivak-Sears et al., 2004; Linos et al., 2007; 
Scheurer et al., 2008; Scheurer et al., 2011). However, there have been multiple 
mechanisms of action reported for NSAIDs in inhibiting tumours including 
cyclooxygenase-dependent and independent ways (Gottfried et al., 2013; Xu et 
al., 2014).     
  
1.7.1. Cyclooxygenase-dependent mechanism 
While COX-2 expression is negligible in normal cells, it is frequently expressed in 
various types of cancers exerting many roles in promoting carcinogenesis, 
increasing the rate of cancer recurrence (Montezuma et al., 2018) and reducing 
survival in affected patients (Sharma et al., 2005; Höing et al., 2018), in addition 
to increasing tumour resistance to chemo and radiotherapy (Wang et al., 2017). 
In fact, the tumour microenvironment is the main inducer of COX-2 
overexpression which exerts multiple signals mostly through prostaglandin E2 
and promotes proliferation, angiogenesis, inflammation, invasion, apoptotic 
resistance and metastasis of cancer cells (Figure 1.5) (Noda et al., 2002; 
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Hashemi Goradel et al., 2019). For that reason, inhibition of COX-2 may provide 
a high possibility to exert therapeutic outcomes in cancer. 
 
Notably, administration of COX-2 inhibitors in a preoperative setting could reduce 
the risk of metastasis in cancer patients (Hashemi Goradel et al., 2019). In 
addition, COX-2 inhibition sensitizes cancer cells to treatments like radiotherapy 
and chemotherapy, and antitumor drugs and NSAIDs in combination can produce 
a better prognosis in tumour therapy (Zhang et al., 2018). The combination of 
temozolomide and celecoxib was proposed to inhibit glioma progression through 
anti-angiogenic mechanisms, reducing tumour oedema (Kerschbaumer et al., 
2015). Such combinations have been reported to synergistically increase the 
antitumoral effect for chemotherapeutic agents and improved the overall 
response when administered before radiotherapy. One study for example has 
demonstrated a new technique by using nucleophilic substitution to combine 
cisplatin and aspirin in one molecule which can significantly reduce the drug 
resistance of cisplatin in tumour therapy (Cheng et al., 2014). 
 
1.7.2. cyclooxygenase-independent mechanism 
There are numerous mechanisms by which NSAIDs can exert their anti-
proliferative effects via COX-independent activity which include: 1) inhibition or 
activation of the transcription factor NF-ĸB (Kopp and Ghosh, 1994; Stark et al., 
2001); 2) activation of the p38 MAP kinase pathway with subsequent cyclin D1 
degradation (Thoms et al., 2007); 3) activation of p53 and p21 dependent on the 
ATM serine/threonine kinase checkpoint kinase (Luciani et al., 2007); 4) 
downregulation of Bcl-2 expression (Yu et al., 2002); 5) upregulation of BCL2 
associated X (BAX) or X-Ray Repair Cross Complementing 3 (XRCC3) 
expression (Dibra et al., 2010); 6) inhibition of protein phosphatase 2A; 7) 
upregulation of 15-lipoxygenase-1 (Shureiqi et al., 2000); 8) induction of 
expression of pro-apoptotic DNA repair proteins (Goel et al., 2003); 9) inhibition 
of epidermal growth factor activation (Pangburn et al., 2010); and 10) selection 
for microsatellite stability (Ruschoff et al., 1998). 
 
For instance, studies have shown that both diclofenac and ibuprofen repressed 
cell proliferation and migration of glioma cells; however, although both drugs 
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inhibited STAT3, only diclofenac reduced extracellular lactate, c-myc and activity 
of lactate dehydrogenase (LDH)-A (Leidgens et al., 2015). Aspirin, as well, may 
suppress the growth of cancer cells via mechanisms independent of COX-2 
(Henry et al., 2017). Studies have indicated that aspirin may induce apoptosis in 
GBM cell lines by down-regulating STAT3 signalling dependent on interleukin-6 
(Kim et al., 2009). More recent research has shown that aspirin reduces 
invasiveness and inhibits GBM cell proliferation as well as the induction of 
apoptosis (Lan et al., 2011). 
 
The data collected from various large epidemiological studies has shown that 
aspirin reduces the risk of developing multiple cancer types, especially colon 
cancer and stomach cancer, (Smith et al., 2000; Retsky et al., 2012; Kleinstein et 
al., 2013). A randomised controlled trial of  Lynch syndrome patients revealed 
that ingestion of a 600 mg daily dose of aspirin for about 2 years was capable of 
substantially reducing colorectal cancer incidence (Burn et al., 2011). Studies 
found that long-term use of low-dose aspirin (75–300 mg/daily) can effectively 
inhibit a variety of cancer incidence, malignant cancer metastasis rate, and 
provide patients with a high survival rate (Zhang et al., 2018). Aspirin has been 
also proposed to suppress tumour metastasis mainly by eliminating platelet 
aggregation proving advantages to secondary tumour development (Jacobs et 
al., 2007; Algra and Rothwell, 2012). It has been found that regular aspirin use 
after non‐metastatic colorectal diagnosis is associated with a reduced mortality, 
especially when the primary tumour overexpressed COX-2 (Chan et al., 2009). 
However, the mechanism of NSAIDs on preventing cancer is still not clear (Zhang 
et al., 2018). 
 
According to all previous findings, the US Preventive Services Working Group 
issued primary prevention guidelines on the use of NSAIDs, especially aspirin, 
for cardiovascular disease and colorectal cancer in 2017, and formally 
established the role of aspirin in cancer prevention. Inclusive consideration in the 
guidelines is given that aspirin should be taken at 50–325 mg/ day with emphasis 
on the need for balancing and individualization between aspirin-induced risks and 
benefits (Zhang et al., 2018). 
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1.8. Aspirin analogues 
Despite the substantial evidence of the preventative and therapeutic 
effectiveness of aspirin, its universal usage in cancer prevention and treatment is 
still controversial due to its potential side effects which cannot be ignored, 
especially when used for long-term or at higher doses (Lowe, 2001; Deb et al., 
2011). These side effects include increased risk of bleeding, increased uric acid, 
coagulation inhibition, allergic asthma, and both gastrointestinal and renal 
disturbances (Laine, 2002). Consequently, there has been an overwhelming 
rationale to identify aspirin-related compounds to improve upon the efficacy of 
aspirin whilst limiting its side effects. 
 
Efforts have been made to produce a number of salicylate/aspirin derivatives 
which have been tested for toxicity to cancer cells such as mesalazine (5-
aminosalicylic acid) which inhibits the growth of HCT-116 colorectal cancer cells 
(Gasche et al., 2005; Campregher et al., 2010). Moreover, nitro-derivatives of 
aspirin (NCX-4016 and NCX-4040) were able to inhibit tumour growth in ovarian 
cancer xenografts (Selvendiran et al., 2008) and sensitise human colon cancer 
cells to oxaliplatin (Tesei et al., 2008), respectively. Nitroxyl releasing aspirin 
prodrugs also exhibited significantly enhanced cytotoxicity compared to aspirin 
toward non-small cell lung carcinoma cells (A549) in addition to protection against 
stomach ulceration (Deb et al., 2011; Basudhar et al., 2013). 
 
Perry and Nicholl managed to formulate novel aspirin analogues which have 
shown promising outcomes and retained the potent antineoplastic effects with 
reduced adverse effects (Deb et al., 2011). They gained the patent for their 
invention which related to the use of diaspirin (bis(2-carboxyphenyl)succinate) 
(BCS) and its derivatives in the treatment of colon and colorectal cancer. It also 
related to novel derivatives of diaspirin and to a method of synthesising the di-
aspirin and its derivatives. Initially, they sought to investigate the capacity of 
several modified salicylates to inhibit the growth of the colorectal cancer cells as 
an introduction to examination of any possible structure/activity relationships 
(Deb et al., 2011). Four categories of compounds with varying degrees of 
structural similarity to acetylsalicylic acid were synthesised and tested 
(Figure.1.14). 
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Figure 1. 14. Structure of aspirin analogues compounds. Adapted from (Deb et al., 
2011).  
 
Following their preliminary screening, it was found that salicylate compounds with 
amino and acetamido substituents at 5-position were less toxic than aspirin 
against SW480 human colorectal cancer cell line. In addition, further extending 
the hydrocarbon chain length in the acyl groups did not enhance the inhibitory 
effect of aspirin. However, BCS and other diaspirins derivatives; 
fumaroyldiaspirin (PN517) and benzoylaspirin (PN514) exhibited significantly 
greater toxicity than aspirin against SW480 cell line, and this may suggest that 
the presence of a second nearby aromatic ring is beneficial to a binding 
relationship in the cytotoxicity of salicylates (Deb et al., 2011). BCS and aspirin 
were toxic to SW480 cells through initiation of necrotic and apoptotic pathways, 
indicating that compounds containing two ring structures appeared to induce a 
greater degree of apoptosis than aspirin. However, aspirin and BCS exhibited 
substantially less toxicity in the human MCF7 breast cancer and U373 glioma cell 
line at the conditions studied (Deb et al., 2011).  
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Later, they generated more novel compounds and extended their investigation 
on the diaspirins demonstrating that these aspirin analogues had more potent 
antitumour activity against colorectal cancer cells than aspirin. Additionally, using 
a syngeneic colorectal tumour model in mice, they found that these agents 
significantly inhibited tumour growth in vivo with no overt side effects being 
observed. Their mechanistic studies also helped to elucidate structure-function 
relationships for the aspirin molecule and diaspirins (Claudius et al., 2014). 
 
More recently, their studies aimed to explore the mechanism by which aspirin and 
its analogues exhibit toxicity to colorectal cancer cells. Additionally, the toxicity of 
aspirin and aspirin derivatives to oesophageal cancer and colorectal cancer cell 
lines was investigated in the presence and absence of platins, and they were able 
to define some derivatives which synergised with cisplatin or oxaliplatin when 
tested against both cell lines (Kilari et al., 2018; Bashir et al., 2019). 
 
1.9. Rationale  
While there is insufficient clinical data to currently support the use of aspirin or its 
analogues in glioma, further studies on this topic are warranted. Evaluating the 
efficacy of these novel compounds is also of interest in glioma as it is still relatively 
new and not fully understood, in comparison to the more extensively researched 
chemotherapeutic agents TMZ and cisplatin. 
 
In a previously completed project in the lab, the effects of novel aspirin analogues 
in malignant glioma were initially described. Three glioma cell lines were used in 
the study; a grade I astrocytoma (1321N1), grade II/III astrocytoma/ 
oligodendroglioma (GOS-3), and grade IV glioblastoma (U87-MG) in addition to 
primary glioblastoma cell cultures, BTNW911 and BTNW 914. The effects on cell 
viability, proliferation, and apoptosis and of four aspirin derivatives (PN508, 
PN517, PN526 and PN529) was tested. The data from this study showed 
fumaroyldiaspirin, PN517, to be the most potent analogue of all tested 
compounds, and in some cases with greater efficacy than cisplatin, suggesting 
that PN517 represents a novel aspirin analogue with significant therapeutic 
potential for the treatment of glioma and warranting further investigation (Petinou 
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et al., 2014). Although high efficacy of the aspirin analogue PN517 was observed 
in various experiments, it is still essential to further characterise the mechanisms 
involved in its effects in addition to examining the efficacy of the combinations 
with another chemotherapeutics. 
 
On the other hand, studies conducted on GBM and its drug therapies rarely 
consider or maintain the hypoxic conditions which are normally present in vivo. 
As hypoxia is a key regulator in progression of tumours and contributes to 
therapeutic resistance, it is important that any in vitro research is conducted with 
this in mind. Trying to simulate the GBM tumour microenvironment by keeping 
the levels of hypoxia consistent with that of the actual in vivo environment is 
crucial to obtaining results which are valid and reflect the activity in GBM tumours. 
For this reason, the current study is directed towards drug treatments of GBM 
maintained in various levels of hypoxia in order to observe any changes or 
differences between drug actions when pO2 levels are altered. 
 
In summary, this project aimed to evaluate the efficacy of the current and novel 
chemotherapeutic agents for glioblastoma treatments under normoxic and 
hypoxic conditions using different cell culture model systems. 
 
Experimental models: 
Established cancer cell lines are the main controlled method for long-term 
research projects in the development of new therapies despite the concern of not 
inevitably representing what is occurring in vivo. Cell lines are considered 
standard for biological research and preferred by many scientists because of their 
ease to use and longer life span than primary cells (Kaur and Dufour, 2012). The 
U87-MG cell line was employed in this study, which is an adherent cell line with 
an epithelial like morphology, was originally harvested from 44-year-old male 
patient in 1966 and classified as a grade IV glioblastoma using the 2007 WHO 
grading (Clark et al., 2010). There are several studies investigating different 
experimental therapies in U87-MG cells which provide opportunity for comparison 
and extrapolation. Additionally, the embryonic cell line SVG-p12 served as control 
in this study. SVG-p12 is an immortalised human foetal glial cell line generated 
in 1985 by transfecting primary foetal brain cells with a plasmid containing an 
origin-defective mutant of simian virus 40 (SV40). SVG-p12 cells are adherent 
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brain cells with a fibroblast morphology (Henriksen et al., 2014; Lou et al., 2014). 
Both cell lines were investigated under normoxia and hypoxia. 
 
Additionally, most studies examine hypoxia using only short term (24-72 hr) 
exposure to reduced oxygen levels. However, this may not be representative of 
tumour cells that have undergone adaptation to the low oxygen environment. For 
this reason, it was planned to complete cell acclimatisation to hypoxia where the 
cells can be exposed to decreasing levels of oxygen gradually over a period of 
approximately 10-12 weeks in order to generate hypoxia adapted cell lines in 
which the efficacy of the drug treatments could be examined. 
 
On the other hand, the three-dimensional (3D) nature of spheroid cultures more 
closely replicates the in vivo tumour environment than the classical two-
dimensional (2D) monolayer cultures, and produces a natural oxygen gradient 
dropping to lower levels in the spheroid core. With similar cellular and molecular 
features to that of GBM, 3D spheroids have stolen the spotlight in GBM research 
and become a priority in order to develop novel targeted therapies against this 
deadly disease. Therefore, this study also planned to use 3D U87-MG spheroid 
model that better simulates the various characterises of the real tumour in vivo. 
 
Research aim and working hypothesis: 
The aim of this research was to assess the effects of PN517, aspirin, 
temozolomide, and cisplatin both as monotherapies and combination therapies 
on grade IV glioblastoma tumour using standard cell culture models and applying 
a variety of experimental conditions. Hence, this project will more closely simulate 
the GBM tumour microenvironment which is crucial to obtaining results that are 
valid and reflect potential activity in vivo, leading to a better translation of findings 
in basic research to the clinic. Two key questions were raised: Do aspirin or its 
analogue PN517 enhance the efficiency of current chemotherapeutic treatments 
of glioma cell cultures? Does the level of hypoxia during drug treatment in vitro 
affect the efficacy of cisplatin, temozolomide, aspirin, or PN517 on glioma cell 
cultures? 
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2.1.   Materials 
Aspirin analogue (PN517) was supplied by Dr. Iain Nicholl (Wolverhampton 
University, UK). All other chemicals used were of the highest grade commercially 
available and obtained from the following suppliers: 
 
Abcam (Cambridge, UK) 
7-aminoactinomycin D (7-AAD), glyceraldehyde-3-phosphate dehydrogenase 
activity assay kit. 
 
Agilent Technologies (Cheshire, UK) 
Seahorse XFp fluxpak containing sensor cartridges, miniplates, and calibrant, 
Seahorse XFp cell mito stress test kit, Seahorse XFp glycolysis stress test kit, XF 
base medium. 
 
American Type Culture Collection (ATCC) (Manassas, VA, USA)  
SVG-p12 human foetal astroglial cell line. 
 
BD Biosciences (Plymouth, UK) 
Purified mouse anti-human HIF-1α, purified mouse anti-HIF-1β/ARNT1 
 
Bioassay Systems (Hayward, CA) or VWR (Leicestershire, UK)  
EnzyFluoTM L-lactate assay kit. 
 
Cayman Chemical (Michigan, USA) 
Temozolomide. 
 
Cell Signalling, New England Biolabs (Hitchin, UK) 
Cyclin D1 rabbit mAb, phospho-cyclin D1 (Thr286) XP® rabbit mAb, anti-rabbit 
IgG HRP-linked antibody, anti-mouse IgG HRP-linked antibody, autophagy 
vesicle nucleation antibody sampler kit, stress and apoptosis antibody sampler 
kit. 
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EMD Millipore (Watford, UK)  
Guava® instrument cleaning fluid (ICF), Guava EasyCyteTM mitopotential kit, 
tetraethylbenzimidazolylcarbocyanine iodide (JC-1). 
 
Enzo Life Sciences (Exeter, UK) 
CYTO-ID® autophagy detection kit. 
 
European Collection of Authenticated Cell Cultures (ECACC) 
(Porton Down, UK)  
U87-MG grade IV human glioblastoma cell line.  
 
Fisher Scientific (Loughborough, UK)  
Methanol, phosphate buffered saline tablets, tris base, tris hydrochloride, glycine, 
sodium dodecyl sulphate (SDS), glycerol, bromophenol blue, dithiothreitol (DTT), 
triton X-100, sodium hydroxide, sodium chloride, HEPES, ammonium persulfate, 
amido black 10B, D-(+)-glucose, cell scrapers, gel loading pipet tips. 
 
GE Healthcare Life Sciences (Buckinghamshire, UK) 
Amersham ECL prime western blotting detection reagent, Protran nitrocellulose 
blotting membrane (0.45 µm pore size), PVDF blotting membrane (0.45 µm pore 
size). 
 
Life Technologies (Paisley, UK)  
PrestoBlue® cell viability reagent, Alexa Fluor® 488 annexin V/dead cell apoptosis 
kit, foetal bovine serum (FBS), carboxyfluorescein diacetate - succinimidyl ester 
(CFDA-SE), magicMark XP western protein standard, SimplyBlue™ safestain, 
anti-mouse IgG secondary antibody HRP conjugate, anti- β-actin mouse 
monoclonal antibody. 
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Lonza (Slough, UK)  
Eagle’s minimum essential medium (EMEM, 12-125F), non-essential amino 
acids (100X), L-glutamine (200mM), trypsin/EDTA (10X), sodium pyruvate 
(100mM). 
 
Sigma-Aldrich® (Poole, UK)  
Trypan blue, ribonuclease A from bovine pancreas, propidium Iodide, cisplatin, 
aspirin, dimethyl sulfoxide (DMSO), phosphatase inhibitor cocktail 2, protease 
inhibitor cocktail, carbonyl cyanide 3-chlorophenyl-hydrazone (CCCP), bovine 
serum albumin (BSA), ethylenediaminetetraacetic acid disodium salt dehydrate 
(EDTA), copper sulphate, acrylamide/bis-acrylamide (30%(w/v) solution), sodium 
azide, N,N,N′,N′-tetramethylethylenediamine (TEMED), ponceau-S, 2-deoxy-D-
glucose, sodium deoxycholate. 
 
Thermo Scientific (Paisley, Scotland) 
Pierce BCA protein assay reagent A, western blotting filter paper, restore western 
blot stripping buffer, Nunclon Delta surface multi-well plates and flasks, Nunclon 
Sphera 96-well flat bottom plates, 8-well Lab-Tek® II chambered coverglass, 
serological pipettes, conical centrifuge tubes. 
 
2.2.   Methods 
2.2.1. Cell Culture 
U87-MG (Grade IV human glioblastoma) and SVG-p12 (human foetal astroglial 
cells) cell lines were maintained in T75 cm2 flasks containing Eagles minimum 
essential media, supplemented with 10%(v/v) foetal bovine serum, L-glutamine 
(2mM), non-essential amino acids (1%(v/v)), sodium pyruvate (1mM) in a 
humidified incubator at 37oC and normal atmosphere (21% O2) containing 5% 
CO2. 
 
2D Monolayer Cultures 
When a maximum confluence of 80% was reached, U87-MG and SVG-p12 cells 
monolayers were washed with phosphate buffered saline (PBS) solution. Trypsin-
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EDTA (1X) was added and the flasks were returned to the incubator to allow cells 
to detach. After detachment, supplemented media was added to neutralise the 
trypsin and cells were triturated gently to ensure a single cell suspension. Cells 
were either passaged into freshly prepared flasks to maintain the cell line or 
seeded into cell culture - treated plates for experimental analysis under both 
normoxic and hypoxic conditions (21% and 1% O2, respectively).  
 
For experiments under hypoxic conditions, both cell lines were cultured, treated 
and maintained at 1% O2 (unless otherwise stated) using Baker Ruskinn InvivO2 
400 hypoxic workstation which accurately maintains and controls temperature, 
humidity, oxygen and carbon dioxide with nitrogen balance. Cells were exposed 
to the hypoxic environment for the whole duration of the experiment to eliminate 
any perfusion effect except at stages that had to be performed in normoxia such 
as reading fluorescence in a microplate reader. 
 
Hypoxia-Adapted Cell Lines 
For generating hypoxia-adapted cell lines, U87-MG and SVG-p12 cell 
monolayers were firstly cultured in normoxic incubator (95% air/ 5% CO2, ~21% 
O2) until reached ~80% confluency. Cells were then split and transferred to the 
hypoxic workstation set at 5% O2/ 5% CO2. Media was replaced every other day 
with hypoxic-equilibrated media and cells were maintained by regular passaging 
for 3 weeks under these conditions. Cells were then given new passage number 
(P1, 5% O2) and either frozen at -80°C and stored in liquid nitrogen for 
subsequent analysis or split and moved on to the second stage by reducing the 
O2 level to 1% with 5% CO2. Cells were maintained for another three weeks then 
frozen and stored as (P1, 1% O2). Some of these cells were split to continue to 
the third stage by reducing the O2 to 0.1%. However, the cells were not able to 
survive longer than one week under these severe hypoxic conditions. 
 
To monitor cell growth of the stored hypoxia-adapted cells, one cryovial of U87-
MG and SVG-p12 (P1, 1% O2) was defrosted directly inside the hypoxic chamber 
in T75 cm2 flasks containing 15 ml hypoxic-equilibrated media and maintained to 
assess cell health and viability. Images were taken with a light microscope after 
each passage to detect any morphological changes. 
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3D Spheroid Cultures  
The production and characterisation of uniform and reproducible multicellular 
U87-MG spheroids was established using Thermo Scientific™ Nunclon™ 
Sphera™ plates. These Flat-bottom 96-well plates have a polymer-coated culture 
surface that inhibits the binding of extracellular matrix proteins, which mediate 
cell adhesion. 
 
U87-MG cells were seeded using different numbers of cells (250, 500, 1000, 
2500, 5000 cells/well) in 200 μl of complete EMEM media into Nunclon Sphera 
96-well plates. Plates were briefly centrifuged at 250 xg for 5 min and then 
incubated in a humidified incubator at 37°C and 5% CO2 to monitor spheroid 
growth over 7 days under normoxia and hypoxia. Cells were re-fed after 72 hr by 
carefully removing 100μL of medium from each well and replenishing with 100 μl 
fresh growth medium. The spheroid formation, size, and growth were assessed 
using an inverted light microscope. After 7 days of spheroid culture, 20 μl of 
PrestoBlue reagent was added to each well of the plates which were then 
incubated at 37°C and 5% CO2 for an additional 1-6 hr before reading on the 
microplate reader. 
 
Unless otherwise stated, experiments were performed using monolayer cell 
cultures. 
 
2.2.2. Growth curves 
To determine the growth rate and the doubling time for each cell line, growth 
curve analysis was performed over a period of seven days. U87-MG and SVG-
p12 cells were seeded in 6-well plates at a density of 2 x 104 cells/1 ml media per 
well. An extra 2 ml of media was added to each well and the cells were incubated 
in humified incubator at 37°C under normoxia or hypoxia. Every day post-
seeding, cells were harvested by washing three wells with PBS then adding 
trypsin and allowing cells to detach in the incubator. The trypsin was then 
neutralised with media and cell suspension was collected from each well and 
transferred into microcentrifuge tube. The cells were counted manually using 
haemocytometer and Trypan blue exclusion test using an inverted light 
microscope. This procedure was repeated every day for 7 days after initial 
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seeding and the whole experiment was repeated three times with each 
experiment performed in triplicate, in normoxia, 1% O2 hypoxia, and 0.1% O2 
hypoxia. 
 
2.2.3. PrestoBlue® Linearity assay 
PrestoBlue is a resazurin-based cell permeable viability indicator that is quickly 
reduced by metabolically active cells changing in colour from blue to red and 
becoming highly fluorescent providing a quantitative measure of viability and 
cytotoxicity by changing fluorescence. 
 
As the greatest variable in viability assays is cell number, linearity of fluorescence 
versus cell number was determined in order to establish suitable working range 
of cell density. For this purpose, cells were seeded at 50, 100, 250, 500, 1000, 
and 5000 cells/well in a 100 µl volume of media in 96-well plates and incubated 
at 37°C overnight under normoxia or hypoxia. Cells were left in the incubator for 
another 24, 48, or 72 hr before adding PrestoBlue (1:10) for one hour at 37ºC in 
the dark and measuring the fluorescence by Tecan GENius PRO microplate 
reader at wavelength Ex/Em= 535/612 nm. This experiment was repeated three 
times, with each experiment performed in triplicate, both in normoxia and hypoxia. 
 
2.2.4. Drug preparation 
Compounds were prepared as stock solutions in media, saline or DMSO, and 
stored appropriately for the subsequent experimental treatments, then were 
diluted in complete media prior addition to the cells. Aspirin and PN517 were 
dissolved in complete media with NaOH (1M) added gradually to adjust the pH 
until the drug was fully dissolved to produce a stock concentration of 100mM 
which was stored at -20ºC. Cisplatin was prepared in saline (0.9%(w/v) NaCl) and 
sonicated for 15 min to achieve solubility and give stock concentration of 3mM 
which was stored at 4ºC to be used within one month. Temozolomide was 
solubilised in 100% DMSO to give stock solution of 100mM and stored at -20ºC. 
 
For experimental analysis, drugs were prepared fresh on the day at 10X 
concentration with media and added at 1:10 dilution to the cells. Vehicle control 
treatments were included for all experiments by adding equivalent amount of the 
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final concentration of the solvent. All other drugs were prepared as per 
manufacturer’s instructions unless otherwise stated.  
 
2.2.5. Cell viability assay for mono-therapy. 
Concentration - response curves for each drug treatment were generated 
following 24, 48 and 72 hr of drug treatment in order to assess the concentration 
and time course dependent effects and to determine the 50% and 25% inhibitory 
concentrations (IC50 and IC25) of aspirin, PN517, cisplatin and temozolomide in 
both U87-MG and SVP-p12 cell lines under normoxic and hypoxic conditions. 
 
The cytotoxic effect of these compounds was evaluated by PrestoBlue® viability 
assay. Briefly, cells were seeded at density of 103 cells/100 µl media per well in 
96-well plates and incubated at 37ºC overnight under normoxia or hypoxia. On 
the next day, drugs were added to obtain final concentrations of aspirin, PN517 
(30µM, 100µM, 300µM, 1mM, 3mM, and 10mM), cisplatin (1µM, 3µM, 10µM, 
30µM, 100µM, and 300µM), and temozolomide (3µM, 10µM, 30µM, 100µM, 
300µM, and 1mM). Cell viability was tested at each timepoint (as described in 
section 2.2.3). This experiment was repeated six times with each experiment 
performed in triplicate, both in normoxia and hypoxia, and concentration-
response curves were established and analysed using GraphPad Prism 
Software. 
 
While generating the hypoxia-adapted cells, concentration - response curves for 
aspirin were established at the last week of each oxygen stage and prior to 
reducing O2 level to the next stage to compare the IC50 values after 48 hr of drug 
treatment for these cells.  
 
2.2.6. Cell viability assay for combination-therapy 
The cytotoxic effect of aspirin or its analogue PN517 in combination with 
temozolomide or cisplatin was tested to examine any possible synergistic effects 
with the conventional anticancer drugs in comparison to the mono-therapy. 
 
Combination studies were performed by seeding both U87-MG and SVG-p12 cell 
lines at 103 cells/100 µl media per well in 96-well plates and culturing overnight 
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in a humified incubator at 37°C with 5% CO2 under normoxia or hypoxia. The 
combination drug treatments were added by pairing aspirin or PN517 with each 
of cisplatin or temozolomide at IC50 concentrations as determined by the mono-
therapy concentration-response curves after 48 hours of drug treatment (different 
values between normoxia and hypoxia), in addition to applying the mono-therapy 
for comparison. Cell viability was evaluated by PrestoBlue® assay following 24, 
48 and 72 hr of adding drugs (as described in section 2.2.3). This experiment was 
repeated three times with each experiment performed in triplicate, both in 
normoxia and hypoxia. 
 
For hypoxia-adapted cells, combination studies were performed using U87-MG 
and SVG-p12 adapted cells at 1% O2 hypoxia. This experiment was repeated six 
times for U87-MG cells and three times for SVG-p12 cells, with each experiment 
performed in triplicate. 
 
To evaluate the effect of the drug combinations on U87-MG spheroids viability 
after drug treatment, PrestoBlue viability assay was performed with modification. 
U87-MG cells were seeded at density of 2500 cell/200 μl media per well in 
Nunclon Sphera 96-Well plates. The plates were then centrifuged at 250 xg for 5 
min and incubated overnight at 37°C and 5% CO2 under normoxia or hypoxia to 
form spheroids of 300-350μm diameter. Drug treatments were added on the next 
day separately or in combination at IC50 concentrations as determined by the 
mono-therapy concentration-response curves after 48 hours. cell viability was 
assessed after 48 and 72 hr of drug treatment by adding Prestoblue reagent 
(1:10) and incubating 4 hours at 37°C in the dark and measuring the fluorescence 
by microplate reader at wavelength Ex/Em= 535/612 nm. This experiment was 
repeated four times, with each experiment performed in triplicate, both in 
normoxia and hypoxia.  
 
2.2.7. Live/Dead Fluorescence staining assay 
U87-MG spheroids cell viability was evaluated using Live/Dead 
Viability/Cytotoxicity assay which detects plasma membrane integrity and 
intracellular esterase activity. U87-MG cells were seeded at density of 2500 
cell/200 μl media per well in Nunclon Sphera 96-Well plates. The plates were 
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then centrifuged at 250 xg for 5 min and incubated overnight at 37°C and 5% CO2 
under normoxia or hypoxia to form spheroids with diameter of 300-350 μm. Drug 
treatments were added the next day separately or in combinations at IC50 
concentrations (as determined by the mono-therapy concentration-response 
curves after 48 hr) for 48 and 72 hr. 
 
At the end of the treatment period, CFDA-SE (50μM) and PI (10μg/ml) stains 
were added to each well and incubated at 37°C for 30 min, protected from light. 
After staining, spheroids were rinsed at least three times with half-volume change 
of PBS and transferred to 8- well chambered coverglass with 1000 μl pipette tip 
and imaged on fluorescence microscope using 20x lens objective. Z-stack 
imaging was performed for each spheroid using FITC filter (Ex/Em= 492/517 nm) 
for CFSE staining and PI filter (Ex/Em= 305/617 nm) for PI staining. This 
experiment was repeated three times under normoxia and hypoxia. 
 
2.2.8. Cell proliferation and cell cycle assay 
The effect of drug treatments on cell proliferation was quantified using the 
proliferation marker CFDA-SE, which is non-fluorescent until it enters the cells 
where it is hydrolysed to the green fluorescent dye CFSE. As cells proliferate, the 
dye passes to each daughter cell halving the amount of fluorescence detected 
per cell. This assay was combined with cell cycle analysis using propidium iodide 
(PI) staining, a DNA intercalating agent, which allows for visualisation of cells at 
each phase of cell cycle by flow cytometry. 
 
Following optimisation process, both the U87-MG and SVG-p12 cells were 
seeded at a density of 105 cells/1 ml media per well in 6-well plates for day 0 non-
treated controls, and at 2 x 104 cells/1 ml per well in 12-well plates for drug 
treatments samples then placed in a humidified incubator at 37°C and 5 % CO2 
overnight under normoxia or hypoxia. Prior to drug treatment, cells were treated 
with CFDA-SE solution (5µM) in PBS for 30 min in the dark, then PBS-CFDA-SE 
solution was aspirated and replaced with fresh media and incubated for another 
2 hours. 
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The non-treated control CFDA-SE treated cells in the 6-well plates were 
harvested on ice to establish day 0 staining (as described in section 2.2.2) and 
centrifuged at 100 xg for 5 min at 4°C. The supernatant was removed, and cell 
pellets were resuspended in 0.5 ml ice-cold PBS and centrifuged again. PBS was 
removed, and cells were fixed by adding 0.5 ml of ice-cold 70% (v/v) methanol in 
PBS. The tubes were mixed well and stored at -20°C for at least 48 hr prior to 
analysis. 
 
Drug treatments were added to the cells seeded in the 12-well plates, separately 
or in combinations at IC25 concentrations (as determined by the mono-therapy 
concentration-response curves after 48 hr), and plates were incubated for a 
further 24, 48, 72, 96 and 120 hours under normoxia or hypoxia. At the end of 
each timepoint, cells were harvested, fixed and stored in -20ºC. 
 
To conduct cell proliferation and cell cycle analysis, fixed samples were 
centrifuged at 100 xg for 5 min at 4°C, and washed with ice-cold PBS. Cells were 
then resuspended in 250 μl of PBS solution containing PI (10 µg/ml) and RNAase 
(250 µg/ml), vortexed briefly, and incubated for 2 hr at 37°C in the dark as 
determined by optimisation. On completion of incubation, samples were 
transferred to a non-adherent 96-well plate/ V-shaped or U- shaped to be 
analysed by flow cytometry. 
 
Flow cytometric analysis was performed using the Guava EasyCyte™-12HT 
(Merck Millipore, Darmstadt, Germany) flow cytometer. Samples were gated on 
forward scatter (FS) versus side scatter (SS) to include the appropriately stained 
cell population and exclude debris or cell aggregates. Detection was performed 
using appropriate channels at wavelength of Ex/Em= 492/517 nm for CFSE and 
535/617 nm for PI, and a total of 5,000 gated events were acquired for each 
treatment. This experiment was repeated six times, both in normoxia and 
hypoxia. 
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2.2.9. Apoptosis assay 
The induction of apoptosis following drug treatment was quantified using a 
commercially available kit (Alexa Fluor® 488 annexin V/Dead Cell Apoptosis Kit) 
which allows to identify viable, early apoptotic, late apoptotic, or necrotic cells 
through differences in phosphatidyl serine (PtdSer) expression and plasma 
membrane integrity and permeability. Annexin V labelled with a fluorophore can 
identify apoptotic cells by binding to PtdSer exposed on the outer leaflet. In 
addition, the kit includes the propidium iodide (PI) nucleic acid binding dye which 
is impermeable to live cells and apoptotic cells, but stains dead cells with red 
fluorescence, binding tightly to the nucleic acids in the cell.  
 
According to the manufacturer’s instructions and following optimisation 
processes, U87-MG and SVG-p12 cells were seeded at a density of 25 x 103 
cells/0.5 ml media per well in 24-well plates and incubated overnight in a humified 
incubator at 37°C, 5% CO2 under normoxia or hypoxia. Drug treatments were 
added to the cells, separately or in combinations at IC50 (as determined by the 
mono-therapy concentration-response curves after 48 hr) and induction of 
apoptosis was examined after 24, 48 and 72 hr of drug treatment. 
 
At the end of each timepoint, cells were harvested on ice (as described in section 
2.2.2) and centrifuged at 100 xg for 5 min at 4°C. The supernatant was removed, 
and cell pellets were resuspended in 1X binding buffer containing PI (100µg/ml) 
and annexin-V (1:80) and incubated at room temperature for 15 min. Cells were 
then centrifuged to remove unbound dye and resuspended with 200 µl of 1X 
assay buffer and transferred to a non-adherent 96-well plate/V-shaped or U- 
shaped to be analysed.  
 
Flow cytometry analysis was performed as soon as possible on the Guava flow 
cytometer. Samples were gated on forward scatter (FS) versus side scatter (SS) 
to include the appropriately stained cell population and exclude debris or cell 
aggregates. Detection was performed with appropriate channels at Ex/Em= 
494/518 nm for annexin-V and 535/617 nm for PI, and a total of 5,000 gated 
events were acquired for each treatment. This experiment was repeated six times 
both in normoxia and hypoxia. 
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2.2.10. Autophagy assay 
The ability of drug treatments to induce autophagy was tested using a 
commercially available kit (CYTO-ID® Autophagy Detection Kit) which monitors 
autophagic flux in live cells using a novel dye that selectively labels accumulated 
autophagic vacuoles. 
 
For flow cytometry application and according to the manufacturer’s instructions, 
U87-MG and SVG-p12 cells were seeded in 24-well plate at density of 5 x 104 
cells/0.5 ml media per well and incubated overnight in a humified incubator at 
37°C and 5% CO2 under normoxia or hypoxia. On the following day, drug 
treatments were added, separately or in combinations at IC25 and IC50 
concentrations (as determined by the mono-therapy concentration-response 
curves after 48 hr) for 24 hr. Positive control cells were treated with Rapamycin 
(500nM) and Chloroquine (10M) for 16~18 hr. 
  
At the end of the treatment period, cells were harvested on ice (as described in 
section 2.2.2), and centrifuged at 100 xg for 5 min at 4°C. The supernatant was 
removed, and cell pellets were washed by resuspending in 500 μL cell culture 
medium and centrifuged again. The supernatant was removed, and each sample 
was resuspended in 250 μL of media. The diluted stain solution was prepared (by 
diluting CYTO-ID® Green Detection Reagent 0.5 μl/ml assay buffer 
supplemented with 5% (v/v) FBS) and added (250 μL/well). Samples were mixed 
well by gently pipetting up and down repeatedly to achieve a mono-disperse cell 
suspension and incubated for 30 min at 37°C in the dark. Cells were then 
collected by centrifugation, supernatant removed, and cell pellets resuspended 
in 250 μL of PBS and transferred to non-adherent 96-well plates/V-shaped or U- 
shaped to be analysed by the flow cytometer. 
 
Samples were gated on forward scatter (FS) versus side scatter (SS) to include 
the appropriately stained cell population and exclude debris or cell aggregates. 
The CYTO-ID® Green detection reagent was detected with a FITC filter using 
appropriate channel at Ex/Em=480/530 nm. This experiment was repeated five 
times, under both normoxia and hypoxia. 
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For fluorescence microscopy application, U87-MG cells were seeded in 8-well 
chambered coverglass at density of 3 x 104/0.5 ml media per well overnight in a 
humified incubator at 37°C and 5% CO2 under normoxia. On the following day, 
cells were treated for 24 hr, separately or in combinations at IC50 concentrations 
(as determined by the mono-therapy concentration-response curves after 48 hr). 
Post-treatment, medium with the testing reagents was carefully removed and the 
cells were washed twice with 300 μL of 1X assay buffer supplemented with 5% 
(v/v) FBS to preserve the cells. A sufficient amount of microscopy dual detection 
reagent was prepared (2 μL of CYTO-ID® Green Detection Reagent and 0.5 μL 
of Hoechst 33342 Nuclear Stain were added for every 1 mL of media) and 200 
μL was dispensed to cover each well. Cells were incubated for 30 min at 37°C in 
the dark. On the completion of incubation, cells were washed carefully with 300 
μL 1X Assay buffer supplemented with 5%(v/v) FBS and excess buffer was 
removed, and replaced with media. 
 
The stained cells were visualised by fluorescence microscopy and Z-stack 
imaging performed for each well using 40X oil objective lens. FITC filter set was 
used for imaging the autophagic signal (Ex/Em= 480/530 nm) and DAPI filter set 
for imaging the nuclear signal (Ex/Em= 340/480 nm) in addition to TL-DIC 
channel. Autophagy assay was also performed using U87-MG and SVG-p12 1% 
O2 hypoxia-adapted cells, and the experiment was repeated three times, with 
each experiment performed in triplicate. 
 
2.2.11. Mitochondrial membrane potential assay 
The Guava EasyCyteTM MitoPotential Kit was used to evaluate any changes in 
mitochondrial membrane potential (Δψm) after drug treatment. This assay uses 
JC-1, a cationic dye that accumulates in energized mitochondria and fluoresces 
either green or orange depending upon mitochondrial membrane potential. A 
second dye, 7-AAD, a cell-impermeant DNA intercalator was used to 
simultaneously monitor cell membrane permeability changes observed later in 
apoptosis and in necrotic cell death. 
 
Following optimization processes and according to the manufacturer’s 
instructions, U87-MG and SVG-p12 cells were seeded in 24-well plates at density 
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of 5 x 104 cell/ 0.5 ml media per well and incubated overnight in a humified 
incubator at 37°C and 5% CO2 under normoxia or hypoxia. Next day, drug 
treatments were added, separately or in combinations at IC25 and IC50 
concentrations (as determined by the mono-therapy concentration-response 
curves after 48 hr) for 24 and 48 hr. 
 
At each timepoint, cells were harvested (as described in section 2.2.1.3) and 
centrifuged at 100 xg for 5 min at 4°C. The supernatant was removed, and cell 
pellets were resuspended in 500 µl PBS staining solution containing both dyes 
(2µM JC-1 and 2µM 7-AAD). For the positive control samples, CCCP was added 
(50µM) to the tube which directly disrupts the mitochondrial membrane potential. 
 
Cells were incubated for 30-60 min at 37°C in the dark then mixed well and 
transferred to non-adherent 96-well plate to be analysed on Guava flow 
cytometer. Events to be analysed were gated on forward scatter (FS) versus side 
scatter (SS) to include the appropriately stained cell population and exclude 
debris or cell aggregates. The fluorescence change was monitored at Ex/Em= 
490/525 nm and 490/590 nm for JC-1 and at Ex/Em= 488/647 nm for 7-AAD. This 
experiment was repeated five times, under both normoxia and hypoxia. 
 
For fluorescence microscopy application, U87-MG cells were seeded in 8-well 
chambered coverglass at density of 105 cell/0.5 ml media per well and incubated 
in humified incubator at 37°C with 5% CO2 overnight under normoxia. Next day, 
cells were treated and left for a further 24 and 48 hr in the incubator. At the end 
of the treatment period, the media was aspirated and replaced with 300 μl of fresh 
media containing JC-1 (2μM) and 7-AAD (2μM) into each well. CCCP positive 
control was added to one well (50μM) then cells were incubated for 60 min at 
37°C in the dark. 
 
On the completion of incubation, media was changed to remove the unbound 
dyes, and cells were visualised using fluorescence microscopy to monitor the 
fluorescence change at Ex/Em= 490/525 nm with FITC filter, and at 490/590 nm 
with JC-1 filters whereas Texas red filter was used for 7-AAD dye (Ex/Em= 
488/647 nm). Z-stack imaging was performed for each well using 40X oil objective 
lens and TL-DIC channel. 
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2.2.12. Metabolic activity assay  
Using the Seahorse XFp Flux Analyser, the effect of mono and combination 
therapies on cellular metabolism was assessed by commercially available kits. 
The XF Cell Mito and Glycolysis Stress Tests enable to identify any alterations in 
the mitochondrial and glycolytic functions in live cells by directly measuring the 
oxygen consumption rate (OCR) and the extracellular acidification rate (ECAR), 
respectively. 
 
According to the manufacturer’s instructions and following optimization 
processes, U87-MG and SVG-p12 cells were seeded in XFp miniplates at density 
of 5 x103 cell/80 μl of growth media per well. The first and last well of the plate 
were filled with media for blank samples. Plates were incubated in a humified 
incubator overnight at 37°C and 5% CO2 under normoxia or hypoxia. On next 
day, cells were treated, separately or in combinations at IC50 (as determined by 
the mono-therapy concentration-response curves after 48 hr) for 24 hr. One 
sensor cartridge was hydrated for each miniplate with XF calibrant and incubated 
at 37°C in a humified non-CO2 incubator overnight. 
 
At the end of the treatment period, glycolysis assay media was prepared by 
adding L-glutamate (2mM) to XF base media, while Mito stress assay media was 
supplemented with L-glutamate (2mM), sodium pyruvate (1mM) and glucose 
(1mM). All kit reagents were reconstituted with the prepared assay medium to be 
loaded in the hydrated sensor cartridge. The growth media was removed from 
the wells in the miniplate and replaced with warmed assay media (180 μl/well) 
and incubated in non-CO2 incubator for one hour prior to the assay. The loaded 
assay cartridge was placed in the instrument to do calibration then XFp miniplate 
was placed to run the assay and all test parameters were calculated using Wave 
Software and Assay Report Generator. This experiment was repeated five times 
under normoxia and three times under hypoxia. 
 
Metabolic activity was also examined for the U87-MG hypoxia-adapted cells at 
1% O2. This experiment was repeated three times, with each experiment 
performed in triplicate. 
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2.2.13. L-Lactate excretion rate assay 
Lactate production was measured using a commercially available kit 
(EnzyFluoTM L-lactate assay kit) which is based on lactate dehydrogenase 
catalysed oxidation of lactate, in which the formed NADH reduces a probe into a 
highly fluorescent product. The fluorescence intensity of this product is 
proportional to the lactate concentration in the cell media samples. 
 
Following optimization processes, U87-MG cells were seeded at density of 5x 103 
cell/100 µl of media/well in 96-well plates and incubated overnight at 37°C and 
5% CO2 in humified incubator under normoxia or hypoxia. On the next day, drug 
treatments were added separately or in combination at IC50 concentrations (as 
determined by the mono-therapy concentration-response curves after 48 hr) for 
24 hr. At the end of the treatment period, the growth media was replaced with 
100 μl Seahorse XF media (supplemented with glutamate 2mM) per well, per-
warmed at 37°C. Cells were allowed to excrete lactate by incubation for 210 min 
at 37°C in 5% CO2. On completion of incubation, media was collected and 
centrifuged at 100 xg for 5 min. Supernatant was transferred to a clean tube and 
diluted 5-fold with d.H2O and stored at -20°C for subsequent analysis. This 
experiment was repeated five times with each experiment performed in triplicate, 
both in normoxia and hypoxia. 
 
For measuring lactate levels according to the manufacturer’s instructions, lactate 
standards diluted in the assay media were prepared for quantification. 50 μl of 
each standard dilution and sample were transferred into wells of a black non-
tissue culture 96-well plate. Working reagent solution was prepared and 50 μl 
was added per reaction well. After mixing, the plate was incubated for 60 min at 
room temperature protected from light, then fluorescence was measured at 
Ex/Em= 530/585 nm using microplate reader. 
 
Lactate assay was also performed for U87-MG spheroids after optimization 
processes. Briefly, cells were seeded at density of 5 x 103 cell/200 μl media per 
well in Nunclon Sphera 96-Well plates. The plates were then centrifuged at 250 
xg for 5 min and incubated overnight at 37°C and 5% CO2 incubator under 
normoxia or hypoxia to allow spheroid formation. On the following day, drug 
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treatments were added separately or in combination at IC50 concentrations (as 
determined by the mono-therapy concentration-response curves after 48 hr) for 
24hr. Growth media was then replaced by washing six times with half-volume of 
Seahorse XF media supplemented with glutamate (2mM) and cells were allowed 
to excrete lactate by incubation with 100 μl assay media for 210 min at 37°C in 
5% CO2. Samples were prepared for lactate assay as mentioned earlier. This 
experiment was repeated three times under normoxia and hypoxia. 
 
2.2.14. Glyceraldehyde-3-Phosphate Dehydrogenase activity assay 
The commercially available kit, Glyceraldehyde-3-Phosphate Dehydrogenase 
Activity Assay Kit, was used to measure GAPDH enzymatic activity in U87-MG 
cells after drug treatment. In this colorimetric assay, GAPDH catalyses the 
conversion of glyceraldehyde-3-phosphate (GAP) into 1,3-biphosphate glycerate 
(BPG) and intermediate, which reacts with a developer to form a coloured product 
that absorbs maximally at 450 nm. 
 
Following optimization processes, U87-MG cells were cultured in T25 cm2 flasks 
under at 37°C and 5% CO2 under normoxia or hypoxia. When cells reached at 
~60% confluency, the media was changed, and drug treatments were added at 
IC50 concentrations (as determined by the mono-therapy concentration-response 
curves after 48 hr) for 24 hr and GAPDH assay was performed according to the 
manufacturer’s instructions. Briefly, cells were scraped on ice and transferred to 
15 ml conical tubes, centrifuged and washed with ice-cold PBS and resuspended 
in 100 μL of ice-cold GAPDH Assay Buffer. The cell suspension was 
homogenized quickly by pipetting and transferred into microcentrifuge tubes and 
incubated on ice for 10 min. Samples were then centrifuged at 10,000 xg for 5 
min at 4°C, and supernatant was collected and transferred to a pre-chilled tube. 
 
All working standards, samples, background and positive controls were prepared 
and added into a clear flat bottom 96-well plate and brought to final volume of 
50μl with assay buffer. After optimisation processes using a range of dilutions to 
ensure readings are within the standard curve range, unknown samples were 
diluted at 1:100. Then, 50 μl of reaction mix was added into each standard, 
sample and positive control wells, whereas 50 μl of background reaction mix was 
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added to the background control wells and mixed well. Absorbance was 
measured at 450 nm on a microplate reader in a kinetic mode, every 30 sec, for 
60 min at 37°C protected from light. This experiment was repeated twice, both in 
normoxia and hypoxia. 
 
2.2.15. Wound healing assay 
To determine the migratory capacity of U87-MG and SVG-p12 cells before and 
after drug treatment, the in vitro wound-healing assay (scratch assay) was 
performed. Live cell imaging was employed to examine wound healing after drug 
treatment and monitor the rate of gap closure, which is a measure of the speed 
of the collective motion of the cells. 
 
U87-MG and SVG-p12 cells were seeded in 8-well chambered coverglass at a 
density of 9 x 104 cells/0.5 ml media per well and incubated for 48 hr at 37°C and 
5% CO2 under normoxia or hypoxia. On the following day and prior to drug 
treatment, a sterile cocktail stick was used to make a vertical scratch across the 
well, and media was changed to remove any dislodged cells. Then drug 
treatments were added separately or in combinations at IC50 concentrations (as 
determined by the mono-therapy concentration-response curves after 48 hr) for 
24 hr. 
 
Plates were transferred to the light microscope chamber set at 37°C and 5% CO2 
to follow the wound closure progress. Microscopic Images were taken with 20x 
lens objective every two hours over a period of 18 hr and the scratch size was 
measured using Zeiss ZEN software. For hypoxic plates, images were taken only 
at 0 and 18 hr timepoints. This experiment was repeated eight times, both in 
normoxia and hypoxia for U87-MG cells and four times for SVG-p12 cells. 
 
2.2.16. SDS-PAGE and Western blotting 
To determine the potential mechanisms of action for the drugs treatment, western 
blotting analysis was performed to detect changes in protein expression or 
phosphorylation. 
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Sample preparation 
For protein analysis, U87-MG and SVG-p12 cells were maintained in T75 cm2 
flasks under normoxia and hypoxia. At ~60% confluency, cells were treated with 
IC25 concentrations (as determined by the mono-therapy concentration-response 
curves after 48 hr) for 24 hr. Cells were scraped and washed with 5 ml of ice-cold 
PBS then centrifuged at 179 xg for 5 min. The supernatant was removed, and 
cell pellets were frozen at -20°C. 
 
Whole cells extracts were obtained by resuspending cell pellets in 250-500 μl of 
RIPA buffer (50mM HEPES at pH 7.5, 150mM NaCl, 1% (v/v) triton X-100, 0.5% 
(w/v) sodium deoxycholate, 0.1% (w/v) SDS) in the presence of protease and 
phosphatase inhibitors (1:200) by rotation at 4oC for 1 hr. The resulting cell 
lysates were centrifuged at 13000 xg for 15 min at 4oC and the resulting 
supernatant was transferred to pre-chilled tubes to perform protein quantification. 
 
Bicinchoninic Acid (BCA) protein assay 
BSA standard curve (0 to 2 mg/ml) was prepared were prepared in RIPA buffer. 
Unknown lysate samples dilutions (1, 1:2, 1:5, 1:10 and 1:20) were prepared to 
ensure values were within the linear range of the standard curve. 10 μl of each 
dilution was added per well in triplicate to a clear flat bottom 96- well plate. BCA 
working reagent was prepared by adding 4% (w/v) copper sulphate (reagent B) 
to BCA reagent A (1:50), mixing well, then 200 μl of the prepared working reagent 
was added per well and incubated for 30 min at room temperature. Absorbance 
was measured at 485 nm and unknown lysate protein concentration was 
calculated by interpolation to the BSA standard curve using linear regression with 
GraphPad Prism. Cell lysates were aliquoted afterwards and stored at -80°C for 
subsequent western blotting analysis. 
 
SDS-Polyacrylamide gel electrophoresis 
Cell lysates containing 20-40 μg protein for each sample were thawed on ice and 
4x sample loading buffer (12% (w/v) SDS, 10% (v/v) glycerol, 50mM tris at pH 
6.8, and few grains of bromophenol blue) was prepared by adding DTT (10 mM) 
prior to mixing with the sample. Samples were diluted with 1X sample buffer to 
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give an equal final volume for all samples, then were heated at 95oC for 5 min 
prior to loading. 
 
Samples were resolved on 8, 10, or 12% mini gels using a standard protocol 
depending on the protein of interest. Briefly, the resolving gel mix was prepared 
(table 9.1) and poured upon the addition of TEMED, overlaid with 1 ml of 0.1% 
(w/v) SDS solution, and left to polymerise for ~45 min. The overlaying solution 
was discarded, and the stacking gel was added using appropriate comb size and 
allowed ~30 min for polymerization. The comb and excess un-polymerized 
stacker were removed, and samples were wet-loaded and separated by 
electrophoresis using 100 V constant current until dye front ran off bottom of the 
gel. 
 
Western blotting 
Gels, nitrocellulose membranes, sponges and filter papers were equilibrated in 
transfer buffer for 10 min (or 100% methanol then transfer buffer for PVDF 
membrane). Resolved proteins were transferred onto the membrane by wet-
transfer method using the Bio-Rad Trans-Blot kit assembled as described in kit 
guide with a constant 400 mA applied for 2 hr at room temperature. 
 
After blotting, membranes were washed briefly in PBS then blocked with PBS-T 
(0.2% (v/v) triton-X in PBS) containing 5% (w/v) skimmed milk for 1 hour at room 
temperature.  Membranes were then exposed to diluted primary antibody in PBS-
T with 5% (w/v) skimmed milk or BSA depending on the antibody used (table 9.2) 
and incubated at 4oC with gentle shaking overnight. On the following day, 
membranes were washed with PBS-T (3 x 10-minute washes) and incubated for 
1 hour with the appropriate horseradish peroxidase-conjugated secondary 
antibody (1:3000 in 5% (w/v) skimmed milk in PBS-T). Finally, the membranes 
were washed three times for 10 min each with PBS-T and exposed to ECL 
reagent for 2 min prior to visualisation using a BioRad ChemiDoc system. 
 
To illustrate equal band loading, membranes were stripped with Restore Western 
Blot stripping buffer as per manufacturer’s instructions and probed for β-actin 
protein levels using a monoclonal anti-β-actin antibody following same procedure 
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as a loading control. Specific bands were identified using enhanced 
chemiluminescence and development using CCD camera and band density was 
quantified by densitometric analysis. This experiment was repeated six times for 
each antibody, for both normoxic and hypoxic samples. 
 
Hypoxia-adapted cells lysates were also prepared and stored to detect any 
changes in HIF-1α and HIF-1β/ARNT1 in comparison to the normoxic and 
hypoxic cells following same western blotting protocol. 
 
2.2.17. Statistical Analysis 
Unless otherwise indicated, results of each assay were expressed as a 
percentage of untreated control cell populations. Data were expressed as 
average ± the standard error of mean (SEM) of at least three independent 
experiments with different cell passages. Statistical analyses were performed 
using Microsoft Excel 2013, GraphPad Prism 5 and IBM SPSS Statistics Version 
22. Comparison between experimental groups was performed using either two-
way or one-way ANOVA tests with Bonferroni’s or Tukey’s Post-Hoc test. P-
values ≤ 0.05 were considered as statistically significant. 
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CHAPTER 3: EFFECTS OF DRUG TREATMENT ON CELL 
VIABILITY, PROLIFERATION, AND MIGRATION. 
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3.1. Introduction 
The discovery of a positive effect of aspirin in decreasing the risk of developing 
colorectal cancer by Kune and colleagues in 1988 was a stepping-stone for 
instigating the study of the effects of aspirin on various other cancers. Evidence 
later demonstrated that indeed the daily intake of aspirin reduced mortality, 
incidence and metastasis of different cancers (Rothwell et al., 2011; Algra and 
Rothwell, 2012; Nan et al., 2015; Thorat and Cuzick, 2015; Drew et al., 2016). 
Importantly, some studies showed a significant inverse association between 
aspirin or NSAID use and GBM risk (Sivak-Sears et al., 2004; Ferris et al., 2012). 
 
To date, the majority of literature examining the cytotoxicity of NSAIDs and aspirin 
has made use of different established cancer cell lines (Aas et al., 1995; Amin et 
al., 2003; Lee et al., 2005; Annabi et al., 2009; Kambe et al., 2009; Kang et al., 
2009; Kim et al., 2009; Lo et al., 2010; Lan et al., 2011; Gomes and Colquhoun, 
2012; White et al., 2013). In this project, U87-MG cells, an adherent cell line 
derived from human glioma, were used to evaluate the anti-tumour activity of 
aspirin and fumaroyldiaspirin (PN517). Additionally, SVG-p12 cells, an 
immortalised human foetal glial cell line, were used as a control. Both these cell 
lines are well characterised and used widely for research purposes.  
 
Cell Viability 
Currently, in vitro cell viability and cytotoxicity assays are considered the best 
approach and most important screening tool to start evaluating the novel 
compounds on cultured cells. They are efficient indicators of general cell health 
and widely used as a primary method for drug screening to determine if a drug 
has effects on cell proliferation or shows direct cytotoxic effects that eventually 
lead to cell death (Riss et al., 2004). Cell viability assays are based on several 
cell functions such as cell membrane permeability, enzyme activity, cell 
adherence, ATP production, co-enzyme production, and nucleotide uptake 
activity (Rampersad, 2012).   
 
There are a wide variety of assays available to estimate the number of viable 
eukaryotic cells including tetrazolium salts such as 3-(4,5-dimethyethiazol-2-yl)-
2, 5-diphenyltetrazolium bromide (MTT) and PrestoBlue assays which measure 
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some aspects of general metabolism or enzymatic activity as a marker of viable 
cells. They are cheap, reliable and reproducible short-term assays, each with 
their advantages and disadvantages (Mosmann, 1983; Lu et al., 2012). 
 
Direct comparison of the PrestoBlue and MTT assays was performed previously 
in the lab using primary (from grade IV glioblastoma tumours) and established 
glioma cell lines including U87-MG and SVG-p12 and examined both the relative 
sensitivity of the assays, in terms of its ability to detect changes in cell number 
and in terms of IC50 value determined for the drugs (unpublished data). Results 
have shown an equal ability to detect large cell numbers but that the sensitivity 
of the PrestoBlue assay was greater at low cell numbers and was in fact able to 
detect as few as 10 cells. In addition, the PrestoBlue assay appeared more 
sensitive to drug induced changes in viability. Based on these results, the PB 
assay was chosen in this project for subsequent testing, and several optimisation 
processes for untreated control and vehicle samples were established in order to 
detect the appropriate conditions for both cell lines studied.   
 
Combination studies 
It is well established that cancer biology includes the disruption of numerous 
molecular pathways which are all linked and typically better tackled with 
combined action of two or more drugs (Zimmermann et al., 2007; Podolsky and 
Greene, 2011). Bearing in mind the heterogeneity of GBM tumours, it is not 
surprising that mono-drug treatments in clinical tests are often unsuccessful, and 
resistance to therapies usually results from the parallel activation of signalling 
pathways (Qazi et al., 2017). Hence, interest in the development of combination 
therapies has focused on choosing more than on drug with different mechanisms 
of action targeting different pathways at once (Devita et al., 1975; Shah and 
Schwartz, 2001). Targeting multiple binding sites and compensatory activation of 
alternative signalling pathways during combination therapies may be useful to 
overcome resistance problem due to the additive or synergistic effects (Thaker 
and Pollack, 2009). 
 
Additionally, the increased interest in the development of combination therapies 
can be attributed also to the desire of achieving therapeutic effects at reduced 
doses, which will result in toxicity reduction and may delay or minimize the 
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induction of drug resistance (Chou, 2010). Since aspirin and aspirin analogues 
showed synergistic effects with chemotherapy of colon and stomach cancers 
(Tesei et al., 2008; Basudhar et al., 2013; Kilari et al., 2018), this project aimed 
to investigate whether aspirin or PN517 can be used as a more affordable adjunct 
or in combination with other current chemotherapeutic agents in the prevention, 
maintenance and possible cure for glioma.  
 
Cell proliferation and cell cycle analysis 
Effects on cell viability reflect the overall health of a cell population and could be 
affected by a range of parameters including cell proliferation, cell death, and 
metabolic activity. Therefore, more specific assays are required in order to more 
precisely characterise drug effects on cancer cells. 
 
Generally, cancer cells show increased rates of proliferation due to genetic 
mutations. The continuous cell division and high proliferative activity are essential 
for malignant cell survival (Kanu et al., 2009; Minniti et al., 2009). Hence, 
interfering with cell proliferation and/or cell cycle progression is an important 
factor in the assessment drug induced cytotoxicity, and numerous probes have 
been used for tracking and measuring cell division flow cytometrically including 
CFDA-SE, PHK26, and Violet Cell Trace, enabling easy monitoring of the 
proliferation rate. Among fluorochromes, CFDA-SE has been the most useful cell 
labelling dye in terms of long-term cell tracking and quantifying proliferation rate 
(Chen et al., 2003). The non-fluorescent CFDA compound diffuses passively 
across the plasma membrane into the cytoplasm where nonspecific esterases 
remove its acetate substituents forming the fluorescent product (CFSE) which 
react with free primary amines of intracellular proteins to create a stable, covalent 
bond and is retained in the cytosol of cells. As CFSE-labelled cells divide, the 
number of CFSE-tagged molecules is distributed equally between the two 
daughter cells, having half the fluorescence of the parents. As a result, each 
successive division is assessed by measuring the corresponding decrease of the 
cellular fluorescence intensity by flow cytometry which allows distinguishing each 
cell generation (Fig 3.1). 
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Figure 3. 1. Histogram plot for cell proliferation analysis. Peripheral blood mononuclear 
cells stained with 1µM CFSE before culturing for 8 days and analysing by flow 
cytometery (Source: Biocompare).  
 
Although CFSE may has several disadvantages including leakage from the cell 
and cell toxicity at high concentrations, CFSE remains the most popular reagent 
used for monitoring cell proliferation with choosing the optimal labeling conditions 
which may vary with specific cell types (Wang et al., 2005; Quah and Parish, 
2010; Aslantürk, 2018). Therefore, following results obtained from viability assays 
it was decided to determine the drug treatment effects on cell proliferation rate 
using the fluorescent proliferation marker CFDA-SE and flow cytometry following 
control optimisation experiments to detect the optimum dye staining conditions. 
 
On the other hand, consecutive cell proliferation also depends on well-organized 
cell cycle progression. The most common method for assessing the cell cycle is 
to use flow cytometry to measure cellular DNA content. The major cell cycle 
phases, G0/G1, S, G2/M can be quickly and accurately determined by direct 
quantitative measurement of the DNA content based on staining of DNA with 
fluorescence dye such as propidium iodide (PI) (Cecchini et al., 2012). 
 
PI is the most frequently used dye for cell cycle analysis. It is a red-fluorescent 
nuclear dye that intercalates stoichiometrically between DNA bases producing a 
highly fluorescent signal with a broad emission around 600 nm (Life Technologies 
UK, 2014). This property of PI has been exploited to determine the cell cycle 
phase distribution of a population. Cells preparing for division will contain 
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increasing amounts of DNA and display proportionally increased fluorescence. 
Differences in fluorescence intensity are used to determine the percentage of 
cells in each phase of the cell cycle (Fig 3.2).  
 

 
Figure 3. 2. Histogram plot of cell cycle analysis. Cell count versus PI staining plot 
generated using flow cytometer showing the four populations of cell cycle phases with 
increasing fluorescence intensity. (Source: cellometer)  
 
In this project, CFSE proliferation studies were combined with cell cycle analysis 
throughout a time course study of several days to further characterise the effect 
of drug treatments can have on cell cycle progression using flow cytometry and 
propidium iodide staining. 
 
Moreover, aberrant cell cycle progression and proliferation in cancer can occur 
due to changes in different cell cycle regulatory proteins. Increasing evidence has 
demonstrated that cyclin D1 is overexpressed in tumour cells including glioma 
and is partly dependent on the mitogenic effect of EGF signalling through EGFR 
(Perry et al., 1998; Poch et al., 2001; Rieber and Rieber, 2006) which in turn is 
frequently upregulated in a number of cancers including GBM (Yarden, 2001; Lo 
and Hung, 2006). Therefore, establishing cyclin D1 expression and the impact of 
drug treatment on its degradation is important in the development of novel 
therapies for GBM. Previous studies suggested that aspirin could affect the 
expression and activation of cyclin D1 in tumour cell lines like colorectal cancer 
(Claudius et al., 2014), hence the effect of the studied drug treatment on cyclin 
D1 expression and phosphorylation was determined by western blotting. 
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Cell migration 
As discussed earlier, GBM is characterized by rapid and highly infiltrative growth 
with cell invasion and migration being the main features of tumour spreading 
associated with therapeutic resistance and recurrence. Collective cell migration 
is a hallmark of many physiological and pathological processes such as tissue 
repair and cancer invasion and metastasis, immune responses and angiogenesis 
(Grada et al., 2017).  
 
The EGFR has been found to be responsible for the growth progression in many 
cancers, particularly in primary glioblastomas (Mendelsohn and Baselga, 2000). 
The EGFR signalling pathway is complicated and results in  reduced apoptosis, 
increased cell proliferation, angiogenesis and metastasis (Mitsudomi and Yatabe, 
2010). Also, cell migration is regulated by EGFR expression and abnormal wound 
healing is a characteristic of tumour cells and an important factor determining the 
malignancy of tumour cells (Lalloo et al., 2006; Natarajan et al., 2006; Gough et 
al., 2011). For that reason, analysis of cell migration in vitro is a valuable assay 
to quantify any alteration in cell migratory capacity in response to drug treatment. 
 
Several methods are described in the literature to study cell migration (such as 
Boyden chamber assay, barrier assays, and microfluidics-based assays), 
however, the wound healing assay, also known as the “scratch assay”, is a 
straightforward, versatile, convenient and economical method to assess and 
quantify collective cell migration and wound healing (Grada et al., 2017). This 
assay is based on creating an artificial gap “scratch, wound” in a confluent cell 
monolayer. The exposure to the cell-free area induces the cells to migrate into 
the gap and microscopic images are captured at the beginning and regular 
intervals to monitor closing the scratch and determine the rate of cell migration 
(Liang et al., 2007). 
 
The wound healing assay is a standard in vitro technique for probing collective 
cell migration in two dimensions. When a cell monolayer is wounded or scratched, 
it responds to the cell-cell disruption by an increased amount of growth factors at 
the wound site and ultimately results in healing of the wound through cell 
proliferation and migration.  The type of collective cell migration probed by the 
wound healing assay is known as sheet migration wherein epithelial and 
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endothelial monolayers move in two dimensions while maintaining their 
intercellular junctions, Sheet migration occurs in diverse processes such as 
cancer metastasis (Ilina and Friedl, 2009). 
 
Given the role of EGF signalling in tissue repair, it has been suggested a role for 
aspirin as a chemopreventive agent and its inhibitory effect on wound healing 
(Bashir et al., 2019). Therefore, this project aimed to study the effects of drug 
treatment on cell migration by performing a wound healing assay over a period 
of 18 hours using live- cell microscopy (Fig 3.3). 
 

  
Figure 3. 3. Diagrammatic representation for in vitro scratch assay. Cells are seeded 
and incubated to form a confluent monolayer (A). linear thin scratch “wound” is made 
with a cocktail stick (B), and the free-cell area is imaged to measure the boundary of the wound at pre-migration (B) and after cells have migrated inward to fill the resulting space 
at different timepoints (C).  
 
 
Consequently, the first chapter of this thesis aimed initially to examine the effect 
of aspirin and the aspirin analogue PN517 on U87-MG and SVG-p12 cell viability 
as a general indicator for the cell heath to approve the cytotoxicity of these drugs 
towards GBM cells. The next aim was to find the IC50 and IC25 values and apply 
the tested drugs in combination with the standard chemotherapeutic agents to 
explore any antagonism or synergism between the drugs. Afterthought, it was 
planned to treat the cells with either mono or combined therapy to investigate the 
effect of the drug treatment on cell proliferation, cell cycle and migration as major 
factors can influence cell viability. 
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3.2. Results 
3.2.1. Growth curves 
It is important to know and record the growth characteristics of the cell line in use 
before starting any experiments because any alteration in cellular growth can 
have significant effects on experimental results. Cell growth might be affected by 
hypoxia- associated genetic alteration, therefore, growth curves were performed 
to study the growth pattern for each individual cell line, identify any lag or 
stationary phase, and detect the population doubling time under both normoxic 
and hypoxic conditions. 
 
Both cell lines expressed an exponential growth over a period of seven days 
under normoxia, displaying signs of a lag phase for approximately 1-2 days for 
both cell types and a decreased proliferation rate was noticed with lower O2 levels 
(Fig 3.4). In the U87-MG cell line, the population doubling time was identified to 
be ~24 hr in normoxia, ~34 hr in 1% O2 hypoxia, whereas in 0.1% O2 hypoxia it 
took ~96 hr for the cells to double and they reached a plateau at day 6. A 
significant difference in growth rate was found between the incubation conditions 
of normoxia and hypoxia on day 5 onwards (p<0.0001). When total proliferation 
over seven days was examined, approximately a 50% reduction was observed 
by day 7 in U87-MG with each change in O2 concentration (8x105 under 
normoxia, 4x105 under 1% and 2x105 under 0.1%). 
 
With regards the SVG-p12 cell line, the growth pattern was similar under the 
different conditions. The population doubling time was found to be ~40 hours in 
normoxia, ~72 hours in hypoxia, while under severe hypoxia the cells exhibited a 
very low proliferation rate with a decrease in cell number after day 6 (Fig 3.4). In 
addition, SVG-p12 proliferation was found to be lower than in U87-MG cells, with 
a significant difference observed between the rates of growth of the two cell lines 
from day 5 (p<0.001) until day 7 (p<0.0001) under normoxia, and on day 6 
(p<0.05) under hypoxia. 
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Figure 3. 4. Growth curves over seven days of U87-MG and SVG-p12 cell lines in 
different conditions. Upon initial seeding of 2x 104 cells per well, cell number was 
subsequently determined every 24 hours by haemocytometer analysis and Trypan blue exclusion over a seven-day period of incubation. Values represent mean ±SEM of three 
independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.2.  
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3.2.2. PrestoBlue® linearity assay and control optimisation 
In order to conduct cell viability analysis during the project, the PrestoBlue® 
reagent was used which is an enhanced version of the commonly available 
resazurin-based assays. Viable cells convert the dark blue oxidized form of the 
dye (resazurin) into a red-fluorescent reduced form (resorufin) and cell viability is 
determined by measuring the resulting fluorescent signal using a microplate 
reader. Optimisation to establish a suitable incubation period was performed 
previously in the lab and found that 60 minutes proved to be appropriate for 
cytotoxicity analysis (unpublished data). 
 
In addition, the relationship between fluorescence and cell number was studied 
in order to establish the saturation point of the dye using increasing cell densities 
in a 96- well plate. The data obtained from both cell lines showed fluorescence 
readings were directly proportional to the seeding density at least up to 1000 
cells/well and up to 5000 cells/well in some cases, and resulted in strong linearity 
and high R-square values under normoxia and hypoxia (Fig 3.5). 
 
In normoxia, U87-MG and SVG-p12 cell lines displayed a linear relationship 
between the cell number and fluorescence after 24, 48 and 72 hours of incubation 
across the initial seeding density range of 0 – 1000 cell/well (R2 = 0.992, 0.993 
and 0.9144, respectively) for U87-MG and (R2 = 0.9988, 0.9983 and 0.9976 
respectively) for SVG-p12. In hypoxia both cell lines displayed a linear 
relationship between the cell number and fluorescence over three days across 
the initial seeding density range of 0 – 1000 cell/well (R2 = 0.9767, 0.9728 and 
0.9895, respectively) for U87-MG and (R2 =0.9884, 0.9916 and 0.9965, 
respectively). 
 
From the previous results, it was clear that the fit is linear up to 1000 cells under 
all studied conditions, hence the subsequent cell viability experiments were 
performed using a maximum cell density of 1000 cell/well in 96-well plate for both 
cell lines with incubation times up to 72 hours. 
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Figure 3. 5. The relationship between fluorescence and initial seeding density. The 
linearity assay was performed under normoxia and hypoxia with increasing cell number after 24, 48, and 72 hours of incubation using the Presto Blue® reagent for U87-MG cell 
line (A) and SVG-p12 cells (B). Values represents mean± SEM of three independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.3.  
 
Prior to analysing cell viability after drug treatment, the effect of the dissolution 
solvents of the drugs was tested. DMSO is generally considered as the universal 
solvent for biological experiments due to its ability to dissolve most molecules at 
high concentrations of up to 100mM (Pereira and Williams, 2007) and it was used 
for preparing TMZ stock solution. However, dissolution with DMSO was avoided 
in cisplatin as DMSO can react with platinum compounds thereby decreasing its 
cytotoxic effect (Hall et al., 2014). Therefore, cisplatin was dissolved using 

Normoxia Hypoxia 

A  

 

B  
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physiological saline solution (0.9%(w/v) NaCl) as suggested by Hall (Hall et al., 
2014) which did not show any effect on cell viability (data not shown). 
 
To test the cytotoxicity of DMSO, it was added at the highest concentration used 
in preparing TMZ (1%(v/v)) and cell viability was assessed by PrestoBlue® 
reagent over three days both in normoxia and hypoxia. The viable cells were 
calculated as a percentage relative to the negative control cells. Data showed no 
significant effect on cell viability under any condition (p>0.05) (Fig 3.6). 
 

 
 
Figure 3. 6. Effects of DMSO on cell viability in U87-MG and SVG-p12 cell lines under 
normoxia and hypoxia. Cell viability was performed after adding the highest 
concentration used of DMSO (1%(v/v)) using the PrestoBlue® reagent over 24, 48 and 72 hours under normoxia and hypoxia. Values represents mean ± SEM generated from 
six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.5. 
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3.2.3. Effects of drug treatment on cell viability 
Concentration-response assays were undertaken to characterise the effects of 
aspirin and its novel analogue PN517 on cell viability in comparison to the 
standard chemotherapeutic agents, TMZ and cisplatin, using glioblastoma U87-
MG cell line and the control SVG-p12 cell line. Cells were treated with aspirin or 
PN517 at concentration between 30µM and 10mM, cisplatin at concentrations 
between 1µM and 300µM, and TMZ between 3µM and 1mM. The IC50 and IC25 
values for each drug treatment were established from the concentration-response 
curves in order to obtain a standard for direct comparison, and to apply the 
appropriate drug concentration in the subsequent experiments. The IC50 and IC25 
values were calculated using GraphPad Prism and presented in Table 3.1 and 
3.2, respectively.  
 
In U87-MG cell line, all treatments reduced cell viability in a concentration 
dependent manner under normoxia and hypoxia. All treatments produced their 
maximum reduction in viability at the highest concentration used, with the 
exception of cisplatin where a small but consistent rise in viability was observed 
at the highest concentration used (Fig 3.7).  
 
Under normoxia, aspirin and PN517 were found to reduce cell viability in a time 
dependent manner. Cells treated with aspirin resulted in an inhibitory 
concentration of 50% of 9 ±1.4, 5 ±0.8 and 3 ±0.4 mM at 24, 48, and 72 hr, 
respectively. The aspirin analogue PN517 appeared to be slightly more cytotoxic 
that aspirin itself with IC50 values of 5 ±0.7, 3 ±0.6 and 2 ±0.2 mM. The effect of 
PN517 at 24 hr on cell viability was significantly greater the aspirin at this 
timepoint, p<0.05. At 48 and 72 hr, there were no significant differences between 
aspirin and PN517. However, drug treatment with aspirin or PN517 showed a 
trend towards greater efficacy under hypoxia with IC50 ~2mM for both drugs, 
although a time dependent effect was not observed, p>0.05. 
 
In contrast, cisplatin which appeared to be the most cytotoxic drug under 
normoxia with IC50 values of 6 ±1.7, 4 ± 0.8, and 3 ±0.6 µM at 24, 48, and 72 hr, 
respectively, showed a trend towards lower efficacy under hypoxia and resulted 
in IC50 values of 17 ± 6.2, 8 ± 1.5, and 5 ± 0.6µM, respectively. Interestingly, 
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cisplatin under normoxia was significantly more effective at 24 hr than aspirin 
(p<0.05) and TMZ (p<0.001) but not than PN517 (p>0.05). Importantly, at this 
timepoint under hypoxia, cisplatin was highly significantly more effective than 
TMZ (p<0.0001) but not more effective than aspirin or PN517 (p>0.05). However, 
cisplatin showed significantly more cytotoxic effect than all other drug treatments 
at 48 hr under both conditions (p<0.0001), with an exception for PN517 where no 
significant difference was observed under hypoxia compared to cisplatin at 48 hr 
(p>0.05). At 72 hr of drug treatment, cisplatin was again significantly more 
effective than other drug treatments under both normoxia and hypoxia (p<0.0001, 
except for PN517 under normoxia p<0.01). 
 
Concentration response assays were also conducted with the standard 
chemotherapeutic drug, temozolomide, but it had little effect on cell viability over 
the period studied especially under hypoxia in both cells lines apart from at the 
highest concentration used, with estimated IC50 of 1mM (Figs 3.7 & 3.8, Table 
3.1). At 24 and 48 hr of drug treatment, TMZ was significantly less effective than 
aspirin and PN517 under normoxia (p<0.05) and hypoxia (p<0.0001). Also, at 72 
hr, TMZ showed significantly less efficacy than the both drugs under normoxia 
(p<0.01) and hypoxia (p<0.0001). 
 
In the SVG-p12 cell line, observations of drugs efficacy on cell viability were very 
similar to U87-MG. A reduction in cell viability was observed under normoxia and 
hypoxia following treatment with cisplatin in a time and concentration dependent 
manner (Fig 3.8). Also, aspirin and PN517 were similar in efficacy while showing 
a trend towards better efficacy under hypoxia. However, cisplatin had similar 
efficacy under both conditions in this cell line. At 24 hr, there was no significant 
differences between cisplatin, aspirin or PN517 under normoxia, whereas TMZ 
was significantly less effective than PN517 (p<0.05) and cisplatin (p<0.0001) 
under normoxia, and all other drugs under hypoxia (p<0.0001). At 48 hr, cisplatin 
showed significantly better efficacy than all other treatments (p<0.0001) under 
normoxia. This difference sustained under hypoxia compared to TMZ but to less 
extent compared to aspirin and PN517 (p<0.01). The cell viability reduction 
following the treatment with cisplatin was highly significantly greater than other 
drugs under both conditions (p<0.0001). 
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Figure 3. 7. Data illustrating the effect of drug treatment on cell viability in U87-MG cell line. The concentration-response curve of the drug treatment 
was established under normoxia and hypoxia using the PrestoBlue® reagent over 24, 48 and 72 hours of treatment. Values represents mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test. The experimental 
procedure was performed as described in Materials and Methods section 2.2.5. 
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Figure 3. 8. Data illustrating the effect of drug treatment on cell viability in SVG-p12 cell line. The concentration-response curve of the drug treatment 
was established under normoxia and hypoxia using the PrestoBlue® reagent over 24, 48 and 72 hours of treatment. Values represents mean ± SEM 
of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test.  The experimental 
procedure was performed as described in Materials and Methods section 2.2.5.
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Table 3. 1. IC50 values for U87-MG and SVG-p12 cell lines following 24, 48 and 72 hours 
of treatment, under normoxia and hypoxia. 

Cell 
line Condition Time 

(hr) 
Aspirin 
(mM) 

PN517 
(mM) 

Cisplatin 
(µM) 

TMZ 
(mM) 

U8
7-M

G 

Normoxia 
24 9 ± 1.4 5 ± 0.7 6 ± 1.7 1 ± 0.1 
48 5 ± 0.8 3 ± 0.6 4 ± 0.8 1 ± 0.1 
72 3 ± 0.4 2 ± 0.2 3 ± 0.6 1 ± 0.1 

Hypoxia 
24 2 ± 0.5 2 ± 0.6 17 ± 6.2 - 
48 2 ± 0.4 2 ± 0.2 8 ± 1.5 - 
72 2 ± 0.3 2 ± 0.3 5 ± 0.6 1 ± 0.1 

SV
G-p

12 

Normoxia 
24 16 ± 3.5 6 ± 0.9 19 ± 13 3 ± 1.8 
48 3 ± 0.8 4 ± 0.7 3 ± 0.4 2 ± 1.2 
72 2 ± 0.2 2 ± 0.3 2 ± 0.3 1 ± 0.1  

Hypoxia 
24 2 ± 0.6 1 ± 0.2 17 ± 3.2 1 ± 0.4 
48 1 ± 0.3 1 ± 0.3 6 ± 1.1 1 ± 0.1 
72 2 ± 0.2 2 ± 0.3 4 ± 0.2 0.8 ± 0.3 

 
 
Table 3. 2. IC25 values for U87-MG and SVG-p12 cell lines following 24, 48 and 72 hours 
of treatment, under normoxia and hypoxia. 
Cell 
line Condition Time 

(hr) 
Aspirin 
(mM) 

PN517 
(mM) 

Cisplatin 
(µM) 

TMZ 
(mM) 

U8
7-M

G 

Normoxia 
24 4 ± 1.1 2 ± 0.8 1 ± 0.8 1 ± 0.3 
48 3 ± 0.8 2 ± 0.6 2 ± 0.3 0.7 ± 0.2 
72 1 ± 0.3 1 ± 0.2 2 ± 0.5 0.4 ± 0.1 

Hypoxia 
24 1 ± 0.4 1 ± 0.5 13 ± 5 - 
48 1 ± 0.3 1 ± 0.2 5 ± 1.3 - 
72 1 ± 0.2 1 ± 0.2 3 ± 0.5 - 

SV
G-p

12 

Normoxia 
24 4 ± 1.4 3 ± 0.7 13 ± 5.8 1 ± 0.3 
48 1 ± 0.5 1 ± 0.4 1 ± 0.2 0.3 ± 0.1 
72 1 ± 0.1 1 ± 0.3 1 ± 0.1 0.3 ± 0.1 

Hypoxia 
24 1 ± 0.2 0.4 ± 0.1 9 ± 1.8 3 ± 0.9 
48 1 ± 0.2 1 ± 0.2 2 ± 0.6 - 
72 1 ± 0.2 1 ± 0.2 2 ± 0.2 - 
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3.2.4. Drug combination studies 
The IC50 values generated from the concentration response curves were used in 
the subsequent combination treatment assays to study any synergistic effects 
that may be involved following drug treatment of the two cell lines. The initial 
assays tested these IC50 concentrations on their own or in combination, with 
treatments being added simultaneously at IC50 concentrations obtained from 
dose-response curves at 48 hr and incubated for 24, 48, and 72 hours prior to 
determine viability using the PrestoBlue assay under normoxia and hypoxia. The 
same IC50 values were applied for both cell lines but were different under 
normoxia and hypoxia. 
  
In U87-MG cell line, all treatments (mono or combination) reduced cell viability in 
a time dependent manner and all viability percentages were significantly different 
from the control (P< 0.0001) except cisplatin at 24 hr/normoxia (Fig 3.9). When 
adding the same concentration of aspirin or PN517 (3mM in normoxia and 1mM 
in hypoxia), PN517 was found to be more efficacious than aspirin at all timepoint 
and conditions and even more efficacious than cisplatin in some cases (Fig 3.10). 
With regards the control drug treatments, TMZ showed better efficacy than 
cisplatin in reducing cell viability under normoxia but the opposite was observed 
under hypoxia.  
 
Cisplatin in combination with aspirin further reduced cell viability over cisplatin 
alone but the effect was not significantly different (p>0.05). However, the 
combination of cisplatin with PN517 was significantly different from cisplatin alone 
at all timepoints under normoxia (53±5% vs. 84±7.5% at 24 hr p<0.001, 32±5.7% 
vs. 61±4.9% at 48 hr p<0.001, and 18±0.6% vs. 38±1.5% at 72 hr p<0.05) and at 
24 hr under hypoxia. 
 
Additionally, both aspirin and PN517 enhanced the efficacy of TMZ while the 
greatest combination effect was found in TMZ in combination with PN517 which 
was greater than all the other combinations, but just with significant difference 
compared to cisplatin and PN517 combination at 24 hr (p<0.05). The cell viability 
reduction by TMZ and PN517 in combination was significantly greater than TMZ 
alone (33±4.6% vs. 54±8.3%, p<0.05) following 24 hours of treatment. A similar 
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pattern of effect was observed under hypoxia, where PN517 combinations 
typically showed the greatest effect and TMZ in combination with PN517 was 
significantly different from TMZ alone at all timepoints (37±0.6% vs. 77±7.1% at 
24 hr p<0.0001, 24±2.1% vs. 55±3.8% at 48 hr p<0.0001, and 19±1.2% vs. 
37±2.6% at 72 hr p<0.05) (Fig 3.10). 
 
A similar pattern of effect was observed in SVG-p12 cells, with all drug 
combinations in normoxia reducing cell viability to a greater extent in comparison 
to the mono-treatments and showing a time dependent effect (Fig 3.11). All 
viability percentages were significantly different from the control under normoxia 
(P< 0.0001) except cisplatin at 24 and 48hr, and aspirin at 24 and 72hr in hypoxia. 
 
The combination of aspirin or PN517 with cisplatin produced a significant further 
decrease in cell viability over cisplatin alone at all timepoints under normoxia and 
that was larger with PN517 (46±1% vs. 91±2.7% at 24 hr p<0.0001, 27±5.2% vs. 
80±5.3% at 48 hr p<0.0001, and 13±2.3% vs. 56±5.2 % at 72 hr p<0.0001) (Fig 
3.12). Again, the greatest effect was the combination of TMZ and PN517 which 
was significantly different from TMZ alone following 24 and 48 hours of drug 
treatment (25±3.2% vs. 52±5% at 24 hr p<0.01, 10±1.1% vs. 34±6.1% at 48 hr 
p<0.05). However, that was not the case under hypoxia where it appeared to 
have lower efficacy and the combination of TMZ and PN517 was significantly 
different from TMZ only following 24 hours of drug treatment (48±2.3% vs. 
83±5.6% at 24 hr, p<0.001) (Fig 3.12).  
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Figure 3. 9. Effect of combined therapy on cell viability of U87-MG cell line. Cell viability 
assay was performed under normoxia and hypoxia using the PrestoBlue reagent over 
24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represents mean ± SEM of three independent experiments. A 
two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.6. 
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Figure 3. 10. The efficacy of cisplatin or TMZ when in combination compared to 
monotherapy in U87-MG cell line. Cell viability assay was performed under normoxia and hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at 
IC50 as determined by concentration-response curves at 48 hr. Values represents mean ± SEM of three independent experiments. A two-way ANOVA was used to identify 
significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.6. 
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Figure 3. 11. Effect of combined therapy on cell viability of SVG-p12 cell line. Cell viability 
assay was performed under normoxia and hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represents mean ± SEM of three independent experiments. A 
two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.6. 
 



110 
 

 
Figure 3. 12. The efficacy of cisplatin or TMZ when in combination compared to 
monotherapy in SVG-p12 cell line. Cell viability assay was performed under normoxia and hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represents mean 
± SEM of three independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.6. 
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3.2.5. Effects of drug treatment on cell proliferation 
Since cell proliferation can affect cell viability and is an important factor in 
determining cytotoxicity of the drugs, initial investigations aimed to examine any 
changes following drug treatment using the fluorescent proliferation marker 
CFDA-SE. The rate of cell proliferation was assessed in both cell lines after over 
five days of drug treatment, either separately or in combination, in normoxia and 
hypoxia. IC25 values determined from concentration-response curves at 48 hr 
were used for all drugs and the same values were applied for both cell lines under 
both conditions. 
 
In the U87-MG cell line, under normoxia, control reduction in CFSE fluorescence 
was observed to 55±2.6, 38±3.8, 18±2.6, 14±3.2 and 8±2.5% at day 1,2,3,4 and 
5, respectively (Fig 3.13). All monotherapy treatments reduced the proliferation 
rate in a time dependent manner (Aspirin p<0.05, PN517 p<0.01, cisplatin 
p<0.0001 and TMZ p<0.001) with the greatest effect following cisplatin treatment 
where a reduction in CFSE fluorescence was noticed to 67±9.9, 68±8.4, 63±11.1, 
53±12 and 21±2.8% through the five days. However, when comparison was 
made between normoxia and hypoxia, it was clear that hypoxic conditions 
reduced cisplatin efficacy p<0.05. Similarly, TMZ had less of an effect under 
hypoxia compared to normoxia p<0.05, whereas, the effect of PN517 was largely 
unchanged, p>0.05. 
 
With regards the effects of combinations (Fig 3.14), the biggest effect on 
proliferation rate was observed following treatment with the combination of 
cisplatin and PN517 under normoxia with a significant inhibition of the 
proliferation at day 2 (73±6%, p<0.001), day 3 (69±9.5%, p<0.0001), day 4 
(65±4.5%, p<0.0001), and day 5 (38±4.9%, p<0.01) (Fig 3.15), but again the 
effect was reduced under hypoxia but remained significantly different from the 
control at day 4, p<0.05. Interestingly, aspirin and PN517 appeared to have a 
stronger combination effect with TMZ, where TMZ and PN517 combination effect 
was also maintained in hypoxia with a reduction just to 52±4.2% at day 5 (Fig 
3.14 and 3.16). Significant statistically differences are summarised in Figures 
3.15 and 3.16. 
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Figure 3. 13. The effect of drug treatment on cell proliferation of U87-MG cell line under 
normoxia and hypoxia. Data illustrates the effect of the monotherapy on U87-MG cells 
proliferation using CFDA-SE assay following drug treatment at IC25 as determined by concentration-response curves at 48 hr, where a decrease in CFSE fluorescence 
indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test. The experimental procedure was performed as described in 
Materials and Methods section 2.2.8. 
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Figure 3. 14. The effect of combined therapy on cell proliferation of U87-MG cell line 
under normoxia and hypoxia. Data illustrates the effect of the combination therapy on U87-MG cells proliferation using CFDA-SE assay over five days, under normoxia and 
hypoxia, following drug treatment at IC25 as determined by concentration-response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was 
used to identify significant effects, with Tukey's multiple comparison test. The experimental procedure was performed as described in Materials and Methods section 
2.2.8. 
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Figure 3. 15. Data illustrates the effect of the cisplatin combined therapy on U87-MG 
cells proliferation under normoxia and hypoxia. Assay performed using CFDA-SE over a period of 5 days following drug treatment at IC25 as determined by concentration-
response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, 
*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was 
performed as described in Materials and Methods section 2.2.8. 
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Figure 3. 16. Data illustrates the effect of the temozolomide combined therapy on U87-
MG cells proliferation under normoxia and hypoxia. Assay performed using CFDA-SE assay over a period of 5 days following drug treatment at IC25 as determined by 
concentration-response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.8. 
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When cell proliferation in SVG-p12 cell line was examined under normoxia, 
similar results to the U87-MG cell line were observed. A reduction in the control 
CFSE fluorescence was found in normoxia to 62±7.2, 43±6, 24±2.6, 16±3.3 and 
14±2.2% at day 1,2,3,4 and 5, respectively (Fig 3.17). The combination of the 
drugs seemed to affect the U87-MG proliferation more than in SVG-p12 
particularly under hypoxia (Fig 3.18). It is interesting that none of the treatments 
appeared to have had a particularly large effect on SVG-p12 proliferation and 
neither mono-therapy nor combinations produced significant changes in 
fluorescence compared to control (p>0.05) other than aspirin combinations on 
just day 2 under normoxia (Fig 3.19 and 3.20). Compared to the control 
fluorescence value at day 2 (43.8 ±6%), the combination of aspirin with cisplatin 
or TMZ produced a reduction in the fluorescence just to 69.6 ±9.3% (p>0.01) or 
83.1 ±7.4% (p>0.001), respectively. Representative histogram plots for the 
proliferation data acquired by flow cytometry are shown in figures 9.1-9.4 (U87-
MG), and figures 9.5-9.8 (SVG-p12), where a shift in peak to the left indicates cell 
proliferation, with each colour indicating a different timepoint of analysis. The 
vehicle (1% DMSO) did not show any significant effect on cell proliferation in 
either cell line (p>0.05). 
 

Normoxia Hypoxia 

 
Figure 3. 17. The effect of drug treatment on cell proliferation of SVG-p12 cell line under 
normoxia and hypoxia. Data illustrates the effect of the monotherapy on SVG-p12 cells proliferation using CFDA-SE assay following drug treatment at IC25 as determined by 
concentration-response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's 
multiple comparison test. The experimental procedure was performed as described in 
Materials and Methods section 2.2.8. 
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Figure 3. 18. The effect of combined therapy on cell proliferation of SVG-p12 cell line 
under normoxia and hypoxia. Data illustrates the effect of the combination therapy on SVG-p12 cells proliferation using CFDA-SE assay following drug treatment at IC25 as determined by concentration-response curves at 48 hr, where a decrease in CFSE 
fluorescence indicates cell proliferation. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test. The experimental procedure was performed as 
described in Materials and Methods section 2.2.8. 
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Figure 3. 19. Data illustrates the effect of the cisplatin combined therapy on SVG-p12 
cells proliferation under normoxia and hypoxia.  Assay performed using CFDA-SE assay following drug treatment at IC25 as determined by concentration-response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values represent 
mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.8. 
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Figure 3. 20. Data illustrates the effect of the temozolomide combined therapy on SVG-
p12 cells proliferation under normoxia and hypoxia. Assay performed using CFDA-SE assay following drug treatment at IC25 as determined by concentration-response curves at 48 hr, where a decrease in CFSE fluorescence indicates cell proliferation. Values 
represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; 
***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described 
in Materials and Methods section 2.2.8. 
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3.2.6. Effects of drug treatment on cell cycle  
Cell cycle progression is a highly controlled process and essential for the 
regulation of cell proliferation. Since cell death because of drug treatment can 
take place due to cell cycle arrest, initial investigations aimed to assess any 
effects of the drug treatments, either separately or in combination, on cell cycle 
in both cell lines using PI staining to quantify the amount of DNA present in cell 
population, under normoxia and hypoxia. IC25 values determined from 
concentration-response curves at 48 hr were used for all drugs and the same 
values applied for both cell lines under different conditions. 
  
Cell cycle analysis of the U87-MG cell line showed controls remained largely 
unchanged across the five days under both conditions and without no significant 
difference between normoxia and hypoxia (Figure 3.21). Aspirin and PN517 
alone did not appear to affect proliferation over the five days under any condition 
with no significant differences in cell cycle phases (p>0.05). 
 
Cisplatin, however, produced an anticipated change in cell cycle distribution over 
time with lower cell populations in the G0/Gl phase and higher populations in the 
G2/M phase as well as increase in the apoptotic cell population (Sub G0). The 
decreases in G0/Gl population was significantly lower than the control at all 
timepoints (p<0.0001 for day 1 to 4, and p<0.01 for day 5) and the increases in 
G2/M population was significantly higher than the control at days 1 to 4 (p<0.001 
for day 1, p<0.0001 for day 2 and 3, and p<0.001 for day 4). However, the effects 
were smaller under hypoxia (Fig 3.21).  
 
TMZ also produced significant changes in the distribution of cell cycle phases 
under normoxia, decreasing the G0/G1 population with significant difference at 
day 1, 2 (p<0.01) and 3 (p<0.05), and increasing the G2/M population with 
significant difference at day 2 (p<0.01), but this did not change over time and the 
changes in the phases populations were not significantly different compared to 
the control at days 4 and 5, p>0.05 (Fig 3.21). 
 
Interestingly, in contrast to the cell proliferation assay, neither PN517, nor aspirin 
enhanced the effect of cisplatin with no significant differences observed 
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compared to cisplatin alone (Fig 3.22). Also, it was noted that the cells may be 
recovering from drug treatment by day 5 under normoxia because reverse effect 
was observed by increasing G0/G1 populations and decreasing G2/M, but this 
effect was not observed with the combination of Cis and PN517 under hypoxia. 
In contrast, TMZ combination with PN517 clearly enhanced the effect of TMZ 
under normoxia with significant changes at day 3 and 4 (p<0.001) but no 
significant enhancement under hypoxia (Fig 2.23). The apoptotic population was 
observed to increase with cisplatin and TMZ treatment and their combinations at 
day 3 and it continues to increase over day 4 and 5 under hypoxia but not under 
normoxia. However, no significant differences were observed (p>0.05).  
 
A similar pattern of cell cycle distribution was observed for the SVG-p12 cell line, 
where control remains largely unchanged under normoxia (Fig 3.24), but a small 
increase in the G2/M population of the control was found over time under hypoxia. 
Aspirin and PN517 treated samples were largely unchanged compared to the 
control under either condition over 5 days (p>0.05). Following the first day of drug 
treatment under normoxia, there was a significant decrease in the G0/G1 
population (p<0.01) and increase in G2/M population (p<0.05) in cells treated with 
cisplatin and TMZ. Next day, both drugs sustained a significant decrease in the 
G0/G1 population (p<0.05) but only cisplatin showed significant increase in the 
G2/M population (p<0.01). 
 
Similarly, at day 1 of drug treatment under hypoxia, cisplatin and TMZ showed 
significant decrease in the G0/G1 population (p<0.01). At day 2, only TMZ 
showed significant decrease in the G0/G1 population (p<0.01). However, no 
significant effect on G0/G1 and G2/M phases was found after day 2 under both 
conditions (Fig 3.24). Although cisplatin and TMZ effects were less pronounced 
over time, there was a remarkable increase in the apoptotic population over time 
under both conditions, with significance increase under hypoxia at day 4 with 
cisplatin (p<0.05) and at day 5 with TMZ (p<0.05) compared to the control. Also, 
no obvious effect on cell cycle distribution of combination treatment was observed 
in the SVG-p12 cells in comparison to the monotherapy, p>0.05 (Fig 3.25, and 
3.26). 
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Representative histogram plots for cell cycle phase distribution acquired by 
flowcytometry with PI staining following drug treatment are presented in figures 
9.9 & 9.10 (U87-MG) and figures 9.11 & 9.12 (SVG-p12). The vehicle (1% DMSO) 
did not show any significant change in cell cycle distribution in either cell line 
(p>0.05) 
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Figure 3. 21. The effect of drug treatment on cell cycle progression in U87-MG cell line under normoxia and hypoxia. Data shows relative proportion of 
cells in G0/G1 phase, S phase, G2/M phase and Sub G0 (apoptotic) population using PI staining after five days of treatment at IC25 as determined by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.8. 
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Figure 3. 22. The effect of cisplatin combinations on cell cycle progression in U87-MG cell line under normoxia and hypoxia. Data shows relative 
proportion of cells in G0/G1 phase, S phase, G2/M phase and Sub G0 (apoptotic) population using PI staining after five days of treatment at IC25 as determined by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia.  Values represent mean ±SEM of six independent experiment. A two-
way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 2.2.8. 
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Figure 3. 23. The effect of temozolomide combinations on cell cycle progression in U87-MG cell line under normoxia. Data shows relative proportion 
of cells in G0/G1 phase, S phase, G2/M phase and Sun G0 (apoptotic) population using PI staining after five days of treatment at IC25 as determined 
by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.  The experimental 
procedure was performed as described in Materials and Methods section 2.2.8.
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Figure 3. 24. The effect of drug treatment on cell cycle progression in SVG-p12 cell line under normoxia and hypoxia. Data shows relative proportion 
of cells in G0/G1 phase, S phase, G2/M phase and Sub G0 (apoptotic) population using PI staining after five days of treatment at IC25 as determined 
by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.8. 
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Figure 3. 25. The effect of cisplatin combinations on cell cycle progression in SVG-p12 cell line under normoxia and hypoxia. Data shows relative 
proportion of cells in G0/G1 phase, S phase, G2/M phase and Sub G0 (apoptotic) population using PI staining after five days of treatment at IC25 as 
determined by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 2.2.8. 
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Figure 3. 26. The effect of temozolomide combinations on cell cycle progression in SVG-p12 cell line under normoxia and hypoxia. Data shows relative 
proportion of cells in G0/G1 phase, S phase, G2/M phase and Sub G0 (apoptotic) population using PI staining after five days of treatment at IC25 as 
determined by concentration-response curves at 48 hr. N; Normoxia, H; Hypoxia. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.  The 
experimental procedure was performed as described in Materials and Methods section 2.2.8.
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Cyclin D1 assessment 
The effect of drug treatment on cyclin D1 regulation in the U87-MG and SVG-p12 
cell lines was examined after 24 hour of drug treatment at same concentrations 
used for cell proliferation and cell cycle analysis (IC25) under normoxia and 
hypoxia. Total cyclin D1 expression was determined for each sample using 
immunoblotting and densitometry and quantified as a fold change of the untreated 
cells. Additionally, cyclin D1 degradation indicated by phosphorylation at Thr286, 
was also determined and normalised to the total protein level of each sample. 
The housekeeping β-actin protein was used for normalisation of all samples to 
correct any loading differences between lanes. The experimental conditions 
applied can be found in the appendix (Table 9.2). 
 
In the U87-MG cell line, although cisplatin and TMZ were the only treatment to 
show a trend towards a decrease in total cyclin D1 level under normoxia but no 
significant difference was observed between control and any of the treatments at 
the timepoint tested (p>0.05), and all other treatments appeared to increase its 
level but again with no significant difference (Fig 3.27). Under hypoxia, all drug 
treatments showed a trend toward increasing the expression levels but with no 
statistically significant differences (p>0.05). Additionally, when assessing the 
phosphorylation levels of cyclin D1 at Thr286 site, it was found that none of the 
drug treatments resulted in significant changes in cyclin D1 phosphorylation at 
the conditions tested with overall lower values under hypoxia (p>0.05) (Fig 3. 28). 
 
Similar results were found in the SVG-p12 control cell line. Total cyclin D1 
expression levels remained unchanged following drug treatment. Cisplatin and 
TMZ showed a small decrease in cyclin D1 expression under both normoxia and 
hypoxia, however, no significant change was observed with any of the treatments 
under both conditions (p>0.05) (Fig 3.29). Likewise, phosphorylation levels of 
cyclin D1 did not show significant alterations following drug treatment compared 
to the control under both normoxia and hypoxia (p>0.05) (Fig 3.30). 
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Figure 3. 27. Representative immunoblots and densitometric analysis of cyclin D1 
protein levels in U87-MG cell line under normoxia and hypoxia. Data indicate the fold change of total cyclin D1 compared to the control following 24 hr of drug treatment with mono and combination therapy as determined by densitometry. Values represent mean 
±SEM of at four independent experiment at least. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.16. 
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Figure 3. 28. Representative immunoblots and densitometric analysis of 
phosphorylation levels of cyclin D1 in U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change of the p-CD1/CD1 ratio compared to the control following 
24 hr of drug treatment as determined by densitometry. Values represent mean ±SEM of at four independent experiment at least. A two-way ANOVA was used to identify 
significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.16. 
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Figure 3. 29. Representative immunoblots and densitometric analysis of cyclin D1 
protein levels in SVG-p12 cell line under normoxia and hypoxia. Data indicate the fold 
change of total cyclin D1 following 24 hr of drug treatment compared to control with mono and combination therapy as determined by densitometry. Values represent mean ±SEM 
of at four independent experiment at least. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.16. 
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Figure 3. 30. Representative immunoblots and densitometric analysis of 
phosphorylation levels of cyclin D1 in SVG-p12 cell line under normoxia and hypoxia.  
Data indicate the fold change of the p-CD1/CD1 ratio following 24 hr of drug treatment compared to control as determined by densitometry. Values represent mean ±SEM of at four independent experiment at least. A two-way ANOVA was used to identify significant 
effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.16. 
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3.2.7. Effects of drug treatment on wound healing  
In order to examine the effect of drug treatment on cell migration, the in vitro 
scratch assay was performed. Both U87-MG and SVG-p12 cell monolayers were 
scratched, and treated with all drugs, separately or in combination at IC25 and 
imaged every two hours over a period of 18 hours in normoxia. With regards to 
hypoxia, images were taken directly after adding drug treatment and following 18 
hours incubation. Images were analysed, and gap closure was monitored and 
expressed as the percentage of 0 hr timepoint. Representative images are shown 
in Figures 3.31- 3.34. 
 
The scratch assay in the non-treated U87-MG cell line showed almost complete 
closure of the wound over 18 hours under normoxia (~90%). Aspirin, cisplatin and 
TMZ showed similar patterns to the control over the time period studied (p>0.05). 
However, following treatment with PN517, the closing rate was clearly slower and 
largely distinguished among the single drug treatments (Fig 3.35). Furthermore, 
the combinations of PN517 with cisplatin or TMZ largely enhanced the effect of 
cisplatin and TMZ on their own at all the timepoints while aspirin seemed to 
produce a smaller decrease in the closure rate in combination when compared to 
the PN517 combinations (Fig 3.35).  
 
The percentages of scratch closure following 18 hours of incubation with each 
monotherapy showed overall lower values compared to the control, however, no 
significant differences observed except for PN517 which significantly decreased 
wound healing under normoxia (87±1.3% vs. 59 ±10%, p<0.05) and hypoxia 
(74±1.9 vs. 50±7.4, p<0.05) (Fig 3.36). Additionally, the combinations of standard 
drugs with PN517 produced the greatest reduction in wound healing and had a 
significantly slower rate than cisplatin alone (76.5±2.6% vs. 47.5 ±6.4%, p<0.05) 
or TMZ alone (77.8±2.1 vs. 44.8±4.9, p<0.01) under normoxia (Fig 3.37). 
 
With respect to SVG-p12 cells, representative images are shown in Figures 3.38-
3.41. Similar effects were observed following drug treatment when compared to 
U87-MG results (Fig 3.42). In control cultures, the scratch did not completely 
close over the 18-hour period (~80%). Cisplatin and TMZ showed a trend towards 
slower closure rate, whereas aspirin did not appear to have an effect on wound 
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healing at all with no significant differences for any of these drugs compared to 
the control (p>0.05). Treatment with PN517 showed more remarkable trend 
towards slower closure rate and reduced migration compared to control and 
aspirin, however, no significant differences with PN517 monotherapy were 
observed under normoxia or hypoxia, p>0.05. Compared to the control, only the 
combinations of PN517 with cisplatin or TMZ significantly slowed down wound 
healing under normoxia, p<0.05 and p<0.01, respectively (Fig 3.43 and 3.44).  
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Figure 3. 31. Representative microscopic images showing the effect of monotherapy on 
wound healing in U87-MG cell line under normoxia. Images taken at scratching and after 
18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to indicate cell boundary. Scale bar: 200µm. The experimental procedure was performed 
as described in Materials and Methods section 2.2.15. 
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Figure 3. 32. Representative microscopic images showing the effect of combination 
therapy on wound healing in U87-MG cell line under normoxia. Images taken at scratching and after 18 hr of drug treatment (20X magnification). Dotted lines used for 
illustrative purposes to indicate cell boundary. Scale bar: 200µm. The experimental 
procedure was performed as described in Materials and Methods section 2.2.15. 
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Figure 3. 33. Representative microscopic images showing the effect of monotherapy on 
wound healing in U87-MG cell line under hypoxia. Images taken at scratching and after 18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to 
indicate cell boundary. Scale bar: 200µm. The experimental procedure was performed 
as described in Materials and Methods section 2.2.15. 
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Figure 3. 34. Representative microscopic images showing the effect of combination 
therapy on wound healing in U87-MG cell line under hypoxia. Images taken at scratching 
and after 18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to indicate cell boundary. Scale bar: 200µm. The experimental procedure was 
performed as described in Materials and Methods section 2.2.15. 
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Figure 3. 35. The effect of mono and combined therapy on wound healing in U87-MG 
cell line under normoxia. Data shows the scratch width as % of control of the initial 
scratch width and measured every 2 hours over 18 hours. Values represent mean ± SEM for eight independent experiments. A two-way ANOVA was used to identify significant 
effects, with Tukey's multiple comparison test. The experimental procedure was 
performed as described in Materials and Methods section 2.2.15. 
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  Figure 3. 36. The effect of drug treatment on scratch closure in U87-MG cell line under 
normoxia and hypoxia. Data shows the scratch closure as % of the initial scratch width 
after 18 hours under normoxia and hypoxia. Values represent mean ± SEM for eight independent experiments for normoxia and three for hypoxia. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P 
< 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as 
described in Materials and Methods section 2.2.15. 
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Figure 3. 37. The effect of combined therapy on scratch closure in U87-MG cell line. 
Data shows the scratch closure as % of the initial scratch width after 18 hours normoxia and hypoxia. Values represent mean ± SEM for eight independent experiments for 
normoxia and three for hypoxia. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.15. 
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Figure 3. 38. Representative microscopic images showing the effect of monotherapy on 
wound healing in SVG-p12 cell line under normoxia. Images taken at scratching and 
after 18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to indicate cell boundary.  The experimental procedure was performed as 
described in Materials and Methods section 2.2.15. 
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Figure 3. 39. Representative microscopic images showing the effect of combination 
therapy on wound healing in SVG-p-12 cell line under normoxia. Images taken at 
scratching and after 18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to indicate cell boundary.  The experimental procedure was 
performed as described in Materials and Methods section 2.2.15. 
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Figure 3. 40. Representative microscopic images showing the effect of monotherapy on 
wound healing in SVG-p12 cell line under hypoxia. Images taken at scratching and after 18 hr of drug treatment (20X magnification). Dotted lines used for illustrative purposes to indicate cell boundary.  The experimental procedure was performed as described in 
Materials and Methods section 2.2.15. 
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Figure 3. 41. Representative microscopic images showing the effect of combination 
therapy on wound healing in SVG-p12 cell line under hypoxia. Images taken at scratching and after 18 hr of drug treatment (20X magnification). Dotted lines used for 
illustrative purposes to indicate cell boundary. The experimental procedure was 
performed as described in Materials and Methods section 2.2.15. 
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Figure 3. 42. The effect of mono and combined therapy on wound healing in SVG-p12 
cell line under normoxia. Data shows the scratch width as % of control of the initial scratch width and measured every 2 hours over 18 hours. Values represent mean ± SEM 
for eight independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test. The experimental procedure was 
performed as described in Materials and Methods section 2.2.15. 
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Normoxia Hypoxia 

  Figure 3. 43. The effect of drug treatment on scratch closure in SVG-p12 cell line under 
normoxia and hypoxia. Data shows the scratch closure as % of the initial scratch width 
after 18 hours. Values represent mean ± SEM for three independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure 
was performed as described in Materials and Methods section 2.2.15. 
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Figure 3. 44. The effect of combined therapy on scratch closure in SVG-p12 cell line. 
Data shows the scratch closure as % of the initial scratch width after 18 hours under normoxia and hypoxia. Values represent mean ± SEM for three independent 
experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.15.  
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3.3. Discussion 
The initial aim of the current study is to characterize the effects of aspirin and its 
newly synthesized analogue PN517, separately or combined with the standard 
chemotherapeutics, on glioma cell viability. For that purpose, the established 
U87-MG cell line (a grade IV glioblastoma) was used in addition to an 
experimental control, the SVG-p12 foetal glial cell line. Nevertheless, different 
cell types exhibit different growth durations and patterns, and the cytotoxic effect 
of the drugs depend upon the growth pattern of the cells. Therefore, to confirm 
the validity of the obtained results and correctly drug treat the cells, the first step 
was to study the growth pattern of both cell lines. It is important to provide 
information about lag phase, log phase and stationary phase among the different 
culturing conditions considered. 
 
The lag phase is the time needed for cell recovery after subculturing to attach 
and spread, the log phase is normally the phase where the number of cells 
increase and the better stage to define the doubling time of a cell line. A cell 
population is considered to be the most viable during the log phase of growth, 
hence, it is the best stage to assess cellular functions. Stationary phase or 
plateau is where the cell growth rate slows down due to cell population becoming 
confluent where afterwards cell death can occur with a reduction in the number 
of viable cells (Mather and Roberts, 1998). 
 
Growth curve analysis of the two cell lines demonstrated U87-MG cells to have a 
higher proliferation rate compared to the non-cancerous foetal SVG-p12 cell line 
(Fig 3.4). That would be expected of a cancer cell line due to the deregulation of 
the systems responsible for controlling the production and release of growth 
promoting molecules which lead to sustained and chronic proliferation (Hanahan 
and Weinberg, 2011; Macheret and Halazonetis, 2015). Growth pattern analysis 
under hypoxia showed significantly slower growth rate for both cell lines when 
decreasing oxygen levels. However, the growth rate for U87-MG cells was still 
significantly higher than SVG-p12 under hypoxia (Fig 3.4). That is may be due to 
the stress caused by sustained lack of oxygen which stimulates cell death in non-
cancerous cells and select for gene mutations and resistance to hypoxia- induced 
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apoptosis in many tumour cells leading them adapt to the hypoxic 
microenvironment and support tumour growth and survival (Li et al., 2004). 
 
Interestingly, even after high neovascularization in GBM, oxygen supply stays 
behind the demands of the tumour and hypoxic areas remain a constant feature 
of this tumour (Helmlinger et al., 1997). Hypoxic cells are generally distant from 
blood vessels and this distance causes a reduction in the rate of cell proliferation 
(Brown and William, 2004). This effect is the result of increased expression of 
specific proteins, e.g., the tumour suppressor p53 and the cyclin-dependent 
kinase inhibitors p21 WAF/Cip1, p27Kip1, which are induced under hypoxic conditions 
(Wartenberg et al., 2003). Cell proliferation under hypoxia can be inhibited by the 
cyclin-dependent kinase inhibitor p27Kip1 which inhibits the activation of cyclin E-
Cdk2 or cyclin D-Cdk4 complexes thus controlling cell cycle progression at G1. 
Some cell lines like the human mesenchymal stem cells hMSC undergo an initial 
acclimatisation period where they do not proliferate, thus extending their lag 
phase (Grayson et al., 2006). These findings match our results where a 
significantly slower growth of cells under hypoxia is observed resulting in an 
increase in the doubling time for both cell lines. The molecular responses to 
hypoxia exposure will be discussed further in detail in chapter 6. 
 
3.3.1. Cell viability 
As mentioned earlier, the cytotoxicity of aspirin and its analogues has been 
reported in various cancers (Din et al., 2004; Gurpinar et al., 2013; Claudius et 
al., 2014). This study aimed to determine whether aspirin and its synthesised 
novel analogue PN517 have cytotoxic effects on the glioblastoma U87-MG cell 
line using the PrestoBlue (PB) viability assay. This assay relies on the reducing 
environment of the living cells as an indication of viability and provides the first 
evidence about therapeutic potential of the drugs. However, when measuring the 
fluorescence upon adding the reagent to cells, the largest variable impacting 
factor is the cell number (Riss et al., 2004; Kumar et al., 2018). Therefore, an 
assay was conducted to study the relationship between PB fluorescence and 
seeding density, and it established that over the period of incubation and with the 
given doubling time, fluorescence was directly proportional to cell density (Fig 
3.5). Taking together the results from growth curves and linearity assay, it was 
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possible to identify the appropriate seeding density for subsequent experimental 
tests. 
 
Tested drugs were prepared as stocks in suitable dissolution solvents that have 
the least cytotoxicity effects and diluted with culture media freshly on the 
experiment day. It is worth noting that although concentrations of aspirin and 
PN517 used may appear high compared to other chemotherapeutic drugs, it is 
not uncommon to use such values in investigating the molecular action of aspirin 
and salicylate in vitro and in vivo where concentrations of 1-5 mM or above were 
used (Din et al., 2004; Hawley et al., 2012; Shirakawa et al., 2016). Also, levels 
of 0.5-2mM have been reported to be physiologically or pharmacologically 
relevant and achievable with a typically prescribed dose for aspirin (Borthwick et 
al., 2006).  
 
Aspirin and PN517 demonstrated their cytotoxic effects by reducing the cell 
viability of both cell lines in a concentration dependent manner (Fig 3.7), showing 
similar efficacy to that found in previous studies (Kim et al., 2009; Deb et al., 
2011). Although aspirin has shown antiproliferative effect in a large diversity of 
cancers, the IC50 values for aspirin varies between different cell lines. For 
example, it was higher in the human glioblastoma A172 cells, 5 mM at 48 hr (Kim 
et al., 2009), but lower in the SW480 colorectal cancer cell line, being about 1.5 
mM at 24 hr (Din et al., 2004). The effects of aspirin or its analogues on cell 
viability could involve a number of mechanisms, including the Wnt/β-catenin/ T-
cell factor (TCF) pathway. The signalling of this pathway has been previously 
shown to be highly dysregulated in several cancers, like glioma (Logan and 
Nusse, 2004; Cadigan and Peifer, 2009; Pu et al., 2009). The pathway is 
activated by the β-catenin/TCF complex and activates several effectors like Stat3, 
AKT1 and AKT2 (Huang et al., 2009; Yue et al., 2010; Chen et al., 2011). Aspirin 
has been shown to antagonize the activity of the β-catenin/TCF complex in U87-
MG, thereby exerting its anti-neoplastic activity (Lan et al., 2011). 
 
Furthermore, the anti-cancer effects of aspirin have been largely linked to its 
ability to inhibit the cyclooxygenase enzymes and reduce the production of 
prostaglandins. The expression of COX-2 protein is varied, and is found in both 
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normal brain and glioma specimens, but significantly higher in high-grade glioma 
than lower grade or normal brain cells (Joki et al., 2000). The U87-MG cell line is 
both high grade and relatively slow growing, both characteristics associated with 
high COX-2 expression which leads to excessive production of prostaglandins 
(Kardosh et al., 2004). COX-2 prostaglandins promote cell division, angiogenesis 
and metastasis while inhibiting apoptosis, which all lead to growth of the tumour 
(Grosch et al., 2006). This provides a potential explanation for the high efficacy 
of aspirin and PN517 in this cell type and warrants further investigation as it could 
contribute to future patient specific treatment based on COX expression. 
 
PN517 displayed a trend towards greater efficacy than aspirin, an observation 
consistent with several previous studies where PN517 was found to be more 
cytotoxic than aspirin towards different cancer cell lines (Deb et al., 2011; 
Claudius et al., 2014; Kilari et al., 2018). Furthermore, there was significant 
reduction in cell viability for PN517 compared to aspirin at early timepoint (24 hr) 
suggesting that PN517 induce its cytotoxic effects earlier than aspirin, this is 
despite PN517 lacking some structural features that could contribute to the side 
effects seen with aspirin (Table 3.1). Consequently, this enhanced effect could 
be attributed to several reasons including structural differences. The analogue 
fumaroyldiaspirin PN517 was prepared by modifying bis (2-carboxyphenyl) 
succinate (PN508), which is effectively a double aspirin molecule, meaning that 
PN517 resembles two aspirin structures joined together by a double carbon bond 
(alkene grouping) (Fig 1.14). It has been suggested that this double carbon bond 
provides the molecule with rigidity when compared to PN508 (Deb et al., 2011). 
In addition, a treatment equivalent to a double dose of aspirin was used as a 
control as the structures of the analogue PN517, but rarely replicated the potency 
of PN517 in cell viability assay suggesting that PN517 efficacy is due to other 
structural characteristics and not simply because it resembles two aspirin 
molecules (unpublished data). 

 
Similar to aspirin, the analogues were also suggested to have antiproliferative 
effects through supressing cyclooxygenase enzymes. It is well known that aspirin 
can inhibit both COX-1 and COX-2 where the inhibition of COX-2 accounts for 
the anti-inflammatory effect of the drugs while the inhibition of COX-1 can lead to 
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toxicity and associated side effects (Schwitalla et al., 2013). Aspirin produces 
greater inhibition of COX-1 than COX-2 and that was the main reason for 
synthesising analogues that display greater selectivity for COX-2 to reduce 
undesirable side effects (Deb et al., 2011). Previous completed studies in the lab 
examined COX enzyme inhibition in order to identify the inhibitory activity against 
COX enzyme isoforms by aspirin and different analogues by using the COX 
fluorescent inhibitor screening assay kit. Results of this study showed that aspirin 
analogues inhibited the enzymes in a concentration dependent manner while 
indicating that PN517 more efficacious than aspirin. PN517 produced larger 
inhibition of COX-2 activity and lower inhibition of COX-1 activity than aspirin 
which also give an advantage for PN517 over aspirin and provide a potential 
antiproliferative mechanism for the activity of the analogue. 
 
However, little further decrease in viability was observed over the three-
timepoints examined with either aspirin or PN517 (Fig 3.7& 3.8). The simplest 
explanation for this finding is that these drugs are rapidly undergoing metabolism 
to form inactive metabolites by cytochrome P450 enzymes. The major two 
enzymes involved in the metabolism of aspirin are CYP2C9 (Miners and Birkett, 
1998; Takahashi et al., 2004), and UGT1A6 (Ciotti et al., 1997). Both enzymes 
are polymorphic, and produce fast or slow-metabolizing enzymes, which cause 
the quick metabolism of aspirin and hence could also affect the metabolism of 
aspirin analogues in the different cell lines. Significantly, the CYP2C9 enzyme is 
expressed in glioma, with higher expression levels being observed with higher 
grades of cancer (Knupfer et al., 2006). As U87-MG cell line was derived from 
high grade glioblastoma, this provides a potential explanation as to why the IC50 
for aspirin and PN517 did not decrease significantly over time, especially in this 
cell line. 
 
The efficacy of aspirin and PN517 was compared to temozolomide in vitro, the 
leading drug in the treatment of glioblastoma (Ding et al., 2011; Zhang et al., 
2012). TMZ is a prodrug which is converted into the active alkylating agent MTIC 
under physiological conditions (Friedman et al., 2000). However, temozolomide 
does not display reproducible effects in vitro due to its prodrug nature, so is 
commonly replaced in research with other standard chemotherapeutic drugs 
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such as cisplatin. This could explain its poor efficacy against cell viability of both 
cell lines and failure to reduce viability below 50% of control (Fig 3.7 &3.8).  
 
Cisplatin has proven to be one of the more efficient anticancer chemotherapeutic 
agents due to targeting of multiple intracellular sites to induce cell death (Florea 
and Busselberg, 2011). In this study, cisplatin produced a decrease in cell viability 
of the two cell lines in a concentration and time dependent manner. Cisplatin 
mainly works by intercalation with DNA to form intrastrand crosslinks and adducts 
that cause changes in the conformation of the DNA and affect DNA replication. 
Other mechanisms of cisplatin cytotoxicity include mitochondrial damage, 
decreased ATPase activity, and altered cellular transport mechanisms. The cell 
death may occur due to the inhibition of DNA synthesis and repair resulting in cell 
cycle arrest at the G1, S or G2/M phase, thus inducing apoptosis (Florea and 
Busselberg, 2011). 
 
Cisplatin displayed a concentration and time dependent efficacy in vitro, and its 
effect on cell viability increased significantly over time, an effect easily explained 
by its mechanism of action where it mainly causes DNA damage by affecting its 
replication, ultimately inducing apoptosis (Qin and Ng, 2002; Jiang et al., 2004; 
Wang and Lippard, 2005; Florea and Busselberg, 2011). While cisplatin is not 
selective for cancer cells over healthy cells, it will affect rapidly growing cells more 
quickly and cell death will occur at a faster rate (Sancho-Martinez et al., 2011). 
Thus, its mechanism of action also explains why U87-MG showed lower IC50 
value in the first 24 hours following treatment with cisplatin as compared to SVG-
p12 (Table 3.1). 
 
Based on IC50 values obtained from the concentration-response curves, aspirin 
and PN517 showed a trend towards same or greater efficacy under hypoxia, 
whereas cisplatin showed a trend towards lower efficacy, as well as TMZ showed 
reduced cytotoxicity under hypoxia (Table 3.1). This effect of hypoxia on the drug 
efficacy can be largely related to its mechanism of action. It is well known that 
cisplatin and TMZ mechanisms of action is highly dependent on cell proliferation 
which is suppressed by the lower oxygen levels, as noticed earlier from both cell 
lines growth curves, resulting in less efficacy under hypoxia. As cell growth is 
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important for the cytotoxic effects of drugs, the cytotoxic effect of drugs was 
reduced. These results were consistent with previous studies where cisplatin was 
less effective in low oxygen environment (Koch et al., 2003). On the other hand, 
earlier studies have revealed contradictive results showing hypoxic cells to be 
more sensitive to cisplatin in some cell lines within the same period of exposure 
or less (Strese et al., 2013), showing also cisplatin to be a HIF-1 inhibitor 
(Duyndam et al., 2007). However, the anti-cancer activity of a drug under hypoxia 
depends largely on the cell type and may increase or decrease accordingly (Koch 
et al., 2003; Yao et al., 2005).  
 
In addition, numerous studies investigating the hypoxia- induced resistance to 
chemotherapy in glioma have demonstrated a reduced efficacy for TMZ under 
hypoxia, and the varied response of glioma cells to cytotoxic action of 
temozolomide in different oxygen conditions is a complex problem (Lan et al., 
2014; Bielecka and Obuchowicz, 2017). It has been shown that HIF-1α activity is 
associated with GBM responsiveness to TMZ, hence, its downregulation 
improves the response of TMZ-resistant cells (Lo Dico et al., 2018). Hypoxia is 
not just leading to slower proliferation rate, but also to many molecular changes 
such as inducing acidosis through a shift in cellular metabolism that generates a 
high acid load in the tumour microenvironment (Chiche et al., 2010). Since 
activation of TMZ prodrug occurs in slightly alkaline environment (PH>7), this 
acidosis under hypoxia condition could also prevent the prodrug hydrolysis to the 
active metabolite. 
 
The combination studies have shown significant differences between 
monotherapy and combination therapy suggesting additive or synergistic action 
between the drugs (Fig 3.9). Aspirin and PN517 in combination with cisplatin 
significantly reduced the viability of the glioblastoma cells as compared to 
cisplatin on its own with the combination of PN517 being more potent than aspirin 
(Fig 3.10). Previous studies have revealed similar effects for the combination of 
aspirin and its analogues with platinum compounds with different levels of 
synergism being reported (Kilari et al., 2018). In gastric cancer cells, cell growth 
was significantly inhibited when cisplatin was used in combination with aspirin 
(Dong et al., 2014). Combinations of cisplatin and aspirin were also seen to have 
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synergistic effects in human cervical carcinoma HeLa cells (Yueling et al., 2010) 
In the OE33 oesophageal cancer cells however, platinum compounds did not 
synergise with aspirin (Kilari et al., 2018).  
 
With respect to PN517, strong synergy was observed when cisplatin was 
combined with PN517 with a 5-fold decrease in IC50 for cisplatin in SW480 
colorectal cancer cells (Kilari et al., 2018). In addition, the synergistic effects of 
these combinations increased at higher concentrations, which is advantageous 
in chemotherapy (Chou, 2010). PN517 maintained the synergistic effects in the 
OE33 oesophageal cancer cell line with cisplatin but had an antagonistic effect 
with oxaliplatin and carboplatin (Kilari et al., 2018). The differences in outcomes 
for each drug combination in different cell lines may be due to differences in 
specific targets by different compounds (Din et al., 2004). With the prominent side 
effects of cisplatin, a reduction in its effective dose IC50 as a result of the 
combinations with aspirin or PN517 may reduce or totally alleviate this side 
effects because a reduction in drug concentration will result in reduced toxicity 
and delay or minimize the induction of drug resistance (Chou, 2010).  
 
One possible reported explanation for this combined effect could be due to aspirin 
effectively inhibiting Cox-2 activity and prostaglandin E2 synthesis which are 
vastly up-regulated in glioblastoma (Joki et al., 2000; Zhao et al., 2017). Many 
reports has demonstrated that aspirin or other NSAIDs can decrease the glioma-
mediated immunosuppression and inflammation observed in patient with brain 
tumours mainly due to their ability to inhibit prostaglandin production via 
cyclooxygenase (Hwang et al., 2004; Pathak et al., 2014). Furthermore, research 
has found that the exposure to aspirin exerts a priming effect on tumour cells 
rendering them susceptible to induction of cell death by cisplatin. This priming 
action was found to be dependent on an altered constitution of tumour 
microenvironment and modulation in the expression of survival regulatory 
molecules (Kumar and Singh, 2012). 
 
It was also frequently noticed in this study that incubation of the glioblastoma cells 
with PN517 and temozolomide caused the most significant reduction in cell 
viability when compared to TMZ alone or other combinations (Fig 3.10). This 
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indicates that PN517 is augmenting the effect of TMZ and a lower dose of TMZ 
when combined with aspirin analogue can cause higher level of cytotoxic effect 
and the reasons for this combined effect will be studied further in this project. 
 
3.3.2. Cell proliferation and cell cycle 
To understand the effects and underlying mechanisms of monotherapy and 
combination therapy seen on U87-MG cell line, cell proliferation and cell cycle 
analysis was performed. Findings of this chapter showed moderate effect for 
aspirin and PN517 on cell proliferation but with no significant difference to control, 
like TMZ (Fig 3.13). This effect could be in part due to their COX-2 inhibition 
mechanism which has been shown to decrease prostaglandin levels and inhibit 
proliferation in many colon, prostate and pancreatic cancer cell lines (Tsujii et al., 
1998; Tucker et al., 1999; Elder et al., 2000; Liu et al., 2000). Also, aspirin and 
other NSAIDs were shown to inhibit proliferation in glioma cell lines where 
elevated PGE2 and arachidonic acid levels have been found (Casper et al., 
2000). This suggestion could explain the less efficacy for aspirin and PN517 in 
the normal control cell line SVG-p12 since it was suggested to express lower 
levels of COX enzymes compared to U87-MG (Joki et al., 2000; Zhao et al., 
2017). However, cell viability effects showed no significant effect between the two 
cell lines suggesting non-COX-2 dependent pathways. For example, pancreatic 
adenocarcinomas, cell lines negative for COX-2 expression were found to 
respond similarly to selective COX-2 inhibitor treatment as cell lines expressing 
the enzyme (Molina et al., 1999). 
 
Nevertheless, neither aspirin nor PN517 alone inhibited cell cycle progression of 
both the cell lines (Fig 3.21 &3.24). These findings correlate well with data 
obtained from western blotting where no significant effect for aspirin or PN517 on 
regulation of cyclin D1 levels was observed. In the literature, conflicting results 
were described regarding the effects of aspirin and NSAIDs on cell cycle 
progression and their impact on regulators of the cell cycle in variety of cancer 
cell lines. Early findings reported no effect for the selective COX-2 inhibitor NS-
398 on cell cycle distribution in both COX-2 positive and negative colorectal 
cancer cell lines (Elder et al., 1996). In contrast, another publication showed 
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accumulation in the G0/G1 phase seen following treatment with selective NSAIDs 
in colorectal cancer cell lines (Shiff et al., 1995; Elder et al., 1996). 
 
More recent studies have reported G0/G1 arrest following aspirin treatment in 
different cell lines like in human hepatoma HepG2 cells (Raza et al., 2011), 
oesophageal squamous carcinoma cells (Li et al., 2009) and cholangiocarcinoma 
cells (Boueroy et al., 2017). Another common finding among several studies is 
that NSAIDs treatment associate with downregulation of cyclin D1. However, 
exposing human pancreatic neuroendocrine cells BON1 and human 
bronchopulmonary NCI-H727 cells to aspirin led to reduced expression of the 
cyclin dependent kinase 4 (CDK4) and cyclin D3 (Spampatti et al., 2014). The 
effect of aspirin treatment for 24 or 48 hours on cyclin D1 expression was 
examined in a range of colon cancer cell lines finding a significant decrease in all 
cases at concentrations higher than the concentrations used in this study (10mM) 
(Pathi et al., 2012). However, the effect of a number of COX inhibitors on cyclins 
was determined by Yip-Schneider and colleagues who reported that sulindac, 
indomethacin and NS-398 decreased cyclin D1 expression in PaCa-2 and BxPC-
3 pancreatic carcinoma cells (G1/S phase) whereas NS-398 was found to 
decrease the expression of cyclin A in both cell lines (S/G2 phase) (Yip-Schneider 
et al., 2001). Another study on colorectal cancer cells has suggested that aspirin 
causes inhibition of cyclin D1/CDK4 through the p38 MAPK pathway and found 
that decreased cyclin D1 levels were accompanied by cell cycle arrest with a 
substantial increase in S phase population and G2/M, shifted from G0-G1, after 
aspirin exposure (Thoms et al., 2007). Additionally, treatment with aspirin 
analogue NO-ASA on wide range of human carcinoma cell lines results in a 
decrease in the expression of cyclin D1, and an increase in the expression of 
cyclin B1 resulting in G2/M arrest in the SW480 colon cancer cell line (Gao and 
Williams, 2012). 
 
Interestingly, the current data suggest that the mechanism of action of aspirin or 
PN517 is not linked as closely to cell proliferation. It was previously reported that 
treatment using relatively low concentrations (0.1-2mM) of aspirin does not affect 
the cell growth of leiomyoma cells or colon cancer cell (Kodela et al., 2013) in a 
significant way. With respect to brain tumours, studies showed that aspirin could 
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induce G0/G1 arrest in U87-MG cell line and this may be due to the higher 
concentration of aspirin (10mM) (Lan et al., 2011) than used in this study (1mM).  
The absence of effect on cell cycle and cyclin D1 protein levels in aspirin and 
PN517 samples in this study might be due to the low concentration (IC25) of each 
drug in the assay, shorter exposure of drug treatment, or to different responses 
and mechanism of action in different cell lines (Fig 3.27-3.28). As already 
mentioned, the mechanism of action of aspirin or PN517 may not be linked as 
closely to cell proliferation. For instance, one publication found that the 
concentration of NS-398 required to inhibit cell proliferation was ten times higher 
than the concentration required to inhibit PGE2 production, suggesting 
prostaglandin independent pathway (Zhi et al., 2006). While PN517 displayed 
equivalent efficacy to cisplatin in reducing cell viability in the U87-MG cell line, 
this was not replicated in cell cycle analysis, where cisplatin disturbed the cell 
cycle to a much greater degree suggesting a difference in the signalling pathways 
altered by analogue treatment in cell viability and proliferation (Fig 3.15). Findings 
by Claudius et al., (2014) reported that the analogue PN517 failed to induce 
nucleolar translocation of the transcription factor ReIA or cell cycle arrest. 
 
Another suggestion to explain why aspirin and PN517 did not show an effect on 
cell cycle and cyclin D1 regulation is that expression levels in the cell line. Cyclin 
D1 (CCND1) is frequently overexpressed in malignant gliomas reported and its 
expression was positively associated with the pathological grade and proliferative 
activity of astrocytomas, as CCND1 expresses more significantly in grade IV 
astrocytomas than in grades II and III astrocytomas (Zhang et al., 2018). Data 
obtained by immunohistochemistry found a correlation between high grade 
glioma and the expression of p53 and p21, while p14 and p16 more frequently 
present in low grade tumours (Zolota et al., 2008).These differences in 
expression supported the previous observation in earlier study in the lab about 
PN517 being able to alter the cell cycle distribution and proliferation of the 
1321N1 and GOS-3 (grade II and III) cell lines at an earlier timepoint and at the 
lower drug concentration than was found in the U87 MG (grade IV) cell line. 
Taken together, these contradictory reports in the literature suggest that there is 
a large degree of variation in cell specific responses to NSAID treatment and 
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each drug may possess a unique efficacy pattern where COX inhibition is not the 
definite mechanism of action. 
 
On the other hand, low concentration cisplatin had an inhibitory effect on the cell 
proliferation and cell cycle progression, an effect that appeared to be overcome 
with longer incubation at 72 hours. This effect was expected as explained, the 
mechanism of action of cisplatin involves the impedance of cell cycle and DNA 
replication (Siddik, 2003). Cisplatin causes transient cell cycle arrest in the early 
S phase leading to a final G2/M phase arrest and ultimately apoptosis (Sorenson 
et al., 1990). Hence, as the cells proliferate, an additive cytotoxic effect is seen, 
which in turn reduces the rate of proliferation of cisplatin treated cells. Similarly, 
cell cycle analysis of cisplatin treated cells showed a G2/M phase arrest, as would 
be expected of cisplatin (O'brien and Brown, 2006). The findings of one study 
demonstrated that cisplatin can cause transient increase in the level of  cyclin D1 
which is likely to be a cellular response to survive the attack by cisplatin, however 
cisplatin eventually decreases cyclin D1 as part of its killing mechanism (El-Kady 
et al., 2011). Also, cisplatin did not show a significant reduction in cyclin D1 
expression alone but the effect was enhanced with butein, a polyphenolic 
compound, when tested on HeLa human cervical carcinoma cells (Zhang et al., 
2015). 
 
In addition, TMZ caused cell cycle arrest in G2/M phase (Fig 3.21 &3.24). The 
proposed hypothesis is that when the cell repair process targeted to the DNA 
strand opposite the O6-MG, it cannot find a correct partner, thus resulting in long-
lived nicks in the DNA. These nicks accumulate and persist into the subsequent 
cell cycle, where they ultimately inhibit initiation of replication in the daughter 
cells, blocking the cell cycle at the G2/M phase (Karran et al., 1993; Roos et al., 
2007). The G2 cell cycle arrest or early mitosis was associated with low levels of 
cyclin D1 and high levels of cyclin B1 (Filippi-Chiela et al., 2013). 
 
Interestingly, the combinations of aspirin and PN517 significantly enhance the 
effect TMZ which was most obvious under hypoxia, particularly with the 
combination of TMZ and PN517 (Fig 3.16 &3.23). This could be attributed to the 
efficacy of aspirin and PN517 under hypoxia and not being affected largely by the 
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low levels of oxygen. Although there was no combined effect in cell cycle 
distribution with cisplatin or TMZ, no antagonism effect was observed which 
implicates that low dose of aspirin or PN517 can be of beneficial use. Effects of 
hypoxia on cell proliferation and cell cycle, migration and all other processes will 
be discussed in detail in the final chapter.  
 
3.3.3. Cell migration 
As mentioned previously, cell migration and invasion represent key features of 
GBM tumours hence the effect of the drug treatment on cell migration in this 
project has been established via wound healing assay. PN517 was noticed to be 
the most efficacious treatment, even more than cisplatin, in inhibiting wound 
healing (3.25). Therefore, it was not surprising to see enhancement in the 
combinations of PN517 with both cisplatin and TMZ. Effects on cell migration 
were similar between cell lines which is one of the few times that it was consistent 
across both cell types suggesting this process to be very conserved (3.27 & 3.44). 
 
A large amount of evidence in the literature has supported the role of aspirin and 
NSAIDs in the inhibition of migration, invasion and metastasis (Rothwell et al., 
2011; Algra and Rothwell, 2012). For example, inhibition of invasion in U87-MG 
cells by the NSAID sulindac was observed using transwell Boyden chambers and 
scratch assay and associated with a downregulation of MMP-2 (Lee et al., 2005). 
Similar results were reported in HN4, HN12, HT29 and HCT116 colorectal cancer 
cell lines in addition to demonstrating a downregulation of MMP-9 
(Koontongkaew et al., 2010). 
 
One pathway which some studies have demonstrated that aspirin and NSAIDs 
may affect is the EGFR axis, hence disturbing its regulation of cell proliferation 
and migration. Sulindac, for example, can inhibit EGFR signalling through the 
inhibition of EGFR phosphorylation and decreased EGFR expression in HT29 
cell (Pangburn et al., 2005). Also, NCX-4016, a nitro-derivative of aspirin was 
shown to inhibit EGFR signalling in cisplatin-resistance human ovarian cancer 
cells (Selvendiran et al., 2008). 
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EGFR activation results in multiple signalling pathways like MAPK and PI3/Akt, 
and triggers changes in NF-ĸB and c-Myc, leading to regulation of various 
biological processes associated with tumour growth such as cell cycle 
progression and proliferation, invasion, metastasis, angiogenesis, migration and 
differentiation (Paul et al., 2013). Thus, a down-regulation of EGFR activity would 
be considered as a potential target while developing new therapeutics for treating 
tumours (Pore et al., 2006; Taylor et al., 2012). 
 
EGFR gene amplification and overexpression has been reported in high grade 
glioblastoma (e.g. U87 MG) but is rare in low-grade glioma (e.g. 1321N1 and 
GOS-3) (Mestre et al., 1997; Hatanpaa et al., 2010). Glioblastoma displays an 
increased rate of EGFR gene mutation and amplification (20-40% of cases). 
Moreover, EGFR expression is also amplified under hypoxia, in a HIF-2α 
dependent manner (Franovic et al., 2007). Thus, even in the absence of EGFR 
gene mutation, an upregulation in EGFR expression would be expected under 
hypoxia. This cell type specific expression of EGFR could provide an explanation 
for the effects of aspirin and its analogues, where EGFR expression would 
correlate with correspondent reduction of cell proliferation and migration. Another 
previous study in the lab tested ERFR levels in the U87-MG cell line by western 
blotting and found that treatment with aspirin or PN517 significantly decreased 
EGFR expression over 24 hours. Additionally, it observed reduced cell migration 
by scratch assay following PN517 exposure, and also after aspirin treatment to a 
lesser extent in different glioma cell lines. 
 
A recent study published in 2019 has investigated the role of aspirin and its 
analogues on critical molecules in the EGF pathway and hypothesized that the 
protective activity of aspirin and aspirin analogues may be explained in part by 
disturbed EGFR internalisation and activation which also may help in 
understating the inhibitory effect on wound healing (Bashir et al., 2019). It was 
previously reported that diaspirins can supress NF-κB signalling in SW480 cells 
(Claudius et al., 2014) and that salicylates can potentially antagonise wound 
healing since that EGFR and NF-κB signalling are intimately linked (Bashir et al., 
2019). The authors proposed that aspirin and diaspirins may rapidly perturb EGF 
and EGFR internalisation and endocytosis (within minutes) at modest 
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concentrations, and that EGF internalisation pathway was substantially altered in 
the presence of PN517 in comparison to aspirin. Additionally, it was noticed upon 
longer incubations that diaspirins may inhibit EGFR phosphorylation at Tyr1045 
and Tyr1173, an effect was weak with aspirin. The effect of aspirin and its 
analogues on total EGFR levels expression in SW480 cells was further 
investigated following 24 hr incubation and found a higher reduction with PN517 
than aspirin. EGF internalisation may also be perturbed in oesophageal cell lines, 
suggestive of an effect not only restricted to colorectal cancer cells (Bashir et al., 
2019). Depending on their findings, it was suggested that aspirin and salicylates 
may be useful in cancer treatment, where EGFR amplification, overexpression 
and constitutive activation in a cancer is notable, like in glioblastoma. With 
respect to the results obtained from the current study with aspirin and PN517 
using scratch assay support previous findings and further confirm the therapeutic 
potential of PN517 for the treatment of glioma. 
 
Previous studies in the lab demonstrated that cisplatin treatment lead to a partial 
closure of the scratch in different glioma cell lines and cisplatin-treated U87-MG 
cells showed a decrease in EGFR expression under normoxia and hypoxia, but 
differences were not significant. Cisplatin impact on cell migration of oral 
squamous carcinoma cell lines was evaluated by scratch assay where cisplatin 
caused significant reduction in cell migration after 20 hr of creating the scratch.  
However, drug treatment was done for 24 hrs before the scratches. In addition, 
cisplatin-resistant cell lines were enriched with the stem cell-like characteristics 
mediated drug-resistance through inducing epithelial-mesenchymal transition 
(EMT) and cell migration (Ghosh et al., 2016). Another study on MCF-7 breast 
cancer cells assessed wound healing and showed that cisplatin inhibited the 
migration of the cells which was further inhibited in combination with Berberine, 
a natural isoquinoline alkaloid (Zhao et al., 2016). It has been suggested that 
cisplatin activates pro-apoptotic pathways through mitochondrial and Fas-
associated mechanisms (Friesen et al., 1999; Cullen et al., 2007), and exert anti-
invasive mechanisms which are still not totally understood (Ramer et al., 2007). 
The expression levels of MMP2, TIMP1 and TIMP2 are decreased by cisplatin 
and the inhibition of PI3K/Akt/mTOR pathway (Karam et al., 2010). In contrast, 
one study showed that cisplatin can induce EGFR phosphorylation and could 



 
163 

 

result in its nuclear translocation and lead to interaction with DNA protein kinase, 
mediating DNA repair (Benhar et al., 2002). Thus, cisplatin mediated EGFR 
activation is a survival mechanism by the cell, that in turn, reduces the efficacy of 
cisplatin (Ahsan et al., 2010). However, most of the studies have seen an 
enhanced effect of cisplatin on cell migration and invasion when in combination 
with other chemotherapy. 
 
In comparison, temozolomide as the standard chemotherapeutic agent for the 
treatment of GBM did not show significant effects in wound healing in many 
studies, while enhancing its effects on cell migration when combined with other 
drugs. For example, TMZ did not cause any alterations in the migration of LN18 
glioblastoma cells (Bien-Moller et al., 2016). The invasion of GBM8401 cells was 
inhibited by 500µM TMZ however that was after incubation for 48 hr (Chou et al., 
2015). TMZ at 400µM reduced cell migration with respect to control after 48 hr 
but more inhibition was observed when combined with panobinostat by reversing 
the epithelial–mesenchymal transition in LN405 glioblastoma cell line (Urdiciain 
et al., 2018). 
 
To summarise, a decrease in both cell viability and proliferation following 
treatment with the aspirin and its novel analogue PN517 was observed. 
Furthermore, the enhancement in the effect of the combinations of PN517 with 
standard drugs was very clear, particularly with TMZ. A highly important 
observation was that these compounds were also effective under hypoxia, a 
condition usually associated with chemotherapy resistance. Although aspirin and 
PN517 did not have a significant effect on cell cycle progression or cyclin D1 
regulation on their own or, an effect that may be concentration dependent, they 
enhanced the inhibition of cell cycle progression by cisplatin and TMZ. 
Importantly, PN517 was the most effective drug in inhibiting cell migration and 
wound healing. Taken together, the results obtained so far support the 
therapeutic potential of PN517 for the treatment of glioma and justify more 
investigation into the underlying mechanisms for the combined effect. 
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CHAPTER 4: EFFECT OF DRUG TREATMENT ON CELL DEATH 
INDUCTION 
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4.1. Introduction 
One important factor which can affect cell viability following drug treatment is cell 
death induction. Assessing cell death has become a basic part of evaluating the 
efficacy of chemotherapeutic drugs since the inability to effectively induce cell 
death can contribute to treatment failure and resistance (Shah and Schwartz, 
2001; Elmore, 2007; Vanlangenakker et al., 2008; Fulda et al., 2010). Cell death 
takes place either via apoptosis, necrosis or autophagy (Leist and Jäättelä, 2001). 
However, it is clear that the processes occurring in cell death are extremely 
complex and involve pathway crosstalk, hence it is not always easy to distinguish 
between the different mechanisms (Edinger and Thompson, 2004). 
 
Due to its controlled and self-contained nature, apoptosis is the preferred process 
for drug-induced cell death, whereas the leaked cell contents resulting from 
necrosis cause damage to neighbouring cells in an uncontrolled manner (Edinger 
and Thompson, 2004). However, more often these forms of cell death occur 
simultaneously, and although the classical form of cell death measured is 
apoptosis, the additional cell death pathways should also be considered (Edinger 
and Thompson, 2004). 
 
Overall, there are a wide range of features of apoptotic cell death that can be 
assessed including morphological changes, caspase activation, DNA cleavage, 
Bcl-2 family, PARP cleavage, loss of cell membrane integrity and mitochondrial 
changes (e.g. disruption of membrane potential, cytochrome c release and 
mitochondrial calcium perturbations). These apoptotic events occur in different 
stages of apoptosis; early, intermediate and late stage, with various methods and 
reagents developed to identify the each apoptotic stage, and to clearly distinguish 
them from necrotic or autophagic processes (Wlodkowic et al., 2011). 
 
One of the most widely used approaches to measure apoptosis induction 
following drug treatment is the Annexin V and PI assay which depends on 
alterations in the plasma membrane integrity of cells. In live intact cells, 
phosphatidylserine (PtdSer), a negatively charged membrane phospholipid, is 
normally found exclusively in the inner leaflet of the plasma membrane. During 
the early-mid stages of apoptosis, the charge ratio of the cellular membrane 
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becomes disrupted, and PtdSer translocates to the extracellular side of the 
membrane and becomes exposed to the cell surface (Kawasaki et al., 2000). This 
translocation of PtdSer can be detected using Annexin-V, a phospholipid and 
calcium binding protein of unclear function (Van Heerde et al., 1995), conjugated 
to fluorescein isothiocyanate (FITC) or an alternative fluorochrome. Usually, this 
assay is combined with cell permeable dyes such as PI or 7-AAD due to their 
ability to interact with DNA and detect the late stage of apoptosis, characterised 
by DNA fragmentation, or dead cells, allowing the differentiation of early 
apoptosis from late apoptosis or necrosis (Chou et al., 1987). Flow cytometry is 
used to sort the populations of cells undergoing apoptosis and necrosis according 
to their relative fluorescent staining (Fig 4.1). 

 
Figure 4. 1. Flow cytometry gating for a population of cells stained with Annexin V and 
PI. Cells that have little or very low binding of the dyes are identified as live healthy cells (lower left quadrant); cells that bind Annexin V dye only are identified as undergoing early 
apoptosis (lower right quadrant); cells that bind both dyes are identified as undergoing late apoptosis (upper right quadrant); and cells only binding the PI dye are identified either as necrotic or dead cells (upper left quadrant) (Adapted from Abnova & 
MyBioSource).  
 
Several studies have suggested a complex crosstalk existing between autophagy 
and apoptosis (Maiuri et al., 2007; Chaabane et al., 2013; Nikoletopoulou et al., 
2013). As mentioned previously, autophagy may have two roles, the first being a 
pro-death role where autophagy serves as an alternative mechanism of cell 
death, autophagic cell death, which is classified as type II programmed cell death 
(Gozuacik and Kimchi, 2004). Conversely, autophagy can also play a pro-survival 
role, as autophagy inhibitors may enhance apoptotic cell death (Hara et al., 
2006). Therefore, monitoring cellular autophagy is another important factor when 
studying cell death following drug treatment.  
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Several methods have been developed for monitoring the autophagy pathway 
and the steps involved in autophagosome formation and the maturation of 
autophagosomes to autolysosomes (Mizushima et al., 2010). Microscopy is a 
widely used technique that visualizes the autophagosomes in small populations 
of cells at a specific timepoint, however flow cytometry offers a high-throughput 
analysis of the autophagosomes detection.  
 
A conventional fluorescent probe, monodansylcadaverine (MDC), has been used 
for the analysis of lysosomal/autophagic vacuoles (Vazquez and Colombo, 
2009). MDC is known to generate weak a fluorescent signal with high 
background, and requires UV illumination that is not compatible with excitation 
sources commonly implemented in flow cytometry. However, a recently 
developed dye for monitoring autophagy activity at the cellular level, Cyto-ID, 
does not show background fluorescence under control conditions, and has a 
signal that responds to well-known autophagy modulators. This dye has been 
used relatively commonly in several studies to monitor autophagy induction 
(Shang et al., 2017; Hwang et al., 2018; Zhang et al., 2018; Zhao et al., 2018). 
 
Cyto-ID assay is based on the usage of a fluorescent probe that selectively stains 
the various autophagic compartments (pre-autophagosomes, autophagosomes, 
and autophagolysosomes) in live cells and allows determination of autophagic 
flux as accumulation of stained compartments under basic or activated conditions 
(Stankov et al., 2014). As opposed to lysomotrophic dyes which mainly detect 
lysosomes, it is suggested that Cyto-ID may prove more selective for autophagic 
vacuoles since it is serving as a selective marker of autolysosomes and earlier 
autophagic compartments while only weakly staining lysosomes (Klionsky et al., 
2016). An enhancement in the fluorescence emission intensity of the CYTO-ID 
dye occurs upon compartmentalization with the lamellar membrane structures 
associated with autophagic vesicles. This allows for detection of autophagy in live 
cells by fluorescence microscopy, flow cytometry and fluorescence microplate 
assay. 
 
Additionally, the disruption of active mitochondria is a distinctive feature of the 
early stages of apoptosis with changes in the mitochondrial membrane potential 
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(Δψm) (Green and Reed, 1998; Ly et al., 2003).These alterations in the 
membrane potential are presumed to be caused by either the formation of pores 
by members of the Bcl-2 family, or the opening of the inner membrane 
permeability transition pore complex (PTPC) allowing passage of ions and small 
molecules leading to the release of cytochrome c into the cytosol which then 
triggers the downstream events in the apoptotic cascade (Green and Reed, 
1998). 
 
On the other hand, it has been speculated that alterations in mitochondrial 
membrane potential appear to precede the mitophagy process and there is a 
crosstalk between the mitochondrial health, autophagy and oxidative cellular 
stress (Lee et al., 2012). Therefore, the mitochondrial membrane potential is an 
important parameter of mitochondrial function and cell health, and alterations in 
the mitochondrial membrane potential can be assessed in live cells to study 
mitochondrial behaviour in a variety of conditions and following exposure to 
different cytotoxic treatments (Choi and Lim, 2014; Wheaton et al., 2014). 
 
Different fluorescent probes can be used to measure the mitochondrial 
membrane potential with a variety of fluorescent techniques including rhodamine 
123 (2-(6-amino-3-imino-3H-xanthen-9-yl) benzoic acid methyl ester), TMRE 
(tetramethylrhodamine, ethyl ester) and JC-1 
(tetraethylbenzimidazolylcarbocyanine iodide). These dyes are typically lipophilic 
and positively charged, hence, the polarized healthy mitochondria with a more 
negative Δψm will accumulate more dye than the depolarized unhealthy 
mitochondria (Lemasters and Ramshesh, 2007). 
 
TMRE and Rhod123 are commonly used for slow and fast resolving acute 
studies, respectively (Perry et al., 2011). The JC-1 dye is a membrane-permeable 
fluorochrome able to penetrate cellular and mitochondrial membranes and is 
widely used in apoptosis studies to monitor mitochondrial health and assess Δψm 
leading to apoptosis (Cossarizza et al., 1993). Unlike other mitochondrial dyes, 
JC-1 depends only on the membrane potential and it is not affected by other 
factors such as mitochondrial size, shape, and density, which may influence 
single-component fluorescence signals. 
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At low concentrations, JC-1 exists as monomers, whereas at high concentrations 
it can aggregate into larger structures. Due to this property, the emission spectra 
of JC-1 varies based on its relative concentration within the cells and provides an 
accurate reflection of Δψm. In healthy cells, JC-1 is taken up as monomers and 
accumulate within the mitochondria because of the polarised membrane and 
forms red/orange aggregates. However, if the membrane is depolarised JC-1 is 
unable to penetrate the mitochondria and remains as green monomers in the 
cytoplasm of the cells. Therefore, when accumulated in mitochondria, JC-1 
exhibits a shift in fluorescence emission from green to red. This allows 
mitochondrial depolarization to be measured by a decrease in the red/green 
fluorescence intensity ratio, which can be assessed by fluorescence microscopy 
or flowcytometry (Fig 4.2).  
 

 
Figure 4. 2. Flow cytometry dot plot showing the gating of JC1 (orange)-aggregates and 
JC1 (green)-monomer (Source: Guava Technologies).  
 
Having established that the drug treatment with aspirin or PN517 decreased cell 
viability and suggesting that the mechanism of action is not linked closely to cell 
proliferation, one potential factor contributing to this result is the induction of cell 
death Therefore, the work in this chapter aimed to investigate whether aspirin, 
PN517, or the combinations induce apoptosis, necrosis, autophagy or a mixture 
of them.  
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For that purpose, cells were stained with Annexin V and PI following drug 
treatment to assess apoptosis and necrosis contribution. Autophagy induction 
was monitored with the CYTO-ID reagent using flowcytometry and fluorescence 
microscopy, and the JC-1 dye was used as a mitochondrial membrane potential 
indicator which correlates with both early stages of apoptosis and autophagy. 
Additionally, the effect of the drug treatments on activation of different proteins 
that play a role in stress response, apoptosis or autophagy was tested using SDS-
PAGE and western blot analysis. The autophagic proteins PI3K Class III, PIK3R4 
(Phosphoinositide-3-Kinase Regulatory Subunit 4) and Atg14 were tested as well 
as the heat shock protein 27 (Hsp27) and c-Jun which is a component of the 
transcription factor activator protein 1 (AP-1). 
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4.2. Results 
4.2.1. Evaluating Induction of Apoptosis following drug treatment 
The initial investigations aimed to assess the relative percentage of U87-MG cells 
undergoing apoptosis or necrosis following drug treatment for 24, 48, and 72 
hours using Annexin-V/PI dual staining. IC50 values determined from mono-
treatment cell viability for 48 hr were used for all drugs either separately or in 
combination, under normoxia and hypoxia. Experimental controls included the 
SVG-p12 foetal glial cell line and the standard chemotherapeutic drugs cisplatin 
and temozolomide. 
 
In the U87-MG glioblastoma cell line, in control cells under normoxia and hypoxia, 
no significant differences were found for any of the cell populations between 
timepoints or between normoxia and hypoxia (p>0.05) (Fig.4.3). Each drug 
treatment appeared to increase total apoptosis levels in a time dependent manner 
under both normoxia and hypoxia (Fig 4.3). In almost all cases, both early and 
late apoptosis levels were higher for all treatments compared to control across all 
timepoints and both conditions. At 24 hr, only PN517 and its combination with 
cisplatin and TMZ induced significant increase in total apoptosis (18.7 ±2% and 
17.1 ±1.6%, respectively, compared to 8 ±0.3% in the control, p<0.05). 
 
Following 48 hours of incubation under normoxia, treatment with PN517 alone or 
in combination with cisplatin or TMZ resulted in a significant proportion of early 
and total apoptotic cells compared to control and numbers were also higher than 
those with the two combinations of aspirin. While early apoptosis values were of 
6.5 ±0.7% for control at 48 hr, they increased up to 14.5 ±1.7% (p<0.01), 13.6 
±1.2% (p<0.01) and 15.6 ±1.8% (p<0.001) with PN517, Cis +PN517 and TMZ+ 
PN517, respectively. Accordingly, these treatments showed also an increase in 
total apoptosis values to 19.8 ±2.2%, 21±2.2% and 26.6 ±2.5 vs. 9.6 ±0.8% in 
control (Fig 4.3). However, the TMZ and PN517 combination showed the greatest 
induction of late apoptosis with a significant difference compared to the control 
(11 ±1.5% vs. 3 ±0.7%, p<0.01). 
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The same combination treatment was also significantly different from control in 
inducing late apoptosis after 72 hours of treatment (28.6 ±5.7% vs. 3.3 ±0.5%, 
p<0.001) and it produced significant differences compared to all other drug 
treatments in the late apoptotic population (p<0.0001). As for total apoptosis 
results at this timepoint, only PN517 combinations showed a significant increase 
over control (9.9 ±0.8% vs. 22.5 ±2.7% for Cis +PN517, p<0.05 and 43.3 ±5.1% 
for TMZ +PN517 p<0.0001). 
 
In hypoxia, a significant increase in total apoptosis was observed after 24 hours 
for aspirin and PN517 compared to control (17.3 ±2.3% and 20.2 ±3.2% vs. 
8.3±1.1%) (Fig 4.3). Following 48 hours of incubation, only the treatment with 
PN517 and its combination with cisplatin resulted in a significant proportion of 
total apoptotic cells (23.4 ±3.2% and 25.5 ±4.6%, respectively) compared to the 
control at 13 ±1%. Following 72 hours, only PN517 combinations were showed a 
significant induction of apoptosis compared to the control (p<0.01 for cisplatin 
and PN517 and p<0.05 for TMZ and PN517). 
 
Over the three days of drug treatment, the most effective monotherapy was 
consistently PN517, which was more effective than the positive control cisplatin 
with an exception at 72 hours under normoxia where cisplatin resulted in a greater 
overall level of apoptosis, but not significantly greater than PN517 (p>0.05). 
Additionally, the efficacy of all combinations increased over time under normoxia 
and hypoxia and the most effective combination under normoxia was TMZ and 
PN517 at 48 and 72 hr. However, this enhancement over TMZ alone was 
observed to a lesser extent under hypoxia (p>0.05).  
 
In the SVG-p12 cell line, a small increase in the induction of apoptosis over time 
was observed in the control cells under normoxia and hypoxia. However, no 
significant differences were found for any of the cell populations between 
timepoints or between normoxia and hypoxia (p>0.05) (Fig.4.4). Data showed 
overall higher levels of apoptosis compared to U87-MG cells (Fig 4.3), and in 
general, all treatments increased early apoptosis compared to control apart from 
72 hours hypoxia. However, only TMZ and its combination with aspirin and 
PN517 showed a significant increase in early apoptosis percentage over control 
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at 48 hr under normoxia (p<0.05). Additionally, TMZ was the sole monotherapy 
which produced a significant effect on SVG-p12 cells at 48 hr compared to the 
control under normoxia (11.2 ±1.1% vs. 28 ±6%, p<0.05). 
 
Total apoptosis induction appeared to increase in response to all treatments 
compared to control at all timepoints and under both conditions, although not all 
changes were significant. Interestingly, PN517 did not show significant effect at 
24 and 48 hr in contrast to U87-MG cells, under both conditions. However, it 
increased apoptosis induction significantly at 72 hr (p<0.05). Also, TMZ showed 
significant increase in total apoptosis compared to the control under normoxia at 
72 hr (p<0.05). Moreover, the most effect combination was TMZ with PN517, and 
this was the most effective treatment at all timepoints under both conditions with 
significant differences in both late and total apoptosis compared to control 
(p<0.05) (Fig 4.4). 
 
Both cell lines showed small proportions of cells undergoing necrosis which 
increased after 72 hours especially with combination treatments. Of particular 
note was an apparent increase in necrosis at 72 hr in SVG-p12 cells following 
cisplatin treatment. However, no significant effects were found between necrosis 
values under any condition (p>0.05). 
 
Representative dot plots acquired by flow cytometry for the Annexin V/PI staining 
following drug treatment can be found in the appendix figures 9.13 & 9.14 (U87-
MG) and figures 9.15 & 9.16 (SVG-p12). The vehicle (1%(v/v) DMSO) did not 
show any significant change in apoptosis in both cell lines under normoxia or 
hypoxia (p>0.05). 
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Figure 4. 3. The effect of drug treatment on inducing apoptosis and necrosis in the U87-
MG cell line under normoxia and hypoxia. Data shows the relative proportions of early and late apoptotic cells, and necrotic cells observed using Annexin-V and PI staining after 24, 48, and 72 hours of drug treatment. Values represent mean ±SEM of six 
independent experiments. A two-way ANOVA was used to detect significant differences in total apoptosis, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.9. 
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Figure 4. 4. The effect of drug treatment on inducing apoptosis and necrosis in the SVG-p12 cell line under normoxia and hypoxia. Data shows the relative proportions of early 
and late apoptotic cells, and necrotic cells observed using Annexin-V and PI staining after 24, 48, and 72 hours of drug treatment. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to detect significant differences 
in total apoptosis, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.9. 
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4.2.2. Evaluating induction of autophagy following drug treatment 
Autophagy induction was monitored in U87-MG and SVG-p12 cells following 24 
hr of drug treatment using Cyto-ID staining and flow cytometry with supporting 
qualitative images from fluorescence microscopy. IC50 values determined from 
mono-treatment cell viability for 48 hr were used for all drugs either separately or 
in combination, under normoxia and hypoxia. Rapamycin (Rap; an autophagy 
inducer by inhibiting mTOR) and Chloroquine (CLQ; a lysosomal inhibitor) were 
included as positive control (Rap+CLQ). 
 
When assessing autophagic activity in U87-MG cells, all treatments appeared to 
induce autophagy compared to control under normoxia, although no all increases 
were statistically significant (Fig 4.5). Interestingly, aspirin appeared to induce 
more autophagic activity than its analogue PN517, and aspirin in combination 
with cisplatin or temozolomide showed the greatest effect with a significant 
difference between the combinations and control. When aspirin was combined 
with cisplatin or TMZ, an increase in the percentage of autophagy to 170 ±14.6% 
and 168 ±20% was observed, respectively (p<0.01) compared to the control. The 
addition of PN517 to cisplatin and TMZ did not appear to produce any additional 
effect over monotherapy with cisplatin or TMZ alone, with no significant 
differences compared to the control (p>0.05). 
 
Under hypoxia, all treatments appeared to induce autophagy compared to control 
apart from PN517 (Fig 4.5). TMZ alone produced the largest percentage increase 
in autophagy among monotherapies (163 ±5.4%, p<0.05). PN517 did not produce 
an additional effect when in combination with cisplatin or TMZ (p>0.05). Similarly, 
to normoxia, combinations of cisplatin or TMZ with aspirin exhibited the largest 
overall induction of autophagy in U87-MG cells. An increase in the percentage of 
autophagy to 166.7 ±12.5% (p<0.01) and 158.5 ±14.4% (p<0.05) was observed 
with aspirin combination with cisplatin and TMZ, respectively. 
 
In SVG-p12 cells, a general trend towards a lesser effect of all drug treatments 
was observed compared to U87-MG cells (Fig 4.6). The patterns of monotherapy 
effect on autophagy induction were very similar to U87-MG but with consistently 
lower levels of induction, under both culture conditions. Combinations of aspirin 
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or PN517 did not appear to enhance the autophagic activity for cisplatin and TMZ. 
However, there were no significant differences for any of the treatments under 
any condition (p>0.05). 
 
The positive control (Rap+ CLQ) significantly induced autophagy detected with 
Cyto-ID in both cell lines and under different conditions (p<0.05). Additionally, the 
effects of drug treatment on autophagy activity was assessed in U87-MG cells 
under normoxia using fluorescence microscopy to confirm the formation of 
autophagy vacuoles (Fig 4.7). The green autophagic vacuoles were clearly 
observed with the positive control.  
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Figure 4. 5. The effect of drug treatment on inducing autophagy in the U87-MG cell line 
under normoxia and hypoxia. Data illustrates autophagy induction observed using Cyto-ID staining after 24 hours of drug treatment as percentage of control. Values represent 
mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.10. 
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 Figure 4. 6. The effect of drug treatment on inducing autophagy in the SVG-p12 cell line 
under normoxia and hypoxia. Data illustrates autophagy induction observed using Cyto-
ID staining after 24 hours of drug treatment as percentage of control. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.10. 
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Figure 4. 7. Representative fluorescent microscopy images illustrating autophagy 
induction in U87-MG cells under normoxia. Cells were stained with the CYTO-ID autophagy dye (green) plus Hoechst 33342 nuclear dye (blue) after 24 hr of drug 
treatment. Autophagosome formation was observed by the appearance of punctate structures in the cells and an increase in green fluorescence (Scale bar: 20 µm). The experimental procedure was performed as described in Materials and Methods section 
2.2.10. 
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Autophagy regulatory proteins assessment: 
To further characterise the effect of drug treatment on autophagy pathways, 
western blotting analysis was performed to detecting changes in different 
essential proteins involved in autophagy regulation. Changes in the regulation of 
PI3K Class III, PIK3R4 and Atg14 were examined after 24 hour of drug treatment 
at same concentrations used for cell proliferation and cell cycle analysis (IC25) in 
the U87-MG cell line, under normoxia and hypoxia. Effects on protein expression 
and regulation were determined using specific antibodies for immunoblotting and 
quantified as a fold change over the untreated cells by densitometry. The 
housekeeping β-actin protein was used for normalisation of all samples to correct 
any loading differences between lanes. The experimental conditions applied can 
be found in the appendix (Table 9.2). 
 
When assessing the levels of PI3K Class III following drug treatment, a trend 
towards an upregulation in PI3K Class III following aspirin treatment was 
observed that was greater than that observed for PN517 under both culture 
conditions (Fig 4.8). In addition, a trend towards higher levels of protein 
expression was observed under hypoxia especially following combination 
treatments. However, no significant differences were found compared to the 
control under either condition (p>0.05). 
 
A similar pattern was noted when assessing the cellular levels of a subunit of the 
PI3K complex; PIK3R4. A trend towards elevated levels was observed following 
aspirin treatment, an effect greater than that of PN517. In addition, higher levels 
of protein expression were observed under hypoxia, but with no significant 
differences under either condition (p>0.05) (Fig 4.9). Again, a trend towards 
increased Atg14 protein expression was observed following aspirin treatment 
compared to PN517, but no significant differences were found under either 
culture condition (p>0.05) (Fig 4.10). 
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Figure 4. 8. Representative immunoblots and densitometric analysis of PI3K Class III 
levels in the U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change of phospho-I3Kinase levels following 24 hr of drug treatment compared to control as determined by densitometry. Values represent mean ±SEM of six independent 
experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 
2.2.16. 
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Figure 4. 9. Representative immunoblots and densitometric analysis of PIK3R4 levels in 
the U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change of PIK3R4 levels following 24 hr of drug treatment compared to control as determined by 
densitometry. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was 
performed as described in Materials and Methods section 2.2.16. 
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Figure 4. 10. Representative immunoblots and densitometric analysis of Atg14 levels in 
the U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change in Atg14 levels following 24 hr of drug treatment compared to control as determined by 
densitometry. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was 
performed as described in Materials and Methods section 2.2.16. 
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4.2.3. Effects of drug treatment on mitochondrial membrane potential. 
To investigate whether drug treatment can induce apoptosis or autophagic cell 
death by affecting mitochondrial function, U87-MG and SVG-p12 cells were 
assessed for depolarisation of the mitochondrial membrane potential using JC-1 
and 7-AAD dual staining following drug treatment for 24 and 48 hours. IC50 values 
determined from mono-treatment cell viability for 48 hr were used for all drugs 
either separately or in combination, under normoxia and hypoxia. CCCP was 
used as positive control which is potent mitochondrial oxidative phosphorylation 
uncoupler that renders mitochondrial inner membrane permeable to protons and 
induces apoptosis. Positive depolarisation was defined by a shift from red/orange 
fluorescence (aggregate population) to green fluorescence (monomer 
population) using flow cytometer and fluorescence microscope. 
 
In U87-MG cells, drug treatment produced a similar pattern of effect to the 
apoptosis assay with less of an overall effect of treatment under hypoxia 
compared to normoxia. The greatest effect at 24 hr of drug treatment was 
observed with PN517, larger than that of cisplatin, with an increase in the 
percentage of depolarised cells from 13.6 ±2.1% to 31.8 ±7.3%. However, no 
significant differences were found under either culture condition (p<0.05) (Fig 
4.11).  
 
There were greater increases in the depolarised cell populations for all treatments 
at 48 hr, under both conditions. The PN517 effect observed at 24 hours was 
sustained to 48 hours under normoxia and again produced the largest percentage 
of depolarised cells (51.4 ±4.8% vs. 11.4 ±1.1% in the control, p<0.001). TMZ 
treatment also resulted in a significant increase in the relative proportion of 
depolarised cells at 48 hr compared to control under normoxia (40.5 ±6.4%, 
p<0.05). With regards the combination treatment effects, the highest levels of 
depolarised cell populations were observed with PN517 combined with cisplatin 
or TMZ (45.6 ±3.2%, p<0.01 and 50.6 ±1.9%, p<0.001 compared to control, 
respectively). These combinations enhanced the effects of the single drug 
treatments of both cisplatin and TMZ but were no greater than PN517 alone (Fig 
4.11). 
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At 48 hours under hypoxia, all treatments depolarised the mitochondrial 
membrane potential. PN517 was significantly efficacious compared to the control 
(40 ±9.1% vs. 18.4 ±4%, p<0.05). It is also worth noting that the effect of TMZ 
was not significant under hypoxia (p>0.05) whereas cisplatin produced a 
significant depolarisation compared to control (47 ±12.8%, p>0.05).   
  
Levels of depolarisation of the mitochondrial membrane potential in SVG-p12 
cells were greater compared to U87-MG cells under both conditions, as with 
apoptosis results. In similar way to effects observed in the U87-MG cells, no 
significant effect of treatment was found at 24 hours under either culture 
condition, p>0.05 (Fig 4.12). Under normoxia, combinations with PN517 
appeared to produce the highest levels of depolarisation but were similar to 
PN517 alone. Combinations with aspirin did not show any increase in the effect 
of the monotherapy of cisplatin or TMZ. After 48 hr, all treatments showed similar 
efficacy under hypoxia. Importantly, there was no significant effect for any drug 
treatment compared to control under either condition and at both timepoints 
(p>0.05) (Fig. 4.12). 
 
To support the results observed in the U87-MG cells, fluorescence microscope 
was used to visualise JC-1 and 7-AAD staining following drug treatment for 48 hr 
under normoxia. The effects of the drug treatment on the mitochondrial 
membrane potential and fluorescence shift of JC-1 was monitored (Fig 4.13). The 
positive control (CCCP) significantly induced depolarisation defined by a shift 
from red/orange fluorescence (aggregate population) to green fluorescence 
(monomer population) in both cell lines and under different conditions (p<0.0001). 
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Figure 4. 11. The effect of drug treatment on the mitochondrial membrane potential in 
the U87-MG cell line under normoxia and hypoxia. Data shows the relative proportions 
of depolarised cells following 24 and 48 hr of drug treatment using JC-1 staining indicated by shifting from red to green fluorescence. Values represent mean ±SEM of four independent experiments. A two-way ANOVA was used to identify significant effects, 
with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.11. 
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Figure 4. 12. The effect of drug treatment on the mitochondrial membrane potential in 
the SVG-p12 cell line under normoxia or hypoxia. Data shows the relative proportions of depolarised cells following 24 and 48 hr of drug treatment using JC-1 staining indicated 
by shifting from red to green fluorescence. Values represent mean ±SEM of four independent experiments. A two-way ANOVA was used to identify significant effects, 
with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.11. 
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Figure 4. 13. Representative fluorescence microscopy images illustrating the effect of 
drug treatment on mitochondrial membrane potential in U87-MG cells under normoxia. Cells were stained with JC-1 and 7-AAD dyes after 48 hr of drug treatment. An intact 
mitochondrial membrane potential resulted in JC-1 aggregation in the mitochondria as illustrated by the red/orange fluorescent signal, while a depolarised membrane potential leads to JC-1 monomer release into the cytosol illustrated by green fluorescent signal 
(Scale bar: 50 µm). The experimental procedure was performed as described in 
Materials and Methods section 2.2.11. 
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Stress and apoptosis proteins levels assessment: 
Following the effects observed in apoptosis, autophagy and mitopotential assays, 
and the effect of drug treatment on the activation of proteins playing essential 
roles in cellular response to stress and in cell death pathways was investigated. 
Hsp27 and c-Jun proteins play an important role in stress-induced apoptosis and 
autophagy processes, hence, the effect drug treatment on Hsp27 and c-Jun 
activation was examined after 24 hour of drug treatment in the U87-MG cell line 
at the same drug concentrations used for cell proliferation and cell cycle analysis 
(IC25) under normoxia and hypoxia. Effects on proteins phosphorylation were 
determined using specific antibodies for Phospho-Hsp27 (Ser82) and Phospho-
c-Jun(Ser73) using immunoblotting and quantified as a fold change of the 
untreated cells by densitometry. The housekeeping β-actin protein was used for 
normalisation of all samples to correct any loading differences between lanes.  
The experimental conditions applied can be found in the appendix (Table 9.2). 
 
All treatments appeared to increase Hsp27 phosphorylation, particularly under 
hypoxia (Fig 4.14). The effect of PN517 treatment appeared to increase Hsp27 
phosphorylation more than aspirin, with the largest effect in Hsp27 activation 
among monotherapies being by cisplatin. However, there were no significant 
differences compared to control for all treatments (p>0.05). 
 
With respect to c-Jun phosphorylation levels, only cisplatin and TMZ showed a 
trend toward an increase in the phosphorylation of c-Jun under normoxia. PN517 
treatment appeared to result in greater levels of phosphorylated protein than 
aspirin. Overall lower levels of phosphorylated protein were observed under 
hypoxia compared to normoxia. However, no significant effect was observed 
following any of the drug treatments under both conditions (p<0.05) (Fig 4.15).  
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Figure 4. 14. Representative immunoblots and densitometric analysis of 
phosphorylation levels of Hsp27 protein in the U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change in phospho-Hsp27 levels following 24 hr of drug 
treatment compared to control as determined by densitometry. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.16. 
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Figure 4. 15. Representative immunoblots and densitometric analysis of 
phosphorylation levels of c-Jun protein in the U87-MG cell line under normoxia and hypoxia.  Data indicate the fold change in phospho-c-Jun levels following 24 hr of drug 
treatment compared to control as determined by densitometry. Values represent mean ±SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.16. 
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4.3. Discussion 
Aspirin and its analogue PN517 have been found to reduce cell viability and 
proliferation in both cell lines tested, however the pattern of results from these 
assays and cell cycle analysis did not correlate directly suggesting a role for other 
mechanisms in the cytotoxic effect. Another factor can affect cell viability in 
addition to cell proliferation is cell death that can occur through different 
mechanisms. There are conflicting results in the literature as to which pathway is 
most important for induction of cell death by NSAIDs in glioma (Thoms et al., 
2007). Thus, the ability of the drug treatment to induce cell death was evaluated 
and the mode of cell death was investigated to include apoptosis, autophagy and 
necrosis. 
 
4.3.1. Apoptosis 
Apoptosis occurs via different pathways, often with more than one triggered 
simultaneously (Leist and Jäättelä, 2001; Nikoletopoulou et al., 2013). As 
mentioned in Chapter 1, multiple alterations in gene expression, including 
amplification or deletion, take place in GBM. These alteration in genes such as 
EGFR, MTOR and VEGF result in changes in cell growth and cell death enabling 
glioma cells to evade apoptotic signals induced by the cytotoxic drugs and confer 
chemoresistance (Normanno et al., 2006; Kanu et al., 2009; Minniti et al., 2009). 
Therefore, it has been well recognised that apoptosis resistance is a major 
regulator of glioblastoma survival and progression, and targeting apoptosis 
resistance would lead to better treatment efficacy and increase patients’ survival 
(Krakstad and Chekenya, 2010). Accordingly, the failure of many 
chemotherapeutic drugs has been attributed to the inability of these drugs to 
induce apoptosis (Kerr et al., 1972; Shah and Schwartz, 2001; Elmore, 2007; 
Vanlangenakker et al., 2008; Fulda et al., 2010). Hence, it was vital to assess the 
effects of drug treatment on apoptosis induction in U87-MG cells.  
 
A vital reported mechanism for the anti-tumour activity of aspirin and other 
NSAIDs is the induction of apoptosis. Aspirin has been shown to induce apoptosis 
in several cancer cell lines such as colorectal adenoma and carcinoma cells 
(Elder et al., 1996), mouse Neuro 2a cells (Dikshit et al., 2006), oesophageal 
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squamous carcinoma cells (Li et al., 2009), human hepatoma cells (Raza et al., 
2011)  and myeloma cell lines (Ding et al., 2014). COX-2 selective inhibitors have 
also been shown to have similar activity, such as NS-398 (Liu et al., 1999; Elder 
et al., 2000), ninesulide (Li et al., 2009) and SC326 (Doherty et al., 2009). More 
importantly, in glioblastoma cells, an enhancement of apoptosis has been 
demonstrated following exposure to aspirin, indomethacin and ibuprofen in T98G 
cells (Amin et al., 2003; Gomes and Colquhoun, 2012) and with using COX-2 
selective inhibitors in U87-MG cells (Kang et al., 2009). 
 
The results examining the induction of apoptosis in this chapter demonstrate that 
short-term treatment with aspirin can enhance apoptosis in a glioblastoma cell 
line with the analogue PN517 being more efficacious than aspirin (Fig 4.3). These 
findings confirm results found in other studies where it was demonstrated that 
diaspirins (including PN517) induce apoptosis in colorectal cancer cells to a 
greater extent than aspirin and that apoptotic effects appear at a lower 
concentration than for aspirin (Deb et al., 2011; Claudius et al., 2014). 
Remarkably, the current apoptosis data at early timepoints (24 and 48 hr) showed 
that PN517 was the most efficacious treatment particularly in U87-MG cells, while 
that was not the case in SVG-p12 cells suggesting some level of selectivity for 
the glioblastoma cell line over the non-cancerous cell line (Fig 4.4). 
 
This study found that aspirin and PN517 resulted in larger percentages of early 
and late apoptotic cells following drug treatment in both cell lines with only a small 
necrotic cell population, which would suggest that these drugs reduce cell viability 
via induction of cell death occurred mainly by apoptosis induction (Fig 4.3). Using 
an in vitro luciferase assay, a previous study in the lab found that both aspirin and 
PN517 activated caspase 8 and caspase 9 in a time and concentration dependent 
manner in the U87-MG cells, suggesting the involvement of both extrinsic and 
intrinsic apoptosis pathways (unpublished data). It was observed also that both 
PN517 and aspirin showed a similar efficacy in the activation of caspase 9, but 
aspirin produced a greater activation of caspase 8, with the lowest activation in 
both enzymes observed following cisplatin treatment at early timepoints. These 
findings were supported by western blotting (unpublished data).  
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These findings are consistent with the literature where aspirin induction of 
apoptosis has been described to be mediated by several mechanisms. As stated 
earlier, the increased PG levels caused by COX-2 have been linked to increased 
proliferation, and decreased apoptosis (Kökoğlu et al., 1998; Zimmermann et al., 
1999). Hence, aspirin and other NSAIDs can enhance apoptosis by COX-
dependent mechanisms. This was supported by several studies where the 
concentration of aspirin and nimesulide required to inhibit PGE2 production 
correlated with the inhibition of proliferation and induction of apoptosis (Li et al., 
2009). Therefore, one possible explanation for inducing apoptosis by aspirin and 
its analogue can be due to their anti-inflammatory mechanism by inhibiting COX-
2 expression thus reducing PG levels.    
 
However, other reports failed to find a correlation between COX-2 expression and 
NSAID-induced apoptosis (Molina et al., 1999; Elder et al., 2000). Concerning 
aspirin, a significant decrease in cell growth and induction of apoptosis by COX-
independent mechanisms was found in HCT116 and SW480 human colon cancer 
cell lines after aspirin treatment (Goel et al., 2003). In line with that, different 
studies showed that aspirin can induce apoptosis by affecting several pathways 
including through downregulation of the anti-apoptotic protein Bcl-2, upregulation 
of the pro-apoptotic protein Bax, activation of caspase 8, caspase 9 and caspase 
3, release of cytochrome c, inhibition of ATP synthesis and downregulation of 
VEGF (Dikshit et al., 2006; Raza et al., 2011; Gomes and Colquhoun, 2012; Ding 
et al., 2014). Thus, it would be interesting to investigate these effectors to confirm 
their involvement in aspirin/PN517-induced apoptosis.   
 
Another important pathway that has been emerged as a significant cause of 
glioma initiation and progression is the canonical Wnt/β-catenin signalling 
pathway. In addition, studies have linked PGE2 to tumour growth by activating β-
catenin (Castellone et al., 2005). Aspirin has been shown to exert antineoplastic 
action by inhibition of the β catenin/TCF signalling pathway and enhancing 
apoptosis in glioma cells (Lan et al., 2011) and colorectal cancer (Hawcroft et al., 
2002; Dihlmann et al., 2003). Studies also have indicated that aspirin may induce 
apoptosis in GBM cell lines by down-regulating STAT3 signalling and reduce the 
expression of different target genes contributing in glioblastoma survival (Kim et 
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al., 2009). It was found that aspirin inhibits the phosphorylation and activation of 
STAT3 by reducing the expression and secretion of interleukin-6. These findings 
were of high importance in glioblastoma since interleukins such as IL-6 are 
frequently expressed in human glioma cells (Sasaki et al., 2001). That would also 
suggest another possible explanation for aspirin/PN517-induced apoptosis in 
U87-MG cells but needs further investigation.  
 
Additionally, the upregulation of NF-ĸB pathway has been implicated in apoptosis 
reduction in many cancer types including brain tumours (Nogueira et al., 2011). 
NF-ĸB activity is higher with increasing grade of astrocytic tumours, hence GBM 
shows particularly high activity for this pathway (Angileri et al., 2008; 
Korkolopoulou et al., 2008). Inhibition of NF-ĸB activation has been demonstrated 
to reduce brain tumour growth, invasion and angiogenesis (Xie et al., 2008). 
Aspirin is known to inhibit the NF-ĸB pathway by inhibiting IĸB-kinase β activity 
(IKKβ) (Yin et al., 1998). Treating the SW480 colorectal cancer cell line with 
aspirin and diaspirins results in stimulation of the NF-ĸB pathway associated with 
a significant reduction in basal levels of NF-ĸB transcriptional activity (Claudius 
et al., 2014). However, it was reported that the diaspirin analogues (including 
PN517) did not induce nucleolar translocation of ReIA in contrast to aspirin, 
suggesting different mechanisms underlying the repression of NF-ĸB 
transcription, hence, the authors suggested structure-activity relationships 
important for the pro-apoptotic response to aspirin (Claudius et al., 2014). These 
findings would also support the current findings of this study where differences in 
the efficacy between aspirin and PN517 were observed. More recent review 
article has indicated that although there is a consensus in the literature that 
NSAIDs induce repression of NF-ĸB -driven transcription, the pathway to this 
repression appears to be cell type and context dependent (Chen and Stark, 
2017). Therefore, the induction of apoptosis by aspirin and PN517 observed in 
this study needs to be further investigated in order to examine the contribution of 
NF-ĸB pathway and confirm any difference in the effect between the two 
compounds. 
 
Regarding cisplatin, results obtained from apoptosis assay showed that 
prolonged exposure of cells to cisplatin leads mainly to apoptotic cell death, 
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however a small proportion of cells may undergo necrosis (Fig 4.3). Although 
cisplatin can induce structural changes in cells, it primarily works via DNA 
intercalation causing anomalies in cell replication and transient cell cycle arrest 
in the early S phase leading to a final G2/M phase arrest and eventually to 
apoptosis (Qin and Ng, 2002; Wang and Lippard, 2005; Florea and Busselberg, 
2011). Previously, studies showed that apoptosis induced by cisplatin is triggered 
by JNK/c-Jun mediated induction of FasL, dose-dependently, which also 
associated with activation of caspase-8 along with caspase-9 and -3 in sensitive 
cells (Brozovic et al., 2004; Christmann et al., 2007). These results can explain a 
trend towards increasing phospho-c-Jun levels observed by western blotting 
following treatment with cisplatin (Fig 4.15). 
 
Both extrinsic and intrinsic pathways of apoptosis were reported to be involved in 
cisplatin-induced cell death. However, the predominant apoptosis occurs via the 
mitochondrial signalling pathway through activated caspase-3. Cisplatin has 
been shown to induce mitochondrial membrane permeabilization and the release 
of the mitochondrial inter-membrane proapoptotic molecules (Cummings and 
Schnellmann, 2002; Jiang et al., 2004; Florea and Busselberg, 2011). That was 
supported by the results obtained from the mitopotential assay where an increase 
in the depolarisation of the mitochondrial membrane was observed and can serve 
as an indicator for early stage of apoptosis (Fig 4.11). 
 
Due to the mechanism of action of cisplatin and in accordance to previous 
studies, the number of apoptotic cells increased in a time dependent manner (Fig 
4.3). Additionally, cisplatin’s effect was also suggested to be concentration 
dependent where it seemed to show an early effect on cell death only at higher 
concentrations, such as 100μM. Moreover, the mode of cell death has been 
related to drug concentration, with necrosis occurring with high concentrations 
and apoptosis with lower concentrations (Sancho-Martínez et al., 2011). 
 
Since cisplatin selectively affects cells which turn over rapidly, cell death will 
occur at a faster rate in those cell populations than in other cells with a slower 
proliferation rate. That was supported with previous findings in the lab where fast 
growing glioma cell lines (like 1321N1 and GOS-3) showed reduced viability and 
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higher cell death in the first 24 hours following treatment with cisplatin compared 
to the slower proliferating cell lines SVG-p12 and U87-MG which responded more 
slowly to cisplatin treatment (unpublished data). That could provide an 
explanation for the increased but insignificant apoptosis induction observed in 
this study with cisplatin treatment. Moreover, it can be noted that cisplatin is not 
selective for U87-MG cells and exerts its effects on non-cancerous SVG-p12 cells 
too where higher proportions of apoptotic and necrotic cells were found compared 
to U87-MG cell line, which encourages the need for the investigation of drugs that 
are selective to cancerous cells (Fig 4.4). 
 
With respect to TMZ, apoptosis was induced after 72 hours, however, it was not 
found to be significant as monotherapy in U87-MG cells (Fig 4.3). This is linked 
to its mechanism of action which is dependent on its ability to add methyl groups 
to the purine bases of DNA in malignant cells. This methylation causes lesions at 
the N7 or O6 position of guanine residues, damaging the DNA and triggering a 
cascade of processes resulting in apoptosis of the GBM cell. Hence, as the cells 
proliferate, an additive cytotoxic effect is seen (Patel et al., 2014). Studies have 
verified that TMZ-triggered apoptosis in gliomas is a late response (occurring 
after at least 120 hr of drug treatment) which requires extensive cell proliferation 
(Tomicic et al., 2015). Additionally, the repair of O6-methylguanine lesion by 
MGMT prevents apoptosis (Roos et al., 2007), as described previously in section 
1.5.2. These results support the timescale of efficacy observed by the results of 
this study where TMZ showed a trend towards inducing apoptosis that increased 
with longer incubation but was not significant over 72 hr of drug treatment (Fig 
4.3).   
 
Apoptosis triggered following TMZ methylation is demonstrated to be greatly 
stimulated by p53, with an observation that p53 wild-type expressing glioma cell 
lines (e.g. U87-MG) are more sensitive than p53 mutant cell lines (e.g. U138-
MG). However, both p53 wild-type and mutant glioma cells were able to undergo 
apoptosis in response to the O6-methylguanine lesion concluding that p53 is not 
thoroughly required to induce cell death (Roos et al., 2007). In p53 wild-type 
glioma cells, apoptosis is induced by Fas/CD95/Apo-1 receptor over expression 
and activation of Fas-dependent apoptotic pathway including caspase-8. This 



 
200 

 

upregulation of Fas was explained by the fact of p53 being a transcriptional 
activator of Fas (Pohl et al., 1999). On the other hand, in p53 mutated glioma 
cells, the same DNA lesion did not induce Fas and caspase-8 activation whereas 
it triggered the intrinsic mitochondrial apoptotic pathway less effectively. This 
pathway occurs by Bcl-2 degradation and caspase-9 and -3 activations, but the 
potency of TMZ to trigger the mitopotential pathway was clearly lower than the 
death receptor pathway (Roos et al., 2007). Nevertheless, there are also opposite 
reports showing a protective function of p53 in glioma cells exposed to TMZ 
indicating cell type-specific effects (Hirose et al., 2001; Xu et al., 2005). Another 
report identified JNK/c-Jun activation as a late pro-apoptotic response of U87-
MG cells treated with TMZ as a result of AP-1 triggering induction of the 
proapoptotic protein BIM. BIM induces apoptosis by causing mitochondrial 
permeabilization and the release of apoptogenic factors activating caspases 
including caspase-9. These findings may explain the increases in depolarised 
cells observed in the mitopotential assay and the higher levels of activated c-Jun 
observed in this study (Fig 4.15).  
 
Interestingly though, a contradictory report has shown that inhibition of JNK 
enhances the TMZ-induced cytotoxicity in U87-MG cells and this increased 
sensitivity associated with enhanced senescence (Ohba et al., 2009), concluding 
that JNK produces different events depending on the time scale of drug exposure 
(Tomicic et al., 2015). Furthermore, it was proposed that O6-methylguanine-
induced apoptosis in glioma cells was preceded by secondary lesions that cause 
replication interference in the subsequent DNA replication cycle leading 
ultimately to the formation of DNA double-strand breaks (DSBs) (Ochs and Kaina, 
2000). Taken together, it was demonstrated that cell death induced by TMZ in 
gliomas is due to apoptosis with several factors determining the sensitivity of 
gliomas to TMZ including MGMT, p53, proliferation rate and DSB repair (Roos et 
al., 2007). 
 
While examining the effect of drug combinations on the induction of apoptosis, it 
was observed that aspirin combinations did not significantly increase apoptosis 
compared to the respective monotherapy. In contrast, PN517 combinations, 
particularly the combination of PN517 with TMZ, produced a significant 
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enhancement in apoptosis levels when compared to TMZ or PN517 alone, an 
effect maintained over 72 hours although less obvious under hypoxia (Fig 4.3). 
This supports the synergistic effect observed for this combination in the viability 
assay and could suggest that while a mono-therapy would require daily dosing to 
maintain efficacy, a combination treatment might have a greater treatment 
interval. Combined with lower doses of each individual drug in combination, this 
decreased treatment frequency might improve the side effect profile of the 
chemotherapy and may also reduce the rate at which resistance to TMZ 
develops. 
 
A hypoxic environment is well known to inhibit apoptosis caused by drug 
treatments leading to chemotherapy resistance through the effect on non-
apoptotic pathways and to protect the cells from the drug-induced senescence 
through a mechanism mediated, mainly by HIF-1α dependent up-regulation of 
hypoxia response element – containing genes (Sullivan et al., 2008). For 
example, a reduction in the activity of p53 under hypoxia causes inhibition of cell 
apoptosis, and cells are more likely to undergo DNA repair following DNA injuries 
in hypoxia whereas these injuries were shown to be greater and longer lasting in 
cells under normoxia environment (Brown and William, 2004). Hypoxia also 
reduces cell-senescence following treatment with chemotherapeutic drugs 
(Sullivan et al., 2008). These observations correlate well with the western blotting 
results showing lower levels of p-c-Jun and higher levels of p-Hsp27 meaning 
less apoptosis is induced by drug treatment under hypoxia. As already 
mentioned, as most anticancer drugs are more effective against rapidly 
proliferating cells, their cytotoxic effect may be reduced under hypoxia due to the 
slower growth of cells. This effect was observed with TMZ treatment where a 
smaller apoptotic population was found under hypoxia even after prolonged 
treatment with TMZ compared to the control, an effect that was also replicated in 
its combination treatments. Additionally, HIF-1α expression reduces the 
mitochondrial activity of the cell, initiates mitophagy and supresses mitochondrial 
biogenesis. This leads to reduced cell death and increased drug resistance under 
hypoxia (Kim et al., 2006; Zhang et al., 2007), providing a potential explanation 
for the reduced effect of TMZ under hypoxia. 
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There are few caveats concerning the validity of the apoptosis quantification 
results using flow cytometry. Firstly, it has been reported that some cell types 
may be damaged due to trypsinisation to suspend adherent cells prior to analysis 
using a flow cytometer. As a result, cells would be take up PI resulting in false PI 
staining results for necrotic/dead cells (Van Engeland et al., 1996). Nearly all 
manufacturers of apoptosis kits have made use of cells in suspension as sample 
cells for quantitative analysis of their products. Although they suggested different 
methods for trypsinising and harvesting cell monolayers, all these methods result 
in damage of the cell membrane (Van Engeland et al., 1996). This finding might 
provide an explanation for the overall higher levels of apoptosis found in the SVG-
p12 cells as they needed a longer period of trypsinisation to detach them from 
the surface of the culturing plates compared to U87-MG cells. 
 
Secondly, apoptotic cells can also display plasma membrane rupture consistent 
with necrosis via a process called apoptotic necrosis (Fink and Cookson, 2005). 
This secondary necrosis occurs when apoptotic bodies have been formed in the 
absence of phagocytosis, which can lead to the bodies breaking. It is therefore 
difficult to determine how a necrotic cell truly died. Additionally, an issue has been 
raised about the cell population appearing in the upper-right quadrant positive for 
PI staining, either as late apoptotic, necrotic or dead cells. This means the 
technique is unable to define the mechanism of cell death once the cells reach 
the upper right quadrant and data analysis is unable to differentiate accurately 
between the various cell populations since that cell membrane has similar 
permeability. This is particularly challenging as different analysis methods are 
followed in the literature by individual studies (Rieger et al., 2010). This can 
suggest that the late apoptotic cell population acquired during this study could 
include necrotic or apoptotic cells. If that was the case, the data obtained from 
SVG-p12 cells could suggest that the larger effect by the drug treatment was due 
to necrosis or necroptosis (Fig 4.4). 
 
4.3.2. Autophagy 
The autophagy process plays a variety of roles in cells, including removal of 
damaged organelles, regulation of metabolism, cellular survival and as a method 
of programmed cell death, and can be triggered in response to cellular stress and 
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rises in cellular metabolic demands (Parzych and Klionsky, 2014). Therefore, 
triggering autophagy, as an alternative method of cell destruction, is a possible 
mechanism by which anticancer therapies can induce cell death and has been 
identified as a potential therapeutic target in GBM (Palumbo et al., 2012). For 
example, malignant glioma cells can be radiosensitised by inducing autophagy 
(Daido et al., 2005). In line with this, it was found that curcumin suppresses the 
growth of malignant gliomas in vitro and in vivo through induction of autophagy 
(Aoki et al., 2007). Also, metformin can induce autophagy in different cancer cells 
such as colon cancer, hepatocellular carcinoma, and lymphoma, leading to a 
reduction in cell growth (Buzzai et al., 2007; Lindqvist et al., 2018). In contrast, 
autophagy has been described as a cytoprotective process in established 
tumours. It has been found to be upregulated in human gliomas as compared to 
normal brain, and many studies have suggested that glioma cells are relatively 
susceptible to autophagy induction, whereas they appear resistant to apoptosis 
(Jennewein et al., 2016). Ex vivo analyses of human GBM tissue specimens 
revealed that survival was significantly higher in patients with low levels of 
autophagy than in those with high levels of autophagy. This could confirm the 
hypothesized role for the cytoprotection mechanism exerted by the autophagic 
flux which can represent an important survival strategy of GBM cancer cells 
(Yang et al., 2011). 
 
Autophagy is enhanced in GBM after treatment with standard cancer therapeutics 
as an effective pathway to eliminate the presence of damaged DNA, cellular 
proteins, and organelles, thus enhancing cell survival and resistance to therapy 
(Jawhari et al., 2016). Recent literature shows extensive investigation of 
autophagy inhibition in combination with glioblastoma standard and novel 
therapies (Ma et al., 2017; Buccarelli et al., 2018; Lohitesh et al., 2018). For 
example, autophagy inhibition was shown to sensitise malignant glioma cells to 
radiation (Ito et al., 2005). 
 
Autophagy inhibition has also been shown to sensitise GBM cells to novel 
compounds under investigation in GBM treatment. For example, the EGFR 
inhibitor Erlotinib, in combination with autophagy inhibition increased cellular 
death compared to either agent alone in GBM (Eimer et al., 2011). In addition, 
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the cytotoxicity of imatinib, another tyrosine kinase inhibitor, was enhanced 
against human GBM cells combined with late stage (maturation) autophagy 
inhibition (Shingu et al., 2009). Accordingly, PI3K/mTOR inhibition with NVP-
BEZ235 combined with autophagy maturation inhibition induced greater GBM cell 
death than either agent alone in vitro and in vivo. This evidence suggests, within 
GBM, late stage (maturation) autophagy inhibition may prove to be a promising 
therapeutic approach (Fan et al., 2010).  
 
However, autophagy cytoprotection is pharmacologic/stress specific and 
excessive autophagy has been implicated in autophagic cell death. This 
highlights the importance of autophagy investigation in different tumours and with 
different therapies, as they do not all produce the same autophagic effects 
(Nikoletopoulou et al., 2013). In the current study, the effects of drug treatment 
on autophagy regulation was investigated by flowcytometry in addition to looking 
at different autophagic proteins. PI3K Class III forms different protein complexes, 
which are organized in a different and multi-layered manner to initiate autophagy. 
PIK3R4 regulates the kinase activity of PI3K class III and the PIK3R4/PI3K class 
III complex interacts with beclin-1 to play a role during several stages of 
autophagy (Zhong et al., 2009). Atg14 is combined with PIK3R4, PI3K class III, 
and beclin-1 (ATG14-containing PI3K complex) inducing autophagy by 
stimulating autophagosome formation. Likewise, the UVRAG (ultraviolet radiation 
resistance-associated gene) protein competes with Atg14 for beclin-1 binding, 
forming a mutually exclusive complex with PIK3R4, PI3K class III, and beclin-1 
that regulates autophagosome maturation (UVRAG-containing PI3K complex) 
(Sun et al., 2008). Aspirin was found to increase the autophagic activity in U87-
MG cells and more significantly, also the combinations of aspirin with cisplatin or 
TMZ (Fig 4.5). Interestingly, aspirin was more effective at inducing autophagy 
than its analogue PN517, an observation supported by western blotting analysis 
for autophagic regulatory proteins (PI3K Class III, PIK3R4 and Atg14) (Fig 4.8-
4.10). These findings suggest the presence of different mechanisms of action for 
aspirin and PN517 in agreement with previous observations (Claudius et al., 
2014; Bashir et al., 2019). 
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Different NSAIDs have been found to induce autophagy via different signalling 
pathways and the anti-tumour effects of NSAIDs can be considered to be related 
to their autophagy-modulating effects: either activation or inhibition of autophagy 
(Yu et al., 2018). Aspirin has been shown to inhibit mTOR signalling, activate 
AMP-activated protein kinase, and induce protective autophagy in colorectal 
cancer cells (Din et al., 2012). Recently, another study has demonstrated that 
salicylate induces autophagy via the inhibition of the acetyltransferase EP300 
rather than AMPK activation and that aspirin may mediate antiaging, 
antineoplastic and pro-health effects or anticancer and anti-cardiovascular 
disease effects via the induction of autophagy (Castoldi et al., 2018). Another 
recent report showed that aspirin induces autophagy in human hepatocellular 
carcinoma cells (HCC) dependent on Beclin-1 expression, suggesting a 
chemoprotective and inhibitory effect of aspirin on HCC development (Huang et 
al., 2018). However, aspirin combined with ABT-737 (a small-molecule Bcl-2/Bcl-
xL antagonist) induced protective autophagy at early timepoints (12 hr) in different 
human cancer cell lines, which changed into apoptosis at later timepoints (48 hr). 
It was demonstrated that p38 acted as a switch from a cytoprotective signal to a 
death-promoting signal (Zhang et al., 2015). Consequently, it is important to 
determine the fate of tumour cells treated with NSAIDs. The indistinct effect of 
autophagy in cancer may depend on the type of tumour, stage of tumorigenesis, 
tumour microenvironment, as well as genetic and epigenetic factors. 
Furthermore, the dose and duration of administration can be additional factors 
that alter the sensitisation effects of NSAIDs (Chen and Stark, 2017). Hence, the 
results obtained in this study with aspirin and PN517 in terms of cell death and 
survival have been interpreted with caution until tested in vivo. 
 
Consistent with previous reports, TMZ was found to up-regulate autophagy in 
GBM (Kanzawa et al., 2004; Ohba et al., 2009; Knizhnik et al., 2013) (Fig 4.5). 
This was again supported by western blotting where a trend towards activation of 
the PI3K Class III, PIK3R4 and especially Atg14 was observed (Fig 4.8-4.10). 
Kanzawa and colleagues demonstrated that TMZ induces autophagy, but not 
apoptosis, at early stages in different malignant glioma cell lines and that TMZ-
induced autophagy might provide a mechanism of self-defence for cancer cells 
(Kanzawa et al., 2004). The authors found that autophagy inhibition at different 
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stages has different outcomes on TMZ-induced autophagy. Autophagy inhibition 
at the initiation stage with a PI3K class III inhibitor, which inhibits microtubule-
associated protein light chain 3 (LC3) localisation, suppresses the anti-tumour 
effect of TMZ. Yet, autophagy inhibition at the maturation stage using with an 
inhibitor of vacuole type H+-ATPase, where LC3 localisation is not suppressed, 
sensitized cells to TMZ and stimulated apoptosis via activation of caspase -3 
(Kanzawa et al., 2004). It has been suggested that glioma cells undergo 
autophagy, senescence and apoptosis in a specific time-dependent manner after 
TMZ treatment (Knizhnik et al., 2013).  In this case, autophagy, which is the 
earliest event upon TMZ treatment, stimulates cells to undergo senescence 
rather than apoptosis. Furthermore, inhibition of autophagy and thereby 
senescence leads to an increase in apoptosis upon TMZ treatment, explaining 
why inhibition of JNK at the same time can enhance senescence and reduce 
apoptosis (Ohba et al., 2009). 
 
JNKs have been shown to play a role in apoptosis as well as non-apoptotic 
programmed cell death mechanisms including those of necroptosis, ferroptosis, 
pyroptosis, and autophagy. It works by stimulating or inhibiting cell death in a 
context-dependent manner by altering the expression of specific genes and 
modulating the activities of pro- and anti-apoptotic proteins through distinct 
phosphorylation events (Dhanasekaran and Reddy, 2017). A very recent report 
confirmed that JNK signalling can trigger both autophagy and apoptosis in glioma 
cells and demonstrated that autophagy and apoptosis may inhibit each other (Liu 
et al., 2019). Additionally, c-Jun, a member of the Jun family, can be upregulated 
in response to stress. The transcriptional activity of c-Jun is regulated by 
phosphorylation at Ser63 and Ser73 through SAPK/JNK (Stress-activated protein 
kinase/c-Jun NH2-terminal kinase) (Davis, 2000). SAPK/JNK pathway have been 
considered to involve in many cellular processes including proliferation, 
apoptosis, motility, metabolism and DNA repair (Johnson and Nakamura, 2007). 
That finding supports the results of this study where markedly higher autophagy 
and less apoptosis was observed after TMZ treatment at 24 hr, with a parallel 
increase in p-c-Jun levels found by western blotting that could be related to either 
stimulating autophagy or inducing apoptosis (Fig 4.15). It could be more likely 
inducing autophagy and inhibiting apoptosis since that PN517 reduced the p-c-
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Jun levels but increased the efficacy for TMZ when combined together in cell 
viability assay. 
 
On the other hand, Shen and colleagues showed that TMZ can induce cell 
autophagy, thereby suppressing the development of glioblastomas (Shen et al., 
2016). Therefore, it was also suggested that amplifying autophagy can sensitise 
the cells to TMZ and induce cell death. For example, rapamycin, an mTORC1 
inhibitor, and therefore an autophagy inducer, has also been shown to sensitise 
GBM cells to TMZ (Palumbo et al., 2012). In addition, exposure of human U87-
MG glioma cells to honokiol caused cell death and significantly enhanced TMZ-
induced insults by inducing autophagy and consequent apoptosis. Pre-treatment 
with 3-methyladenine (3-MA) and CLQ caused significant attenuations in the 
combination- induced cell autophagy and apoptosis in human glioma cells. 
Honokiol may boost the TMZ-induced autophagy of malignant glioma (Chio et al., 
2018). These finding can provide an explanation for the enhanced efficacy of TMZ 
when combined with aspirin. As aspirin produced an induction of autophagy this 
may boost the TMZ-induced apoptosis in U87-MG cells (Fig 4.5).  
 
In contrast to TMZ, cisplatin results from the autophagy assay indicated 
autophagy induction following drug treatment but to lesser extent than TMZ (Fig 
4.5). This effect was generally consistent with the immunoblotting analysis for 
regulatory proteins constituting the PI3K complex, responsible for initiation of the 
autophagic process. Similarly, it was previously reported that the endoplasmic 
reticulum (ER) stress produced by cisplatin may induce cell autophagy, cell 
apoptosis and the complicated regulatory network between them. Also, the 
inhibition of autophagy was shown to increase cisplatin-induced apoptosis by 
increasing endoplasmic reticulum stress in U251 human glioma cells (Zhang et 
al., 2015). Inhibition of cisplatin-induced autophagy was found to block the 
formation of autophagosomes and enhanced cisplatin-induced caspase-3, -6 and 
-7 activation, nuclear fragmentation and apoptosis. This provides a potential 
mechanism by which autophagy induction in response to cisplatin mounts an 
adaptive response that promotes cellular survival and suppresses and delays the 
onset of an apoptosis (Kaushal et al., 2008). Similarly, novel therapeutic strategy 
like Long non-coding RNAs (lncRNAs) has been shown to decrease autophagy 
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induced by cisplatin and improve the chemosensitivity of U87 cells to cisplatin by 
enhancing apoptosis (Ma et al., 2017). These findings may provide an 
explanation for the autophagy pattern observed following cisplatin treatment 
which could be induced as protective mechanism by the cells.  
 
Another report showed that upregulation of beclin-1 (BECN1) was detected in 
cisplatin-treated cells, and knockdown of BECN1 reduced cisplatin-induced 
autophagy and subsequently improved cisplatin-induced apoptosis in human 
bladder cancer cells (Lin et al., 2017). Also, inhibition of cisplatin-induced 
autophagy using bafilomycin A1, CLQ, or ATG7/ATG12 shRNAs significantly 
enhanced cytotoxicity of cisplatin toward human bladder cancer cells. These 
results further indicated that cisplatin induced protective autophagy which may 
contribute to the development of cisplatin resistance and result in treatment 
failure (Lin et al., 2017). Supportive results were observed in breast cancer where 
cisplatin-induced autophagy protects breast cancer cells from apoptosis (Jiang et 
al., 2017) and in human lung cancer cells where inhibition of autophagy promotes 
cisplatin-induced apoptotic cell death through the inhibition of Atg5 and Beclin-1 
(Chen et al., 2018). However, a contradictory study showed that scutellarin, an 
active flavone, promotes cisplatin-induced cytotoxic autophagy via c-MET/AKT 
signalling pathway sensitizing cells to cisplatin in non-small cell lung cancer (Sun 
et al., 2018). These findings indicate the important role which autophagy might 
play in the cells treated with cisplatin and how autophagy modulation can alter 
the overall response of the cells.  
 
Cisplatin activates several signal transduction pathways mediated by ROS, DNA 
damage, p53, TNFα mitogen-activated protein kinases (ERK, JNK, p38) and cell 
cycle inhibitors. It has been demonstrated that one or more of these pathways 
may participate in the induction of autophagy as well as in apoptosis, such as 
JNK/c-Jun pathway (Kaushal et al., 2008). Accordingly, c-Jun level increases 
observed in the current study by western blotting analysis following the treatment 
with cisplatin could also be playing different roles either in apoptosis or autophagy 
processes (Fig 4.15). 
 



 
209 

 

Hsp27 is a stress-activated multifunctional chaperone. Hsp27 expression 
increases several-fold in response to stress in order to confer cellular resistance 
to the adverse environmental change. Hsp27 is phosphorylated at Ser15, Ser78, 
and Ser82 by  MAPKAPK 2 (MAP Kinase Activated Protein Kinase 2) because of 
the activation of the p38 MAP kinase pathway and Hsp27 has been shown to 
decrease apoptotic cell death in multiple pathways (Landry et al., 1992). It is 
highly expressed in glioblastoma and other cancers where it inhibits treatment-
induced apoptosis and causes treatment resistance (Nomura et al., 2007; Chen 
et al., 2011). Hsp27 is a substrate of MAPK and PI3 K-Akt, both of which are 
overactive in many cancers, including GBM. The p38MAPK/Hsp27 pathway has 
also been suggested as an important regulator of GBM cell migration and 
potential target to inhibit brain invasion (Nomura et al., 2007).  
 
Hsp27 regulates components of both stress- and receptor-induced apoptotic 
pathways and is known to be critical for dynamic intracellular trafficking during 
autophagy (Kang et al., 2011). The pro-autophagic role of Hsp27 might involve 
the ability of small heat shock proteins to deliver protein aggregates toward the 
autophagosome (Vos et al., 2011). When considering cytoprotective autophagy, 
a large number of studies have demonstrated that Hsp27 possesses 
cytoprotective effects by inducing autophagy in different types of cancer cells 
(Kim et al., 2005; Wong and Cuervo, 2010; Rodríguez et al., 2019). Autophagy 
and HSPs regulate protein homeostasis and maintain important physiological 
functions (Wong and Cuervo, 2010). It has been suggested that the autophagic 
process can sequester mitochondria before cytochrome c release, in this way 
inhibiting apoptosis (Ashrafi and Schwarz, 2013). Accordingly, current data 
showed that all treatments appear to increase Hsp27 phosphorylation by western 
blotting analysis which is in not unexpected result (Fig 4.14). This could be 
associated with inducing autophagy or attempting to inhibit apoptosis. 
 
Several chemical compounds that inhibit Hsp27 significantly reduce drug 
resistance, while promoting Hsp27 expression triggered autophagic cell survival 
as well as inhibited apoptosis in colon cancer cells for example (Rodriguez et al., 
2019). In addition, it was shown that the inhibition of Hsp27 in prostate cancer 
cells promoted apoptosis by inhibiting autophagy, reducing proteasome activity 
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and amplifying ER stress (Kumano et al., 2012). Similarly, Hsp27 inhibited 
cisplatin-induced cell death by activation of autophagy in human hepatocellular 
carcinoma cells (Chen et al., 2011). However, these observations highlight the 
need to clarify the molecular interplay between Hsp27 and autophagy. In line with 
this, the current changes observed by western blotting following cisplatin 
treatment may play a role in autophagy or apoptosis pathways. However, these 
changes were not significant within the experiential conditions tested warranting 
further investigation to examine its exact contribution in the stress response 
following drug treatments. 
 
As discussed above, a large number of studies have revealed that the standard 
strategies for glioblastoma treatment induce autophagy, which contributes to 
therapy resistance. In this regard, as autophagy could promote cell survival or 
autophagic cell death, modulating autophagy using pharmacological inhibitors or 
inducers has received considerably more attention in an attempt to sensitise 
standard treatment for glioma treatment (Daido et al., 2005; Yan et al., 2016). 
However, the fundamental question that constantly arises after any applied 
treatment is whether autophagic activity in dying cells is the cause of cell death 
or is an attempt to prevent it. Usually to know if autophagy plays a pro-survival or 
a pro-death role, an autophagy inhibitor is added along with drug treatment 
causing cell death, hence if cell death increased that can indicate autophagy 
playing a survival role, and vice versa. There are contradictory studies about 
autophagy induced signalling following cisplatin and TMZ treatment (pro-survival 
or pro-death). Consequently, the results obtained in this study regarding the 
combinations may have two possible explanations (Fig 4.5). On one hand, 
assuming that cisplatin or TMZ-induced autophagy is a self-defence mechanism 
in response to drug treatment and serves as a cytoprotective process, PN517 
would be more efficacious than aspirin because it did not increase (even inhibited 
at some times) the autophagy induced by cisplatin and TMZ as appeared through 
the autophagy levels by the flow cytometry results. Hence, PN517 could be 
sensitising the cells to the standard drug treatment whereas aspirin does not have 
this advantage. On the other hand, assuming autophagy induced following drug 
treatment is a cell death mechanism, aspirin would be more effective by 
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amplifying this pathway and providing additive effect in the combinations, while 
PN517 does not exhibit this activity. 
 
However, another possible scenario is that both drugs have efficacy but through 
different mechanisms. Aspirin was a more potent autophagy inducer (which was 
evidenced by the results) that could cause excessive autophagy in the cells and 
induce autophagic cell death in the combination treatments. Whereas, PN517 did 
not seem to increase autophagy, yet caused more stress to the cells and switched 
autophagy to apoptosis. Both mechanisms are consistent with other studies and 
well established in the literature as already described. 
 
4.3.3. Mitochondrial Membrane Potential 
The mitochondrial membrane potential (ΔΨm) forms the transmembrane 
potential of hydrogen ions which is employed to make ATP (Mitchell, 1978). ΔΨm 
plays a vital role in mitochondrial homeostasis through selective elimination of 
dysfunctional mitochondria and transporting ions and proteins which are 
necessary for healthy mitochondrial functioning (Zamzami et al., 1995). The 
levels of ΔΨm and ATP in the cell are kept relatively stable, however, sustained 
changes in ΔΨm normal levels may be toxic and induce loss of cell viability 
(Izyumov et al., 2004). Different drug treatments can affect the mitochondrial 
membrane potential leading the cells to enter the depolarisation state. However, 
one critical factor is the time the mitochondrion stays in a state of depolarisation 
(Yaniv et al., 2010). Short-term depolarization may not lead to significant changes 
in mitochondrial functioning but can result in the activation of mitophagy 
processes where mitochondria are recycled without inducing cell death (Jin et al., 
2010), while prolonged depolarization (the exact time is difficult to establish) leads 
to cell death associated with release of cytochrome C, AIF and other factors 
(Zorov et al., 1992). Depending on the severity of the mitochondrial damage, it 
can induce cell death by apoptosis or, if the damage is extensive, by necrosis 
(Zamzami et al., 2005). 
 
The current study has performed the mitopotential assay aiming to monitor the 
changes in the mitochondrial membrane potential following drug treatment. As 
expected, all drug treatments showed depolarisation of the mitochondrial 
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membrane started at 24 hr and increased after 48 hours of the treatment (Fig 
4.11). The mitopotential assay results could be related to either apoptosis, 
autophagy or autophagic necrosis. However, the effect patterns were more 
consistent and correlates well with the apoptosis results by Annexin V/PI staining 
(e.g. PN517 was markedly more efficacious in disrupting the mitochondrial 
membrane potential than aspirin), suggesting that the loss of the mitochondrial 
membrane potential following the drug treatment is leading ultimately to 
apoptosis. 
 
These current findings are with agreement in previous results where 
accumulating evidence has shown that two common targets of NSAIDs are the 
mitochondria and calcium signalling pathways (Suzuki et al., 2010; Ralph et al., 
2015). Multiple studies demonstrated that apoptosis induced by aspirin and other 
NSAIDs is mediated by oxidative stress and excessive ROS generation which is 
potentially toxic to mitochondrial and cellular functions and might result in opening 
of mitochondrial PTPCs. In addition, ROS generation results in oxidation of 
cardiolipin which decreases its contact with cytochrome c, thereby facilitating 
cytochrome c release and opening of L-type calcium channels (LTCCs), 
activating the mitochondrial death pathway. Therefore, it was suggested that a 
better understanding of the molecular mechanisms underlying the aspirin-
mediated modification of PTPCs and LTCCs may help in the development of 
cancer selective therapies, since cancer cells appeared to be more sensitive to 
the modulation of these two types of channels than normal cells (Suzuki et al., 
2010).  
 
A recent report has demonstrated that indomethacin impairs the physiological 
balance of mitochondrial dynamics by promoting mitochondrial dysfunction 
designated by compromised fatty acid oxidation, reduced complex I activity, and 
ATP depletion leading ultimately to apoptosis (Mazumder et al., 2019). Another 
study reported the same mechanism of action, where aspirin was found to induce 
oxidative stress and mitochondrial dysfunction in HepG2 hepatoma cancer cells 
by mitochondrial apoptosis (Raza and John, 2012). The authors reported that 
mitochondrial respiratory functions were affected. While only a marginal inhibition 
of Complex I activity was observed, a significant inhibition in Complex IV 
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(cytochrome c oxidase) activity was seen. Also, aspirin produced a substantial 
decrease in cellular ATP level with increasing concentration. Interestingly, it was 
noted that altered glutathione (GSH)-redox metabolism in HepG2 cells play a 
critical role in aspirin-induced cytotoxicity, where GSH depletion enlarged the 
effects of aspirin on mitochondrial functions and apoptosis. Hence, it was 
proposed that manipulation of GSH homeostasis is potentially significant in 
increasing the efficacy of anti-inflammatory chemotherapeutic drugs by inducing 
targeted apoptosis (Raza and John, 2012). Accordingly, the effects seen in this 
study with the mitopotential assays with aspirin and PN517 might be associated 
with their ability to induce apoptosis (Fig 4.11). 
 
In summary, this chapter investigated the effects of drug treatments on cell death 
and survival. The data showed that both aspirin and PN517 induce apoptosis with 
reduction in mitochondrial membrane potential whereas only aspirin induce 
autophagy, suggesting a difference in the underlying mechanism of action for the 
two drugs. TMZ induced autophagy at early timepoint and seemed to induce 
apoptosis with longer incubation. Cisplatin induced autophagy at early timepoint 
but significantly induced loss in mitochondrial membrane potential with a pattern 
towards inducing apoptosis with longer incubation. Previous studies indicated 
mutual regulation between autophagy and apoptosis in tumour cell survival 
following chemotherapy. While the role of autophagy in cancer onset and 
progression appears still controversial, regulation of autophagy may contribute to 
an improved response to therapy, hence warranting further studies. More 
investigations into the effects of the drug treatment on mitochondrial heath and 
the metabolic activity are continued in the next chapter. 
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CHAPTER 5: EFFECT OF DRUG TREATMENT ON CELLULAR 
METABOLIC ACTIVITY 

 
 
 
 
 
 
 
 
 
 
 
 
 



 
215 

 

5.1. Introduction 
Cancer cells are highly dependent on metabolic pathways to generate the 
necessary energy for several oncogenic processes such as rapid proliferation, 
survival, invasion, and metastasis. Several lines of evidence showed that cancer 
cells exhibit profound metabolic alterations to support these processes, and 
demonstrated three major components contributing to the metabolic 
transformation of cancer cells including aerobic glycolysis, mitochondrial 
reprogramming, and deregulated lipid metabolism (Gottlieb and Tomlinson, 2005; 
Hanahan and Weinberg, 2011). Accordingly, cancer cells may alter glucose, lipid 
or amino acid metabolism, and shift the balance between anabolic and catabolic 
processes to adapt to the nutritional conditions of the tumour microenvironment 
(Newsholme et al., 1985; Fadaka et al., 2017). To this end, metabolic 
reprogramming has been emerged as a critical target in therapeutic intervention 
where these processes may be analysed directly via metabolic measurements. 
Hence, understanding the metabolic reprogramming of GBM cells is essential to 
clarify the fundamental mechanisms of GBM progression as well as to reveal 
metabolic liabilities of GBM cells which can be exploited for therapeutic targeting. 
 
Adenosine triphosphate (ATP) is the main source of cellular energy, and the two 
major energy-producing pathways in the cell are glycolysis or oxidative 
phosphorylation (mitochondrial respiration). However, most cells can switch 
between these two pathways altering their bioenergetic profiles, thereby adapting 
to changes in their environment (Dang and Semenza, 1999; Jacobs et al., 2008). 
There are many different methods available for examining the cellular 
bioenergetics and metabolic phenotyping for different cell types as well as 
monitoring shifts between mitochondrial respiration and glycolysis which can 
occur due to genetic, pharmacological, or environmental manipulation. 
 
Mitochondrial respiration assays have provided insight into the contribution of 
mitochondrial function in cancer pathogenesis that may have clinical implications.  
In these assays, the rate of oxygen consumed by cells (oxygen consumption rate; 
OCR) can be used as an indicator of mitochondrial respiration and constitutes an 
efficient way to follow metabolic activity of cells. Furthermore, oxygen 
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consumption is also used to analyse cytotoxicity in drug screening development 
as an early marker of cell death (Simonnet et al., 2014). Three methods are 
commonly used to measure OCR of cells or tissues including electron 
paramagnetic resonance oximetry (EPR), Clark oxygen electrode, and 
quenched-fluorescence oxygen-sensing assay (Diepart et al., 2010). Although 
the EPR technique is relatively easy, it is expensive and does not allow the 
measurement of multiple samples simultaneously (James et al., 1995). The Clark 
oxygen electrode is reliable method and still used in many laboratories, however, 
it requires large amount of materials and is more suitable for isolated 
mitochondria and permeabilized cells (Li and Graham, 2012). In contrast, 
quenched-fluorescence oxygen-sensing methods are usually preferred for 
evaluating mitochondrial respiration in intact cells.  They are based on the ability 
of oxygen to quench the excited state of probes, hence, the depletion of oxygen 
by the cells increases the probe signal, reflecting changes in mitochondrial 
activity (Hynes et al., 2006). This technique allows for the measurement of small 
changes in cellular respiration and minor differences in respiratory effects of 
different reagents (Heerlein et al., 2005).  
 
Monitoring of glycolytic activity is essential while identifying the metabolic 
phenotype of a specific cell type or studying the effects of metabolic modulators, 
particularly in cancer cells. The glycolytic pathway results in the production and 
extrusion of protons into the extracellular medium which is predominately from 
the excretion of lactic acid per unit time after its conversion from pyruvate, leading 
to the acidification of the medium surrounding the cell. Therefore, extracellular 
acidification rate (ECAR) can be used an indicator of lactic acid production or 
glycolysis (Wu et al., 2007). Multiple studies use external pH meters to quantify 
glycolytic activity, however, other metabolic processes in cells, such as CO2 
production by the tricarboxylic acid (TCA) cycle, can change the pH of the media 
complicating this analysis (Mookerjee et al., 2015). 
 
Investigating the contribution of both mitochondrial respiration and glycolytic 
activity to cellular bioenergetics is not possible in most assay formats. However, 
the XF Extracellular Flux Analyzer can simultaneously determine both the aerobic 
and glycolytic components of cellular bioenergetics in living cells in real time by 
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dual-fluorescent biosensors, one measures oxygen consumption rate and the 
other measures extracellular acidification rate, where OCR is reported in 
pmol/min and ECAR in mpH/min (Bulua et al., 2011; Chacko et al., 2013). 
Therefore, this technology allows to attain more comprehensive assessment of 
cellular bioenergetics and analyse the dynamic interplay between the two major 
energy-producing pathways in cancer cells. Importantly, the phenotypic 
evaluation of cancer cells in response to different metabolic substrates or 
inhibitors can be evaluated (Nicholls et al., 2010; Dranka et al., 2011).  
 
One important test that can be performed using Seahorse XFp Extracellular Flux 
Analyzer is the Cell Mito Stress Test which is a standard assay to evaluate 
mitochondrial respiration by directly measuring the oxygen consumption rate 
(OCR) of the cells using the. This test uses modulators of respiration that target 
components of the electron transport chain (ETC) in the mitochondria to 
determine key parameters of metabolic function (Fig 5.1).  

 
Figure 5. 1. Seahorse XFp Cell Mito Stress Test profile of the key parameters of 
mitochondrial respiration. Sequential compound injections measure basal respiration, ATP production, proton leak, maximal respiration, spare respiratory capacity, and non-
mitochondrial respiration (Source; Seahorse Bioscience).  
 
The initial OCR values of the cells represent the oxygen consumed through 
mitochondrial and non-mitochondrial pathways. Basal mitochondrial respiration 
rate can be calculated. Three compounds (oligomycin, FCCP, and a mix of 



 
218 

 

rotenone and antimycin A) are serially injected to reveals three key parameters 
of cellular respiration: ATP–linked respiration, maximal respiration, and non-
mitochondrial respiration, respectively. The difference between the maximal and 
the basal respirations constitutes the spare respiratory capacity which measures 
the ability of the cell to generate ATP via oxidative phosphorylation in response 
to increased energy demand. Additionally, some internally normalised 
parameters like the coupling efficiency and the relative spare respiratory capacity 
can be analysed. Equations used for calculating the different key parameters can 
be found in the appendix (Fig 9.17). 
 
To monitor glycolysis, the Seahorse XF Glycolysis Stress Test is used. This test 
assesses glycolytic function in cells by directly measuring the extracellular 
acidification rate (ECAR) using the Seahorse XFp Analyzer. Through the 
additions of glucose, oligomycin, and 2-deoxyglucose (2-DG), this test provides 
a comprehensive method to measure the key parameters of glycolytic flux: 
glycolysis, glycolytic capacity, glycolytic reserve, as well as non-glycolytic 
acidification (Fig 5.2). 

 
 

Figure 5. 2. Seahorse XFp Glycolysis Stress Test profile of the key parameters of glycolytic function. Sequential compound injections measure glycolysis, glycolytic 
capacity, and allow calculation of glycolytic reserve and non-glycolytic acidification 
(Source; Seahorse Bioscience).  
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The difference between glycolytic capacity and glycolysis rate defines glycolytic 
reserve which is indicative of the cellular ability to increase the glycolytic rate 
upon increased energy demand. Equations used for calculating the different key 
parameters can be found in the appendix (Fig 9.18). 
 
 
In this context, other procedures can be used to reveal and quantify the metabolic 
alterations that underlie malignant cell proliferation. For example, the 
measurement of glucose uptake and lactate excretion by malignant cells can 
detect shifts in glucose catabolism. In addition, determining the activity of rate-
limiting glycolytic enzymes may provide insights into points of metabolic 
regulation (Teslaa and Teitell, 2014). Glycolytic flux can be quantified by 
measuring glucose uptake and lactate excretion with several colorimetric and 
fluorometric assays. Although these assays for the measurements of extracellular 
fluid concentrations of glucose and lactate are relatively inexpensive and 
straightforward, they do not provide information on other possible fates for 
glucose-derived carbons. For example, other metabolic processes that consume 
or add metabolic intermediates to the glycolytic pathway remain undefined, which 
may impact glycolytic flux measurements and complicate data interpretations 
(Teslaa and Teitell, 2014). 
  There are many commercially available kits to detect lactate concentration, the 
end product of glycolysis, produced and secreted by cultured cells (Teslaa and 
Teitell, 2014; Rogatzki et al., 2015). In these assays, lactate dehydrogenase 
catalyses oxidation of lactate, yielding pyruvate and NADH which can directly 
reduce different reagents. The intensity of fluorescence or absorbance of a 
reduced product is proportional to the lactate concentration in the media, and is 
thus an indirect measurement of glycolysis (Teslaa and Teitell, 2014). In line with 
this, the activity of different glycolytic enzymes may limit the rate of glycolysis, 
and therefore, control the maximum possible flux (Teslaa and Teitell, 2014). 
glyceraldehyde-3-phosphate dehydrogenase (GAPDH) a key enzyme that 
catalyses the redox reaction in the glycolytic pathway by converting 
glyceraldehyde-3-phosphate (GAP) to 1, 3-bisphosphate glycerate (BPG) with a 
reduction of NAD+ to NADH. Although GAPDH has long been used as a house-
keeping enzyme in western blotting and the reverse transcription polymerase 
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chain reaction (RT-PCR) analyses (Mori et al., 2008), accumulating evidence 
suggests that GAPDH also has additional non-enzymatic functions with distinct 
subcellular distributions including cytoplasm, cell membranes and nucleus 
(Tisdale, 2001; Zheng et al., 2003; Harada et al., 2007; Sirover, 2011). In addition 
to glycolytic function, this enzyme has been implicated in numerous cellular 
processes such as membrane trafficking, iron metabolism, nuclear translocation, 
RNA transport, DNA replication and apoptosis (Colell et al., 2009; Sheokand et 
al., 2014). Deregulation of GAPDH activity  correlates with abnormal cell 
proliferation and carcinogenesis, and increased GAPDH levels were observed in 
different human cancer types and often associated with reduced survival 
(Altenberg and Greulich, 2004; Guo et al., 2013). Therefore, accurate quantitation 
of GAPDH activity is important for studying cellular physiology and may be a 
critical marker of cancer cell progression and prognosis (Zhang et al., 2015). 
Different commercially available kits provide simple and sensitive method for 
monitoring GAPDH activity in the cells. In these assays, GAPDH catalyses the 
conversion of GAP into BPG and an intermediate, which reacts with a developer 
to form a coloured product and the absorbance is measured in kinetic mode.  
 
In summary, drug treatment can influence GBM cell viability by impairing 
metabolic activity and altering different bioenergetics of the cells. The current 
study has established the effect of aspirin and PN517 on cell viability at early 
timepoints by PrestoBlue assay which rely on the metabolic activity of the cells, 
with identified effects on mitochondrial health observed by the mitopotential 
assay. Therefore, this chapter aimed to investigate the effect of the drug 
treatment on cell metabolism at an early timepoint (24 hr) and to monitor any 
changes in the various bioenergetic profiles of U87-MG and SVG-p12 cell lines 
under both normoxia and hypoxia. For that purpose, the Seahorse XFp 
Extracellular Flux Analyser (Seahorse Bioscience) was employed to monitor the 
changes in the mitochondrial respiration and glycolytic functions following mono 
and combined therapy. Additionally, lactate production and GAPDH enzymatic 
activity were investigated in response to drug treatment in U87-MG cells using 
fluorometric and colorimetric assays. 
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5.2. Results 
5.2.1. Studying bioenergetic profiles of U87-MG and SVG-p12 cells. 
In order to examine the bioenergetic profile of both U87-MG and SVG-p12 cell 
lines, optimization assays were firstly performed including cell seeding density 
titration and the compound injection titration to determine optimal nontoxic 
experimental conditions for accurate analysis. Mitochondrial and glycolytic 
profiles of both cell lines were studied under normoxia to compare contributing 
metabolic pathways and bioenergetics parameters between both cell lines. 
Mitochondrial stress test and glycolytic stress test assays were performed by 
measuring oxygen consumption and extracellular acidification rates, respectively, 
in real time using XFp Extracellular Flux Analyser. Additionally, the mitochondrial 
and glycolytic functions parameters were calculated by the Seahorse Report 
Generator software. 
 
The U87-MG cell line showed a significantly lower overall mitochondrial activity 
(oxidative phosphorylation) represented by lower oxygen consumption rates 
compared to the non-cancerous cell line SVG-p12 (Fig 5.3.A). As a result, there 
were significant decreases observed in the respiration bioenergetic parameters 
of U87-MG cells compared to SVG-p12 cells including the basal respiration rate 
(15 ±1.9 vs. 42 ±4.1 pmol/min, p<0.0001), ATP- linked respiration (11.5 ±1.6 vs. 
35.8 ±3.7 pmol/min, p<0.0001), and the maximal respiration (29.5 ±2.3 vs. 69 
±6.4 pmol/min, p<0.0001) (Fig 5.3.B). However, there was no significant 
difference between the two cell lines in respect to proton leak, non-mitochondrial 
respiration, or coupling efficiency (p>0.05). It is worth noting that the spare 
respiratory capacity was significantly higher in U87-MG cells (218 ±15.3% vs. 
166.7 ±3.4%, p<0.0001) (Fig. 5.3.C). 
 
In contrast, the U87-MG cell line showed a significant increase in glycolytic 
activity with a significant increase in the extracellular acidification rate observed 
following glucose addition compared to the con-cancerous cell line SVG-p12 (Fig 
5.4.A). Accordingly, glycolytic parameter analysis indicated significantly higher 
rate of glycolysis in the U87-MG cell line compared to SVG-p12 cells (45.1 ±2.3 
vs. 65.7 ±2.8 mpH/min, p<0.001) (Fig 5.4.B). There was no significant difference 
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between the two cell lines with respect to the glycolytic capacity and non-
glycolytic acidification (p>0.05). However, the glycolytic reserve for U87-MG cells 
was lower than for SVG-p12 (190.2 ±9.7% vs. 117.7 ±3.3%, p<0.0001) (Fig. 
5.4.C).  
 
When comparing the metabolic phenotyping for both cell lines, OCR/ECAR ratio, 
representing the relative contribution of basal respiration versus glycolysis, was 
significantly lower for U87-MG compared to SVG-p12 cells (1.06 ±0.1 vs. 0.24 
±0.03%, p<0.0001) (Fig 5.5.A) which was consistent with a significant increase 
in the Warburg effect estimated by dividing ECAR after glucose injection by OCR 
values at baseline (p<0.0001) (Fig 5.5.B). Also, these data were presented by 
percentages of the two different pathways used for generating energy, oxidative 
phosphorylation and glycolysis, for each cell line. Data showed that while SVG-
p12 cells equivalently rely on both pathways for generating energy, U87-MG cells 
showed a significantly higher percentage of glycolysis and lower percentage of 
oxidative phosphorylation (p<0.0001) (Fig 5.5.C). 
 
Additionally, when U87-MG cells were exposed to hypoxia, they showed 
generally less metabolic activity with lower OCR and ECAR values (p<0.05). 
However, the metabolic phenotyping remained similar to that seen under 
normoxia with no significant difference in the OCR/ECAR ratio or Warburg effect 
(p>0.05) (Fig 5.6). 
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Figure 5. 3. The mitochondrial respiration profile of U87-MG cell line compared to the 
non-cancerous SVG-p12 cell line. Cells were incubated for 48 hr with culture media at 37C° with CO2 under normoxia then incubated for 45 min 37C° without CO2. A 
mitochondrial stress test was performed using XFp Extracellular Flux Analyser. A) Oxygen consumption rates were measured using sequential addition of oligomycin (1µM 
final), FCCP (0.5µM final), and rotenone+ antimycin A (0.5µM final). Arrows indicate the points at which the indicated compounds were added. B and C) Bioenergetic parameters of mitochondrial and non-mitochondrial respiration.  Values represents mean ± SEM 
generated from five independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P 
< 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.12. 
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Figure 5. 4. The glycolytic activity profile of U87-MG cell line compared to the non-
cancerous SVG-p12 cell line. Cells were incubated for 48 hr with culture media at 37C° 
with CO2 under normoxia then incubated for 45 min 37C° without CO2. A glycolytic stress test was performed using XFp Extracellular Flux Analyser. A) Extracellular acidification 
rates were measured using sequential addition of glucose (10mM final), oligomycin (1µM final), and 2-deoxyglucose (2-DG; 50mM final). Arrows indicate the points at which the indicated compounds were added. B and C) Bioenergetic parameters of glycolytic 
function. Values represents mean ± SEM generated from five independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple 
comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 5. The changes in metabolic phenotyping of U87-MG cells compared to SVG-
p12 cell line under normoxia. A) OCR/ECAR ratio representing the relative contribution 
of basal respiration versus glycolysis as acquired by XFp Extracellular Flux Analyser for U87-MG and SVG-p12 cell lines. B) Warburg effect estimated by dividing ECAR after glucose injection by OCR values at baseline. C) Metabolic phenotyping for U87-MG and 
SVG-p12 cell lines represented by contribution percentages of oxidative phosphorylation and glycolysis in generating energy. Values represents mean ± SEM generated from five 
independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 
0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.12. 
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Figure 5. 6. The changes in metabolic phenotyping of U87-MG cell line under hypoxia. 
A) OCR/ECAR ratio representing the relative contribution of basal respiration versus glycolysis as acquired by XFp Extracellular Flux Analyser for U87-MG cell lines under 
normoxia and hypoxia. B) Warburg effect estimated by dividing ECAR after glucose injection by OCR values at baseline. C) Metabolic phenotyping for U87-MG cell line 
under normoxia and hypoxia represented by contribution percentages of oxidative phosphorylation and glycolysis in generating energy. Values represents mean ± SEM generated from five independent experiments. A two-way ANOVA was used to identify 
significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.12. 
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5.2.2. Effects of drug treatment on cell mitochondrial activity 
In order to investigate whether the drug treatments can affect the mitochondrial 
respiration activity and the oxidative phosphorylation of the cells, the Mito stress 
test was performed for U87-MG using Seahorse XFp Extracellular Flux Analyser, 
under normoxia and hypoxia. The drug treatments were added at IC50, as 
determined by the cell viability concentration-response curves after 48 hr. 
Mitochondrial profiles and respiration bioenergetics parameters were studied in 
U87-MG cell line following 24 hr of drug treatment, separately or in combination. 
In addition, the test was performed for the control SVG-p12 cell lines under 
normoxia.  
 
In the U87-MG cell, it can be seen from the mitochondrial respiration profiles 
acquired by Seahorse analyser (Fig 5.7) that PN517 and its combinations showed 
the greatest effect on the oxygen consumption rates with a reduction in both basal 
and maximal respiration rates, while other drug treatments did not show overt 
effects. Also, no change was observed in the rates of non-mitochondrial 
respiration. 
 
Under normoxia, neither aspirin, cisplatin nor TMZ showed an effect on any of 
the basal respiration, ATP production or proton leak rates (p>0.05) (Fig 5.8). In 
contrast, PN517 and its combinations significantly reduced the basal respiration 
and ATP production rates. While the basal respiration of the control was 14.6 
±1.7 pmol/min, it was reduced to 9.5 ±1.7 pmol/min with PN517 (p<0.05), to 7.8 
±1.1 pmol/min with cisplatin and PN517 combination (p<0.05), and to 5.7 ±1 
pmol/min with TMZ and PN517 combination (p<0.05). Similarly, ATP production 
rates for these treatments were significantly lower than the control. While the ATP 
production rate of the control was 11.2 ±1.3 pmol/min, it was reduced to 4.2 ±2.2 
pmol/min with PN517 (p<0.05), to 3.5 ±0.6 pmol/min with cisplatin and PN517 
combination (p<0.05), and to 3.3 ±0.6 pmol/min with TMZ and PN517 
combination (p<0.05). Under hypoxia, all treatments appeared to reduce basal 
respiration approximately equally but there was no significant difference 
compared to the control (p>0.05). PN517 and its combinations showed the 
biggest effect on ATP production under hypoxia but again that was not significant 
(p>0.05) (Fig 5.8). 
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Regarding the respiration rates linked to proton leak, both aspirin and PN517 
seem to lead to the biggest increase in proton leak under normoxia, however, 
there was no significant difference in the proton leak rates with any of the drug 
treatments (p>0.05). In general, proton leak was noted to be lower under hypoxia, 
again with no significant difference with any of the drug treatments (p>0.05) (Fig 
5.8). 
 
When comparing maximal respiration rates under normoxia, a similar pattern to 
the basal respiration rates was observed. PN517 had the greatest effect either 
alone or in combination on maximal respiration reduction (Fig 5.9). While the 
maximal respiration of the control was 29.1 ±2.1 pmol/min, it was reduced to 13.9 
±2.6 pmol/min with PN517 (p<0.01), to 12.1 ±1.4 pmol/min with cisplatin and 
PN517 combination (p<0.001), and to 10.9 ±1.9 pmol/min with TMZ and PN517 
combination (p<0.001). Additionally, PN517 significantly enhanced the effect of 
cisplatin monotherapy on the maximal respiration rate (p<0.01), and to a greater 
extent with TMZ monotherapy (p<0.001).  
 
Aspirin showed a similar effect to PN517 in reducing the maximal respiration 
rates, however there were no significant differences for aspirin monotherapy or 
combined therapy compared to the control (p>0.05). Furthermore, the maximal 
respiration reduction following treatment with the combination of TMZ and PN517 
was significantly higher than the combination of TMZ and aspirin (p<0.05). With 
regards the non-mitochondrial respiration rates, no significant effect was 
observed for the drug treatments (p>0.05). Similar patterns of drug treatment 
effects on maximal and non-mitochondrial respiration were observed under 
hypoxia but were not significantly different to control (p>0.05) (Fig 5.9). 
 
When studying the internally normalised parameters of the mitochondrial 
function, PN517 and its combinations showed a trend towards reducing the 
mitochondrial coupling efficiency, however, no significant differences were 
observed (p>0.05). Both aspirin and PN517 produced a significant reduction in 
the spare respiratory capacity (159.2 ±8.7%, p<0.05 and 147.5 ±7.1%, p<0.01, 
respectively) compared to the control (218 ±15.3%) (Fig 5.10). Additionally, the 
PN517 combinations with cisplatin or TMZ showed a significant reduction in the 
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spare respiratory capacity (151.7 ±16.5%, p<0.05 and 167.5 ±6.3%, p<0.01, 
respectively). Similar patterns of the drug treatment effects on coupling efficiency 
and spare respiratory capacity were observed under hypoxia but were not 
significantly different to control (p>0.05) (Fig 5.10). 
 
Regarding the effect of drug treatment on the mitochondrial respiratory activity of 
SVG-p12 cells (Fig 5.11), all drug treatments seemed to reduce the mitochondrial 
activity with a distinct effect for TMZ which was different in U87-MG cells. When 
studying the different mitochondrial key parameters, PN517 showed similar 
effects to those seen in the U87-MG cells in reducing basal respiration and ATP 
production rates (Fig 5.12). However, only the decrease in the basal respiration 
was significantly different from the control (29.1 ±2.3 pmol/min vs. 48.5 ±6.8 
pmol/min, p<0.05). Interestingly, TMZ also produced a significant reduction in the 
basal respiration and ATP production rates of SVG-p12 cells with a significant 
difference for basal respiration rate compared to the control (29.4 ±3.7 pmol/min 
vs. 48.5 ±6.8 pmol/min, p<0.05). Additionally, the PN517 combination with 
cisplatin produced a significant reduction in both basal respiration and ATP 
production rates (p<0.01). Similarly, PN517 combination with TMZ resulted in a 
significant reduction in both basal respiration and ATP production rates 
(p<0.001). Also, no significant effect was observed for the drug treatment on 
proton leak (p>0.05) (Fig 5.12). 
 
The maximal respiration rates were consistent with the basal rates (Fig 5.13), 
where PN517 and TMZ produced significant reductions in the maximal respiration 
rates (41 ±4 pmol/min, p<0.01 and 46.6 ±6 pmol/min, p<0.05, respectively) 
compared to the control (80.3 ±11.2 pmol/min). Also, PN517 treatment resulted 
in a significant reduction in the maximal respiration when combined with cisplatin 
(p<0.01) or TMZ (p<0.001). Interestingly, both PN517 and TMZ showed a trend 
towards reducing the non-mitochondrial respiration rates of SVG-p12 cells, 
however, no significant effect was observed (p>0.05). Additionally, none of the 
drug treatments either as monotherapy or combinations showed significant 
effects on coupling efficiency or spare respiratory capacity (p>0.05) (Fig 5.13).  
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Figure 5. 7. The effect of drug treatment on mitochondrial activity in U87-MG cell line 
under normoxia and hypoxia. A mitochondrial stress test was performed using XFp Extracellular Flux Analyser following drug treatment for 24 hr and oxygen consumption 
rates were measured using sequential addition of oligomycin (1µM final), FCCP (0.5µM final), and rotenone+ antimycin A (0.5µM final). Arrows indicate the approximate points at which the indicated compounds were added. Values represents mean ± SEM 
generated from five independent experiments under normoxia and three independent experiments under hypoxia. A two-way ANOVA was used to identify significant effects, 
with Tukey’s multiple comparison test. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 5. 8. The effect of drug treatment on basal respiration, ATP production and proton 
leak rates in the U87-MG cell line under normoxia and hypoxia. Data shows basal respiration, ATP-linked respiration, and proton leak-linked respiration generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean 
± SEM generated from five independent experiments under normoxia and three independent experiments under hypoxia. A two-way ANOVA was used to identify 
significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.12. 
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Figure 5. 9. The effect of drug treatment on maximal respiration and non-Mito respiration 
rates in the U87-MG cell line under normoxia and hypoxia. Data shows maximal respiration and non-mitochondrial respiration generated by Seahorse Report Generator 
and plotted using GraphPad Prism. Values represent mean ± SEM generated from five independent experiments under normoxia and three independent experiments under 
hypoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 10. The effect of drug treatment on the coupling efficiency and spare 
respiratory capacity in the U87-MG cell line under normoxia and hypoxia. Data shows 
coupling efficiency spare respiratory capacity generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from five independent experiments under normoxia and three independent experiments under 
hypoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 11. The effect of drug treatment on the mitochondrial activity in the SVG-p12 
cell line under normoxia. A mitochondrial stress test was performed using XFp Extracellular Flux Analyser following drug treatment for 24 hr and oxygen consumption 
rates were measured using sequential addition of oligomycin (1µM final), FCCP (0.5µM final), and rotenone+ antimycin A (0.5µM final). Values represent mean ± SEM generated 
from four independent experiments under normoxia. Arrows indicate the approximate points at which the indicated compounds were added. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test. The experimental 
procedure was performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 12. The effect of drug treatment on basal respiration, ATP production and 
proton leak rates in the SVG-p12 cell line under normoxia. Data shows coupling efficiency spare respiratory capacity generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from four 
independent experiments under normoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.12. 
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Figure 5. 13. The effect of drug treatment on the maximal respiration, spare respiration 
and coupling efficiency in the SVG-p12 cell line under normoxia. Data shows coupling efficiency spare respiratory capacity generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from four 
independent experiments under normoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.12. 
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5.2.3. Effects of drug treatment on glycolytic activity  
In order to investigate the effects of the drug treatment on the glycolytic activity 
of the tested cells, the Glycolysis Stress test was performed for U87-MG using 
Seahorse XFp Extracellular Flux Analyser, under normoxia and hypoxia. The 
drug treatment was added at IC50, as determined by the cell viability 
concentration-response curves after 48 hr. Glycolytic profiles and glycolytic 
bioenergetic parameters were studied in the U87-MG cell line following 24 hr of 
drug treatment, separately or in combination. In addition, the test was performed 
for the control SVG-p12 cell line under normoxia.  
 
Generally, the glycolytic function profiles of the U87-MG cell line showed obvious 
effects for PN517 and TMZ on the extracellular acidification rates, as well as an 
enhanced effect being observed in the combination of PN517 with cisplatin or 
TMZ compared to the respective monotherapy (Fig 5.14). Under normoxia, drug 
treatment with PN517 or TMZ monotherapy significantly reduced the glycolysis 
rate (47.9 ±3.6 mpH/min, p<0.05 and 44.3 ±5.3 mpH/min, p<0.01) compared to 
the control (64.4 ±2.3 mpH/min). Accordingly, these monotherapies produced a 
significant reduction in the glycolytic capacity (47.2 ±5.6 mpH/min, p<0.0001 and 
50.7 ±3.3 mpH/min, p<0.0001) compared to the control (76.4 ±3.7 mpH/min). 
Although aspirin also showed a trend towards reducing glycolytic capacity, 
PN517 was significantly more efficacious than aspirin (p<0.01) (Fig 5.15). 
 
PN517 combined with cisplatin significantly enhanced the effect of cisplatin alone 
in reducing glycolysis rate (p<0.001) and glycolytic capacity (p<0.0001). Also, 
PN517 combined with TMZ significantly enhanced the effect of TMZ alone in 
reducing glycolysis rate (p<0.05) and glycolytic capacity (p<0.001). Aspirin 
monotherapy did not produce a significant effect on glycolysis or glycolytic 
capacity on its own under normoxia (p>0.05), but in combination it enhanced the 
effect of cisplatin (p>0.001) and TMZ (p>0.05) (Fig 5.15). 
 
A similar pattern of effect was observed under hypoxia. Both PN517 and TMZ 
significantly reduced glycolytic capacity compared to the control (p<0.05 and 
p<0.01, respectively). Cisplatin combined with PN517 significantly reduced 
glycolysis rate (p<0.01) and glycolytic capacity (p<0.0001). Also, cisplatin 
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combined with aspirin significantly reduced glycolytic capacity (p<0.01). TMZ 
combined with PN517 significantly reduced glycolysis rate (p<0.05) and glycolytic 
capacity (p<0.01). Finally, TMZ combined with aspirin significantly reduced 
glycolysis rate (p<0.0001) and glycolytic capacity (p<0.0001) (Fig 5.15). 
 
With regards to non-glycolytic acidification rates, PN517 and TMZ appeared to 
reduce ECAR rates, however only the combinations of TMZ with aspirin or PN517 
showed significant differences compared to the control (p<0.05 and p<0.01) (Fig. 
5.16). No significant effect was observed for the drug treatments on the glycolytic 
reserve (p>0.05) (Fig 5.17). 
 
Regarding the SVG-p12 cell line, a similar pattern of effect of drug treatments 
was observed in general under normoxia to the U87-MG cell line, with PN517 
and TMZ producing the greatest effect on glycolytic activity (Fig 5.18). Similar to 
U87-MG cell, PN517 and TMZ seemed to reduce glycolysis rate but no significant 
differences were observed (p>0.05). However, the combinations of PN517 with 
cisplatin or TMZ significantly reduced the glycolysis rate in SVG-p12 cells (p<0.05 
and p<0.01, respectively) (Fig 5.19).  
 
Glycolytic capacity rates of SVG-p12 cells exhibited a similar pattern of effect to 
U87-MG following drug treatment. Only PN517 and TMZ significantly reduced 
glycolytic capacity (p<0.05). Additionally, PN517 combined with cisplatin 
significantly enhanced the effect of cisplatin (p<0.001) and TMZ (p<0.01) (Fig 
5.19). Although PN517, TMZ and PN517 combinations appeared to reduce the 
non-glycolytic acidification rates, there were no significant differences (p>0.05) 
(Fig 5.20). Moreover, there was no significant effect for any of the drug treatments 
on the glycolytic reserve (p>0.05) (Fig 5.20). 
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Figure 5. 14. The effect of drug treatment on glycolytic activity in the U87-MG cell line 
under normoxia and hypoxia. A glycolysis stress test was performed using XFp 
Extracellular Flux Analyser following drug treatment for 24 hr and extracellular acidification rates were measured using sequential addition of glucose (10mM final), 
oligomycin (1µM final), and 2-deoxyglucose (2-DG; 50mM final). Arrows indicate the points at which the indicated compounds were added. Values represent mean ± SEM generated from five independent experiments under normoxia and three independent 
experiments under hypoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 5. 15. The effect of drug treatment on glycolysis, and glycolytic capacity rates in 
the U87-MG cell line under normoxia and hypoxia. Data shows glycolysis and glycolytic 
capacity rates generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from five independent experiments under normoxia and three independent experiments under hypoxia. A two-way ANOVA 
was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 5. 16. The effect of drug treatment on the non-glycolytic acidification rate in the 
U87-MG cell line under normoxia and hypoxia. Data shows glycolysis and glycolytic 
capacity rates generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from five independent experiments 
under normoxia and three independent experiments under hypoxia. A two-way ANOVA was used to identify significant effects, with Bonferroni’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was 
performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 17. The effect of drug treatment on the glycolytic reserve rate in the U87-MG 
cell line under normoxia or hypoxia. Data shows glycolysis and glycolytic capacity rates 
generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from five independent experiments under normoxia and three independent experiments under hypoxia. A two-way ANOVA was used to 
identify significant effects, with Bonferroni’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 5. 18. The effect pf drug treatment on glycolytic activity in SVG-p12 cell line under 
normoxia. A glycolysis stress test was performed using XFp Extracellular Flux Analyser 
following drug treatment for 24 hr and extracellular acidification rates were measured using sequential addition of glucose (10mM final), oligomycin (1µM final), and 2-deoxyglucose (2-DG; 50mM final). Arrows indicate the points at which the indicated 
compounds were added. Values represents mean ± SEM generated from four independent experiments under normoxia. A two-way ANOVA was used to identify 
significant effects, with Tukey’s multiple comparison test. The experimental procedure 
was performed as described in Materials and Methods section 2.2.12. 
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Figure 5. 19. The effect of drug treatment on glycolysis and glycolytic capacity rates in 
the SVG-p12 cell line under normoxia. Data shows glycolysis and glycolytic capacity rates generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from four independent experiments under 
normoxia. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 
2.2.12. 
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Figure 5. 20. The effect of drug treatment on non-glycolytic acidification and glycolytic 
reserve rates in the SVG-p12 cell line under normoxia. Data shows glycolysis and glycolytic capacity rates generated by Seahorse Report Generator and plotted using 
GraphPad Prism. Values represent mean ± SEM generated from four independent experiments under normoxia. A two-way ANOVA was used to identify significant effects, 
with Bonferroni’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.12. 
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5.2.4. Effects of drug treatment on lactate production 
Another method to examine the effect of drug treatment on glycolysis activity is 
by measuring the lactate excretion by cells. Drug treatments were added, 
separately or in combination, to the U87-MG cell line under normoxia and hypoxia 
at IC50 as determined by the cell viability concentration-response curves after 48 
hr. Following 24 hr of drug treatment the culture media was replaced with assay 
media and incubated for 3.5 hr then samples were collected and frozen. After 
collecting the samples for five independent experiments, the change in the lactate 
concentration in the extracellular assay media was measured using EnzyFluoTM 
L-lactate fluorometric assay. 
 
Data showed that all drug treatments appeared to reduce lactate production 
under both conditions with PN517 and TMZ showing the greatest effect of the 
monotherapy (Fig 5.21). However, TMZ was the sole monotherapy to produce a 
significant reduction in lactate concentration under normoxia compared to the 
control (28.8 ±3.2 µM vs. 47.9 ±4.1 µM, p<0.05). With regards the combined 
therapy, a significant reduction in lactate concentration was observed with the 
combination of PN517 and cisplatin (30.1 ±4.5 µM vs. 47.9 ±4.1 µM, p<0.05). A 
similar result was produced by the combination of aspirin and TMZ (30.8 ±3.2 µM 
vs. 47.9 ±4.1 µM, p<0.05), and the greatest reduction in the lactate concentration 
was observed with the combination of PN517 and TMZ (24 ±2.8 µM vs. 47.9 ±4.1 
µM, p<0.001). Under hypoxia, a similar pattern of effect was observed following 
drug treatment. However, only TMZ and its combinations produced a significant 
decrease in lactate production. The lactate concentration was reduced to 32.1 
±3.7 µM compared to 49.2 ±4.1 µM in the control (p<0.05). Although the 
combination effect of TMZ and aspirin was significant (p<0.05), it did not seem to 
enhance the efficacy of TMZ monotherapy. In contrast the combination with 
PN517 enhanced the efficacy of TMZ and produced the greatest reduction in 
lactate production (p<0.01) (Fig 5.21). 
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Figure 5. 21. The effect of drug treatment on lactate production in the U87-MG cell line 
under normoxia and hypoxia. Data represent lactate concentration (µM) after treating 
cells for 24 hr and incubating with assay media to excrete lactate for 3.5 hr. Values represent mean ± SEM generated from five independent experiments under normoxia 
and hypoxia. A two-way ANOVA was used to identify significant effects, with Bonferroni’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 
2.2.13. 
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5.2.5. Effects of drug treatment on GAPDH enzymatic activity 
To further characterise the effect of the drug treatment on the glycolytic activity, 
the enzymatic activity of GAPDH was investigated following 24 hr of drug 
treatment in U87-MG cell line under, normoxia and hypoxia. The drug treatment 
was added, separately or in combination, to the U87-MG cell line at IC50 as 
determined by the cell viability concentration-response curves after 48 hr. 
GAPDH activity was monitored following drug treatment using GAPDH activity 
colorimetric assay kit in kinetic mode. 
 
The results showed that under normoxia GAPDH activity was marginally reduced 
with aspirin treatment but was reduced to a much greater extent by PN517 (Fig 
5.22). Cisplatin also induced a small reduction in enzyme activity and the effect 
was greater with TMZ. PN517 showed the greatest effect among all 
monotherapies and it was the single treatment which produced statistically 
significant changes compared to the control (58.5 ±6.5% vs. 100%, p>0.05). 
Generally, the drug combinations showed lower levels of GAPDH enzymatic 
activity compared to the monotherapy and both aspirin and PN517 appeared to 
enhance the effect of cisplatin and TMZ, however, only PN517 combinations with 
either cisplatin or TMZ produced a significant reduction in the enzyme activity 
compared to control. The combination of PN517 with cisplatin or TMZ reduced 
the percentage of GAPDH activity to 52.9 ±5.7% and 51.5 ±3.2% respectively 
(p<0.05).    
 
Under hypoxia, the overall levels of GAPDH activity following drug treatment were 
higher compared to normoxia, but a similar pattern of treatment effect was 
observed (Fig 5.22). PN517 appeared to have the greatest efficacy among 
monotherapies (63 ±7.3%), however, no significant differences were found with 
any of the monotherapies compared to the control (p>0.05). Regarding drug 
combinations, both aspirin and PN517 enhanced the efficacy of cisplatin and TMZ 
but only PN517 combinations produced significant differences compared to the 
control. The combination of PN517 with cisplatin or TMZ reduced the percentage 
of GAPDH activity to 58.1 ±5.4% and 61.8 ±4.8% respectively (p<0.05).  
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Figure 5. 22. The effect of drug treatment on GAPDH enzymatic activity in the U87-MG 
cell line under normoxia and hypoxia. Data represent GAPDH enzymatic activity as percentage of control after drug treatment for 24 hr and measuring enzymatic activity in kinetic mode. Values represent mean ± SEM generated from two independent 
experiments under normoxia and hypoxia. A two-way ANOVA was used to identify significant effects, with Bonferroni’s multiple comparison test, *P < 0.05; **P < 0.01; ***P 
< 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.14. 
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5.3. Discussion 
5.3.1. Metabolic characterisation of the cell lines 
Normal cells generate ATP and biosynthetic precursors through a combination of 
multiple metabolic pathways; mainly by oxidative phosphorylation and glycolysis. 
Cancer cells, on the other hand, dramatically reprogram their metabolism to 
support rapid and invasive growth (Barger and Plas, 2010). Collective evidence 
confirm that cancer cells undergo a complex metabolic reprogramming to meet 
the increased demands for macromolecules and energy for proliferation. This 
altered metabolism links with oncogene activation or loss of tumour suppressor 
genes in various signalling pathways resulting in competitive advantages for 
transformed cells (Hanahan and Weinberg, 2011). 
 
Understanding cancer cellular metabolism and its regulatory pathways has now 
become a major area of cancer research, and usage of an extracellular flux 
analyser has provided a powerful tool for investigating the cellular bioenergetics 
and reduced the need for using other more difficult techniques.  Through 
extracellular flux analysis metabolic programming of individual cancer cell types 
can be characterised and used to identify metabolic liabilities driving cancer cell 
progression and proliferation. In the current study, the Seahorse XFp 
Extracellular Flux Analyser was employed for monitoring shifts in substrate 
utilization and metabolism of GBM cells through measurement of OCR, as an 
indicator of mitochondrial respiration, and ECAR, as an indicator of glycolysis. 
Moreover, measuring the metabolic pathways in GBM cells and their 
compensatory interplay is important for understanding cellular drug resistance 
and discovering potential drugs relatively specific for cancer cells.  
 
A comparison of the cellular bioenergetics and metabolic pathways between the 
glioblastoma cell line (U87-MG) and the non-cancerous control cell line (SVG-
p12) was performed with results showing a significant change in the metabolism 
phenotyping between the two cell lines (Fig 5.3 &5.4). As anticipated, a significant 
metabolic alteration consistent with Warburg effect was observed in U87-MG 
cells with large shift towards glycolysis compared to SVG-p12 cells (Fig 5.4 &5.6). 
U87-MG cells exhibited significantly higher rates of proton production (ECAR) 
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following glucose injection compared to SVG-p12 cells. Bioenergetic profiles 
showed that SVG-p12 cells efficiently use both oxidative phosphorylation and 
glycolysis pathways. These cells displayed high basal respiration that increased 
even more in the presence of FCCP (Fig 5.3). It was noted that SVG-p12 
glycolysis increased in the presence of glucose and that almost doubled in the 
presence of oligomycin, indicating that these cells possess both an important 
respiratory reserve and glycolytic reserve. U87-MG cells, in contrast, were highly 
glycolytic with higher glucose-stimulated proton production compared to SVG-
p12, which is near maximal, given the minimal increase in lactate production 
when oligomycin was added (Fig 5.4). U87-MG basal respiration was significantly 
lower than SVG-p12 indicating that U87-MG cells rely almost exclusively on 
glycolysis, usually due to low mitochondrial content or dysfunction. However, it is 
worth noting that U87-MG maximal respiration doubles in the presence of FCCP, 
and the spare respiratory capacity was significantly higher than SVG-p12 with 
similar coupling efficiency, all suggesting that mitochondrial respiratory function 
is still intact. 
 
Despite the initial hypothesis of Warburg that aerobic glycolysis in cancer cells is 
caused by inherent mitochondrial dysfunction, several lines of evidence indicate 
that the oxidative capacity of mitochondria is intact in cancer cells with no overt 
defects on oxidative metabolism (Zu and Guppy, 2004). Many reports have 
supported this theory and established that cancer cells exhibit a glycolytic 
phenotype despite functionally active mitochondria (Fantin et al., 2006). It has 
been clarified that cancer cells tend towards aerobic glycolysis despite the 
mitochondrial capacity indicating that the glycolytic phenotype is sufficient to 
satisfy the fundamental requirements for cell proliferation and progression 
(Vander Heiden et al., 2009). Previous study showed that the mitochondria in 
human astrocytoma cells taken from different patient biopsies display 
heterogeneous pathological transformations which were attributable to cellular 
variability and diversity of microenvironment conditions of these tumours 
(Arismendi-Morillo and Castellano-Ramirez, 2008). Although that study 
suggested that most of astrocytoma cells are inable to produce satisfactory 
amount of energy via oxidative phosphorylation, the ultrastructural mitochondrial 
pathology indicated that possibly both glycolytic inhibition and mitochondrial 
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respiration inhibition or down-regulation would be potential target for therapeutic 
strategies of astrocytoma tumours (Arismendi-Morillo and Castellano-Ramirez, 
2008).  
 
Based on the findings of this study, it can be hypothesized that the U87-MG 
metabolic phenotype reflects altered bioenergetic requirements to support 
proliferation and that the glycolytic pathway seems to be the main source of 
energy in U87-MG cells. This assumption is supported by the observation that 
exposure to oligomycin did not significantly increase ECAR and the cells showed 
very little glycolytic reserve (Fig 5.4). As they do not consume much oxygen to 
generate ATP by oxidative phosphorylation, they are relying nearly on their 
maximum glycolytic capacity to compensate ATP production. Increased 
glycolysis flux supports the proliferation of cancer cells by generating additional 
energy in the form of ATP and providing glucose-derived metabolic intermediates 
for nucleotide, lipid, and protein biosynthesis (Locasale, 2013).   
 
A large number of studies have reported metabolic alterations and a switch to 
glycolytic activity exhibiting the Warburg effect in different cancer cells, indicating 
that targeting the resulting metabolic phenotypes may be a productive therapeutic 
strategy (Hardie et al., 2017). For example, phenotypic analysis of pancreatic 
cancer cells showed metabolic changes consistent with mitochondrial 
dysfunction, including reduced oxygen consumption and increased glycolysis 
(Hardie et al., 2017). Another study profiled the metabolic phenotype of two 
human non-small cell carcinoma cell lines, H460 and A549. Both cell lines 
displayed a dependency on glycolysis, however, H460 cells were shown to be 
more glycolytic than A549 cells having a greater impairment of mitochondrial 
respiration (Wu et al., 2007). The relationship between metabolism and malignant 
transformation was analysed at different stages of oncogenic progression. 
Transformation of fibroblasts by H-RasV12/E1A oncogenes increased oxidative 
phosphorylation activity, accompanied by cell death at low passage number 
whereas in high passage number cells, OCR declined while ECAR increased 
consistent with the Warburg effect, leading to increased growth rates and tumour 
forming potential (De Groof et al., 2009). The cells in this study were used over a 
range of relatively low passage number and displayed consistent results. That 
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would indicate that passage number has not played a role in the current results 
and the observed metabolic phenotyping of U87-MG cells is due to its 
characteristics.  
 
GBM, like most cancers, presents the fundamental metabolic phenomenon, the 
Warburg effect, where cancer cells utilize aerobic glycolysis as the primary 
source of ATP (Deberardinis et al., 2008; Jones and Thompson, 2009). 
Furthermore, studies showed that reversal of the Warburg effect could inhibit 
U87-MG cell proliferation indicating that the modulation of GBM cell bioenergetics 
and reversal of Warburg effect might provide a novel therapy for GBM. A higher 
extracellular acidification rate and maximal mitochondrial respiration rate has 
been observed in U87-MG cells compared to neuroblastoma SH-SY5Y cells 
(Poteet et al., 2013). It was demonstrated that lactate dehydrogenase expression 
levels were higher in U87-MG cells and primary cultured astrocytes than in SH-
SY5Y cells and neurons. In addition, it was found that mRNA levels of succinate 
dehydrogenase and peroxisome proliferator-activated receptor-γ were high in 
U87-MG cells, suggesting high capacity for mitochondrial metabolism and uptake 
of fatty acids related to synthesis of the cell membrane, respectively (Kim et al., 
2015). 
 
In a recent study by Hujber and colleagues, significant differences in the 
metabolic phenotype was found between different glioma cell lines (Hujber et al., 
2018). The lowest respiration rate was produced by U87-MG cell line, while the 
highest basal rate was observed in U373 MG cell line. Furthermore, the highest 
lactate production rate following glucose addition, regardless of the presence of 
a mitochondrial respiratory inhibitor or not, was observed in U87-MG cell line. The 
authors also reported that the glutaminolysis-driven respiratory capacity was 
significantly higher in U251 cell line than in U87 MG or U373 MG. In contrast, 
U373 MG cells, which have both high glucose utilisation and high respiratory 
capacity, exhibited the fastest proliferation rate. Their data also revealed that 
IDH1 mutation and related 2-hydroxyglutarate (2-HG) accumulation led to 
increase in the basal respiration and decrease in the glycolytic capacity (Hujber 
et al., 2018). Other studies also have asserted that α-ketoglutarate (α-KG), an 
intermediate metabolite in the Krebs cycle, and the associated amino acid 
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glutamate play central role in the metabolic alterations of glioma cells (Maus and 
Peters, 2017). These findings support the current obtained data where U87-MG 
cells exhibited clear glycolytic activity with low mitochondrial respiratory activity, 
and may suggest that other metabolic pathways like glutamate metabolism can 
play an important role in the cells survival (Fig 5.5 &5.6).  
 
Interestingly, recent studies have indicated that there is very wide variation in 
cancer cell metabolic phenotypes within different tumours of the same cancer 
type, meaning one cell line could show different responsiveness to chemotherapy 
drugs to other cell lines of the same cancer (Dar et al., 2017). Cellular 
bioenergetic profiling of numerous ovarian cancer cell lines revealed significant 
bioenergetics diversity and showed heterogeneity in using glycolysis or oxidative 
phosphorylation as energy sources. For instance, chemosensitive ovarian cancer 
cell lines (A2780 and PEO1) exhibited a glycolytic phenotype, whereas the 
chemoresistant cell lines (C200 and PEO4) revealed a high metabolically active 
phenotype with a metabolic flexibility in using different energy pathways and 
ability to switch between oxidative phosphorylation or glycolysis (Dar et al., 2017). 
Therefore, it can be concluded from the previous studies that the results obtained 
in this study using U87-MG cell line might be different when using other GBM cell 
line with different metabolic phenotyping, which would also have an impact on the 
drug treatments efficacy. Accordingly, it can be suggested that glioma biopsy 
would need to be metabolically profiled before a treatment option for a patient 
was selected. 
 
Several oncogenes and tumour suppressors have been shown to play a role in 
metabolic regulation of cancer cells. Different oncogenic proteins like PI3 kinase, 
AKT, and RAS as well as tumour suppressors such as PTEN, retinoblastoma, 
and p53 have been reported to play a role in directing the metabolic 
transformation of cancer cells (Levine and Puzio-Kuter, 2010; Iurlaro et al., 2014). 
Additionally, other factors associated with the proliferation or survival of cancer 
cells, such as NF-ĸB, have also been shown to regulate cancer cellular 
metabolism (Hayden and Ghosh, 2004; Levine and Puzio-Kuter, 2010). 
Accordingly, different bioenergetic pathways within glioma cells have been 
reported to critically contribute to tumour biology and connect to pro-oncogenic 
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signalling such as AMPK, mTOR and HIF signalling (Strickland and Stoll, 2017). 
For example, one study demonstrated that microRNA-451 regulates LKB1/AMPK 
signalling and allows adaptation to metabolic stress in glioma cells (Godlewski et 
al., 2010). Furthermore, mutations in p53 and isocitrate dehydrogenase IDH1 and 
IDH2 have been implicated in oncogenic signalling and establishing metabolic 
phenotypes in genetically-defined subsets of malignant glioma (Godlewski et al., 
2010). Specific mutations in IDH were shown to be linked to tumorigenesis 
particularly in GBM and acute myeloid leukaemia (Yan et al., 2009) but not other 
tumours (Bleeker et al., 2009). Therefore, multiple signalling pathways might be 
involved in the metabolic phenotyping observed with U87-MG cells in the current 
study which would be interesting to identify and target these metabolic liabilities. 
 
In WHO grade II/III gliomas, mutations in IDH are the most prevalent genetic 
abnormalities and IDH-mutated tumours comprises approximately 80% of all 
clinical cases (Zhong et al., 2009; Suzuki et al., 2015). Emerging studies have 
demonstrated greater sensitivity to chemotherapy in low-grade gliomas and 
secondary GBMs, and the occurrence of IDH mutations predicts longer survival 
clinically (Suzuki et al., 2015). Neomorphic changes in IDH enzyme redirect 
carbon-based metabolites into unusable 2-HG leading to reprogramming of the 
Krebs cycle by altering glutamine utilization and pyruvate metabolism. The 
metabolic reprogramming and compromised oxidative metabolism may restrict 
physiologically important metabolic routes, such as ATP generation and 
macromolecule synthetic pathways resulting in the increased vulnerability of 
IDH1 mutant cells to cancer treatment (Dang et al., 2009; Izquierdo-Garcia et al., 
2015). These observations were reported by different studies. For example, IDH1 
mutation was shown to increase U87-MG glioma cell sensitivity to radiation 
therapy in mild hypoxic conditions (Wang et al., 2014). Also, the defects found in 
oxidative metabolism and 2-HG production have been shown to confer sensitivity 
to chemotherapy in IDH1-mutated glioma cells. For instance, IDH1 mutation 
sensitized glioma cells to therapies such as TMZ by inducing greater DNA 
damage and apoptotic changes in mutant glioma cells (Lu et al., 2017). In that 
study, U87 and U251 stable cell lines ectopically expressing wild-type IDH1, and 
established IDH1 mutant U87 MG or U251 MG cell lines were used. It was found 
that IDH1 mutant cells were more vulnerable to TMZ treatment in vitro suggesting 
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that the metabolic defects in IDH-mutated cells confer cytotoxicity by production 
of 2-HG. It was also demonstrated that compromised oxidative metabolism and 
decreased NAD+ pool in IDH1-mutated cells can impair the PARP-dependent 
DNA repair mechanism leading to significantly elevated DNA damage and cell 
death (Lu et al., 2017). Accordingly, the emergence of metabolic enzymes such 
as IDH1 and many others (e.g. PKM2 (pyruvate kinase muscle isozyme M2), 
SDH (succinate dehydrogenase), FH (fumarate hydratase) and PDK1(pyruvate 
dehydrogenase kinase 1)) as important regulators of cancer cell growth (Jones 
and Thompson, 2009). Also, the genome analysis data of GBM tumours revealed 
that AMPK isoforms are highly expressed within the cells (Chhipa et al., 2018). It 
was demonstrated that oncogenic stress chronically activates AMPK in GBM 
stem cells and regulates GBM bioenergetics through the transcription factors HIF-
1α and GABPA (GA binding protein alpha chain). Taken together, all previous 
studies suggest that metabolic regulation is a key factor of tumour progression 
and that understanding metabolic rewiring in cancer cell has the potential to open 
a new area of metabolic therapy for cancer treatment. Accordingly, current data 
of the combined therapy obtained in this study has also supported these findings 
where the metabolic modulation by PN517 in the combined therapy significantly 
enhanced the effect of both cisplatin and TMZ. However, the exact underlying 
mechanism for the effects on the metabolic pathways still need further 
investigation.  
 
Effect of hypoxia on cellular metabolism 
Cancer cells exhibit alterations to essential chemical processes of 
macromolecules (carbohydrates, proteins, lipids, and nucleic acids) within the 
microenvironment of the tumour where the availability of basic nutrients such as 
glucose, glutamine, and oxygen is limited (Newsholme et al., 1985; Vander 
Heiden et al., 2009). Such alteration can occur because of increased hypoxia, 
which leads the cells to rely on reductive carboxylation of glutamine-derived α-
ketoglutarate almost exclusively for lipid synthesis (Metallo et al., 2012). 
Moreover, glutamine-dependent reductive carboxylation has been recognised as 
the major source of acetyl CoA in ETC-deficient cancer cells (Mullen et al., 2012). 
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Additionally, transformed and hypoxic cells scavenge unsaturated fatty acids 
from lysophospholipids to support their growth (Kamphorst et al., 2013). 
Importantly, it was noted in some cases that cancer cells display other metabolic 
profiles such as the reverse Warburg effect, in which the cancerous cells use 
oxidative stress to extract nutrients from surrounding cells (Martinez-Outschoorn 
et al., 2011), or metabolic symbiosis, where malignant cells within the same 
tumour may simultaneously use glycolysis and oxidative phosphorylation through 
using the lactate produced by glycolysis to fuel ATP production via oxidative 
phosphorylation in other cells (Ho et al., 2012). The effects of hypoxia on cellular 
biology and metabolism will be studied further in chapter 6. 
 
Regarding hypoxia experiments of this study, U87-MG untreated control cells 
continued to rely on their maximum glycolytic capacity and did not show a 
significant shift in the metabolic phenotyping compared to normoxia. 
Nevertheless, the spare mitochondrial capacity was remarkably lower under 
hypoxia meaning they also rely on their maximum respiration. Many reports have 
demonstrated that cancer cells rapidly exploit metabolism to adapt and survive 
through metabolic plasticity, however, cancer cell adaptation strategies go 
beyond glycolysis and the metabolic phenotype and vulnerabilities of cancer cells 
were shown to be highly variable between different cell lines (Dar et al., 2017; 
Hardie et al., 2017). Accordingly, the changes observed in U87-MG metabolic 
activity under hypoxia may be due to the cells adapting to the different 
environmental conditions, with other pathways like glutaminolysis might be 
involved (Fig 5.6). 
 
5.3.2. Effect of drug treatment on cell metabolism 
In addition to obtaining the mitochondrial and glycolytic profiles for U87-MG and 
SVG-p12 cell lines, the current study determined any changes in the bioenergetic 
profiles in response to drug treatment with aspirin and its analogue PN517, as 
monotherapy or in combination with the standard chemotherapy drugs. The 
effects of drug treatment on mitochondrial function (measured by OCR) and 
glycolytic functions (measured by ECAR) were assessed using Mito Stress and 
Glycolysis Stress tests, respectively.  
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Cisplatin 
The results showed that cisplatin did not affect U87-MG metabolic activity as no 
significant effect was observed on either mitochondrial respiration or glycolysis. 
Also, none of the mitochondrial or glycolytic key parameters were changed 
following the drug treatment (Fig 5.8-5.10 &5.15-5.17). However, cisplatin 
seemed to be more efficacious in SVG-p12 cells in which a trend towards 
reducing each of basal respiration, maximal respiration, ATP production, coupling 
efficiency as well as glycolytic capacity was observed (Fig 5.12-5.13 &5.19). 
 
There is controversy relating to metabolic alteration by cisplatin in the literature, 
where studies have reported an inconsistent response to cisplatin treatment in 
different cancer cell lines. For example, one study showed a reduction in glucose 
uptake after cisplatin treatment in ovarian cancer (Liang et al., 2008). It was 
demonstrated that glucose transporter GLUT1 protein levels did not change after 
cisplatin treatment, however, the membrane localization of GLUT1 was lost. 
Additionally, it was reported that cisplatin-resistant cancer cells generally grow 
slower and display less uptake of various compounds, including nutrients. In other 
study using HeLa cells, cisplatin had anti-metabolic activities resulting in reduced 
oxidative phosphorylation, glycolysis and glycolytic reserve, while enhancing the 
Warburg effect (Heymann et al., 2018). This finding is in contrast to the results 
reported here, but may be explained by differences in treatment concentrations 
or cell type, as the study by Heymann and colleagues used higher cisplatin 
concentrations and/or longer incubation periods. That was supported by different 
studies where different effects of cisplatin might occur due to different 
concentrations and time of exposure (Desoize, 2002; Florea and Busselberg, 
2011). Similar results were found for the human uterine cervical cancer cell line 
SiHa where cisplatin reduced glycolysis and suppressed glycolysis-related 
protein expression including GLUT1 and GLUT4 (Wang et al., 2016). 
Furthermore, mitochondrial accumulation of cisplatin was reported to damage 
mitochondrial structure and function (Dzamitika et al., 2006) and it was thought 
to be a possible explanation for the impaired cellular respiration observed in HeLa 
cells. However, significantly higher concentrations (100-500 µM) were used 
which might explain not seeing the same effect in the current study (Fig 5.8-5.10). 
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In cisplatin -resistant lung cancer cells, it was noted that these cells have high 
levels of reactive oxygen species and undergo metabolic reprogramming 
(Wangpaichitr et al., 2017). The cells were shown to be no longer dependent on 
the glycolytic pathway, but reliant on amino acids for energy production and 
biosynthesis. They were found to take up greater amounts of glutamine and 
secreted higher levels of glutamate. The key glycolytic enzymes hexokinase-2 
(HK2) and lactate dehydrogenase A (LDHA), in addition to lactate production 
were also decreased in all examined cisplatin -resistant cell lines. Further recent 
studies supported similar findings and demonstrated that cisplatin resistant cells 
show specific metabolic alterations where a decrease in oxidative 
phosphorylation and increase in glutamine dependency were observed, 
suggesting that targeting these metabolic vulnerabilities by combination therapies 
might offer a unique method to treat cancer cells (Geoghegan et al., 2017; 
Castedo et al., 2018). Accordingly, another explanation for not seeing an effect 
in cisplatin treated cells is due to cells being resistant to metabolic changes by 
cisplatin and not due to low concentrations used. Hence, impairing the metabolic 
flexibility might be useful method to sensitise cells to cisplatin as observed in the 
combination with PN517 (Fig 5.8-5.10 &5.15-5.17). 
 
In contrast, another study reported that glucose metabolism is upregulated in 
cisplatin-resistant chondrosarcoma cells and the underlying mechanism was 
suggested to be related to the EGFR signalling pathway which was reported to 
be highly activated in human chondrosarcoma cell lines (Song et al., 2014). 
EGFR was shown to be involved in the regulation of glucose metabolism by 
stabilizing the sodium/glucose cotransporter (SGLT1) and facilitating glucose 
transport into cells (Weihua et al., 2008). Cisplatin treatment, in turn, was shown 
to activate EGFR in multiple cancer cell lines (Benhar et al., 2002) and this 
overexpression of EGFR contributed to cisplatin resistance through the 
upregulation of glycolysis key enzymes. Accordingly, the combination of an 
EGFR inhibitor or anaerobic glycolysis inhibitor with cisplatin displayed 
synergistic inhibition effects on cisplatin-resistant chondrosarcoma cells (Song et 
al., 2014). These findings suggest a possible mechanism for the combinations of 
aspirin and PN517 with the standard chemotherapy drugs and will be discussed 
further in the final discussion. 
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Therefore, it can be noted that several cell lines respond differently to cisplatin 
which could be related to their initial metabolic phenotyping and their metabolic 
plasticity (Alborzinia et al., 2011). It was revealed that the cisplatin-induced 
cytotoxicity and the contribution of mitochondrial dysfunction varies among cells 
and depend on cell proliferation, mitochondrial redox status, mitochondrial DNA 
integrity and bioenergetic function (Marullo et al., 2013). For instance, cisplatin 
induced elevations in ROS, DNA damage and cell death in IDH1-mutant HCT116 
colorectal cancer cells and U251 glioma cells compared with IDH1 wild-type cells 
due to heightened vulnerability of oxidative phosphorylation metabolism.  Hence, 
it was concluded that altered oxidative stress responses and impaired 
mitochondrial activity underlie the sensitivity of IDH1-mutant cancer cells to 
cisplatin (Khurshed et al., 2018). Taken together, the effects of cisplatin on the 
metabolic regulation appear to be depend on different tumour types and the 
mechanisms are still under investigation (Song et al., 2014). Therefore, although 
cisplatin did not produce remarked effect on cell metabolism using U87-MG cells 
in this study, that might be different in other GBM cells displaying different 
metabolic phenotyping.  
 
TMZ 
Regarding TMZ effects on the cellular metabolic activity in the current study, no 
significant effects were observed on U87-MG mitochondrial respiration while 
significant effects on the glycolytic activity was observed with lower extracellular 
acidification rates associated with reduction in both glycolysis rate and glycolytic 
capacity (Fig 5.8-5.10 &5.15). In contrast, in the SVG-p12 non-cancerous cell 
line, TMZ was more efficacious in impairing metabolic activity of the cells where 
it produced a decrease in glycolytic capacity as well as reducing the overall 
oxygen consumption rate, with a significant reduction in the basal and maximal 
respiration rates that could be in part due to the fact that they have higher 
functional mitochondria (Fig 5.12-5.13 &5.19-5.20). 
 
It has been reported that TMZ-induced DNA damage leads to PARP activation 
resulting in cytoplasmic NAD+ depletion, which inhibits glycolysis (Oliva et al., 
2010; Su et al., 2018). However, the oxygen consumption rate and ATP 
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production were found to be increased by TMZ in other studies suggesting an 
adaptive response to DNA damage and high energy demand. Consistent results 
were found in U251 glioblastoma cells where TMZ-induced DNA damage 
significantly reduced the level of NAD+ via PARP activity, therefore, suppressed 
glycolysis led to reduce energy production in the cells. Both basal glycolysis and 
glycolytic capacity were reduced by TMZ, however, no decrease the intracellular 
ATP levels was observed.  Additionally, it was reported that TMZ suppressed 
protein expression of glycolytic enzymes (PKM2 and LDHA) in GSC923 GBM 
cells but not GSC827 GBM cells. Although some reports suggested that TMZ 
induces mitochondrial dysfunction, no significant apoptosis was detected at the 
timepoint tested (48 hr) in all investigated GBM cell lines (Su et al., 2018). 
However, another study reported that no cellular metabolic changes were 
observed in the GBM8401 glioblastoma cell line following TMZ treatment with no 
overt decrease in OCR or ECAR (Hsu et al., 2018). A recent study in 2019 
investigating metabolic activity of different GBM cell lines reported that TMZ did 
not affect mitochondrial respiration activity in U87-MG cells while little decrease 
in T98G mitochondrial respiration was observed with significant reduction in ATP-
linked respiration (Desai et al., 2019). Accordingly, the previous results are 
supporting current findings where TMZ produced significant inhibition in glycolytic 
activity but with no significant effect on mitochondrial respiration in U87-MG cells 
(Fig 5.8-5.10 &5.15).  
 
Aspirin and PN517 
Previous reports showed that some NSAIDs act as mitochondrial uncouplers and 
inhibit oxidative phosphorylation even at low millimolar range. However, the 
potency of the NSAID effects on mitochondrial function and killing cancer cells 
does not seem to correlate with their uncoupling activity or effects on oxidative 
phosphorylation, suggesting that modifying mitochondrial function is not the direct 
cause of the high dose NSAID toxicity on normal cells (Ralph et al., 2015). 
Regarding aspirin, current findings of the metabolic activity analysis showed a 
trend towards reducing both mitochondrial and glycolytic functions in U87-MG 
cells allowing drug treatment, however, aspirin only produced a significant 
reduction in the mitochondrial spare respiratory capacity (Fig 5.10). Concerning 
the SVG-p12 cell line, aspirin produced a similar pattern of results, with no 
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significant effect for any of the bioenergetic parameters. However, when aspirin 
was combined with cisplatin or TMZ, it appeared to enhance the effects of the 
monotherapy of cisplatin or TMZ in U87-MG cells but not in SVG-p12 cells (Fig 
5.12-5.13). A high spare respiratory capacity permits rapid adaptation to 
metabolic changes, and growing evidence has shown that the spare respiratory 
capacity provides additional metabolic choice for energy compensation, 
potentially offering new therapeutic target (Keuper et al., 2014). As aspirin 
showed significant reduction in the mitochondrial respiratory capacity, it might 
suggest a therapeutic potential for aspirin in the treatment of GBM when 
combined with other therapies (Fig 5.10). 
 
Aspirin treatment directly reduced glycolysis and cell viability in human breast 
cancer cells by inhibiting the key regulatory enzyme, phosphofructokinase (Spitz 
et al., 2009). Similar results were also observed in pancreatic cancer cells (Jiang 
et al., 2016). However, the relative anticancer activities of different NSAIDs varied 
considerably among cancer cell lines analysed in vitro  (Ralph et al., 2015). 
Despite the availability of substantial epidemiological data for aspirin effects, the 
studies have displayed the need for further investigation of aspirin-dependent 
metabolic alterations in cancer cells to confirm any beneficial consequences of 
aspirin in cancer treatment (Bilani et al., 2017). The current study also supports 
this need for further investigation regarding aspirin effects on metabolism 
pathways in GBM cells since it showed slight but not significant effect on 
glycolytic and mitochondrial activity, an effect was not totally consistent with the 
previous findings and could be due to different experimental conditions or 
different cell type used (Fig 5.15-5.17). 
 
The aspirin analogue PN517 showed a similar pattern or effect to aspirin, yet it 
was markedly more efficacious in impairing both mitochondrial respiratory activity 
and glycolytic activity (Fig 5.7 &5.14). The mitochondrial bioenergetics analysis 
indicated that PN517 significantly reduced basal, maximal, and spare respiration 
associated with significant decrease in ATP production in U87-MG cells. Both 
aspirin and PN517 seemed also to increase respiration linked to proton leak. 
Hence, all OCR measurements suggest that PN517 and its combinations have a 
rapid impact on mitochondrial function which was greater than the other 
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monotherapies, and correlates well with the cell viability and apoptosis assay 
results where PN517 showed a significant cell viability reduction and apoptosis 
induction at this timepoint (24 hr). These findings are supported by the fact that 
OCR measurements are mainly used for high-throughput cytotoxicity assessment 
since oxygen consumption is one of the most sensitive parameters for cytotoxicity 
(Simonnet et al., 2014).  
 
In addition, PN517 significantly reduced glycolysis rate and glycolytic capacity in 
U87-MG cells and clearly enhanced the effect of cisplatin and TMZ. SVG-p12 
cells exhibited a similar pattern of response to PN517 treatment with some 
differences. Although PN517 reduced both basal and maximal respiration rates, 
it did not show a significant effect on the ATP production or spare respiratory 
capacity of SVG-p12 cells. Furthermore, PN517 did not significantly reduced the 
glycolysis rate of SVG-p12 cells though it did significantly decrease the glycolytic 
capacity. As already mentioned, different cell lines might exhibit diverse 
metabolic phenotypes with varying flexibility in using energy pathways which can 
be associated with survival adaptation and chemoresistance (Simões et al., 2015; 
Dar et al., 2017). Additionally, previous findings suggested that the effectiveness 
of antiglycolytic approach may depend on the degree of glycolytic phenotype in 
cancer cells, and that the selectivity of cancer-expressed transporters can be 
exploited for targeting tumour cells (Birsoy et al., 2013). 
 
Importantly, while monotherapy with the current standard chemotherapy drugs, 
cisplatin and TMZ, produced effects on the metabolic activity of SVG-p12 control 
cell line, both aspirin and PN517 showed higher efficacy in U87-MG cell line, 
suggesting that aspirin and its analogue are more selective for GBM cells than 
the current treatments. Suppressed glycolytic function following PN517 treatment 
is unlikely to be related to mitochondrial dysfunction since that compensation of 
energy production would lead to glycolytic upregulation rather than 
downregulation. In the context of robust inhibition of both energy producing 
pathways by PN517, GBM cells are expected to undergo cell death with a lower 
chance of developing resistant mechanisms (Su et al., 2018). 
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Generally, the Seahorse analysis of drug treatments showed similar patterns of 
efficacy under hypoxia. Interestingly, all drug treatments appeared to impair both 
mitochondrial respiration and glycolytic function of U87-MG cells with PN517 
being the most efficacious drug treatment. However, effects under hypoxia did 
not reach the statistical significance for any of the drug treatments.  It is worth 
noting that one limitation for hypoxic experiment that following treating cells under 
hypoxia assays had to be performed in the instrument under normoxic conditions, 
hence, reoxygenation after hypoxia can be a quite disturbing factor leading to 
unexpected results (Liu et al., 2009).  
 
As discussed earlier, metabolic remodelling from oxidative phosphorylation to 
aerobic glycolysis, is associated with glucose being converted into lactate and 
released extracellularly. Net conversion of glucose to lactate at neutral pH 
releases protons and acidifies the medium, hence extracellular acidification rate 
is commonly used as a direct and quantitative measure of glycolytic rate (Wu et 
al., 2007). To test experimentally the assumption that ECAR reflects lactate 
excretion, lactate production rates are usually measured. Measurement of 
glycolytic rate using extracellular acidification requires differentiation between 
respiratory and glycolytic acid production, therefore the low pH results from lactic 
acid accumulation by glycolysis can be assessed by measuring lactate 
concentration in the culture media (Mookerjee et al., 2015). Recent studies 
demonstrated that the use of extracellular lactate measurements can be a 
sensitive, safe, stable, and easy-to-implement technique for measuring cellular 
metabolic changes in vitro and showed that extracellular lactate levels strongly 
correlated with T cell proliferation and metabolic rewiring to aerobic glycolysis 
(Grist et al., 2018). 
 
Similarly, various reports measured L-lactate production rate under different 
conditions or reagents as an indicator for glycolytic activity in the cells (Konrad et 
al., 2017; Wu et al., 2018). In the current study, all drug treatments produced a 
trend towards reduced lactate production, which was not completely consistent 
with the results from the glycolysis stress test (Fig 5.21). This difference may be 
partially explained by the different experimental conditions applied where the 
media constituents and incubation times varied, and this may have influenced the 



 
265 

 

results. However, only the TMZ and PN517 combination produced a significant 
reduction in lactate concentration in the media compared to the control under 
both normoxia and hypoxia. These results correlate well with the findings of the 
Seahorse analysis and confirm that U87-MG cells decrease glycolysis rate in 
response to TMZ and PN517 (Fig 5.21). 
 
To further investigate the anti-glycolytic effect of the drug treatment, GAPDH 
enzymatic activity was tested. Remarkably, PN517, as single treatment or 
combined with the standard chemotherapy drugs, inhibited GAPDH activity in 
U87-MG glioblastoma cell line. GAPDH is a key glycolytic enzyme and has been 
found to be highly expressed in cancer cells (Tokunaga et al., 1987).  Metabolic 
Flux Control Analysis for several glycolytic enzymes revealed GAPDH as rate 
limiting during the Warburg effect in cancer cells. Therefore, inhibiting GAPDH 
activity exerts larger reduction in glycolytic flux in cells undergoing more Warburg 
effect than in cells with lower glycolytic activity. The authors showed that the 
effect of changed GAPDH activity is amplified under Warburg effect and that 
partial GAPDH inhibition is tolerable in normal cells while being selective for 
highly glycolytic tumour cells (Liberti et al., 2017). Accordingly, these findings 
support the current results obtained in this study where the significant inhibition 
in glycolytic activity observed with PN517 treatment might be attributed to 
decrease in GAPDH activity hence impairing the glycolytic pathway and reducing 
the lactate production (Fig 5.22).  
 
Although the anticancer effect of targeting GAPDH has been known for a few 
decades, previous reports discouraged GAPDH therapeutic potential due to 
toxicity concerns because of its cellular abundance and ubiquitous nature as well 
as lack of substantial preclinical data (Ganapathy-Kanniappan, 2018). However, 
recent advances in understanding the cancer-related roles of GAPDH (Fig 5.23), 
along with the significant progress in drug delivery methods have lessened these 
concerns and led to a renewed interest in targeting GAPDH for cancer therapy. 
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Figure 5. 23. Schematic diagram showing the anticancer advantages of targeting 
GAPDH (Ganapathy-Kanniappan et al., 2012).  
 
Jung and colleagues demonstrated that targeting GAPDH activity with the 
triazine-based small molecule, GAPDS, showed greater toxicity against cancer 
cells and selectively inhibited cell migration and invasion in different human 
cancer cell lines (Jung et al., 2014). The authors showed that GAPDS treatment 
reduced GAPDH levels in the cytoplasm, which would modulate the secondary 
additional functions of this enzyme. They also found that GAPDH regulates 
tubulin expression in cancer cells which may explain the anti-invasive properties 
of GAPDS. By inhibiting GAPDH, GAPDS was shown to induce the expression 
of apoptosis markers and reduces tubulin expression in cancer cells  (Jung et al., 
2014). Accordingly, since PN517 also reduced GAPDH activity, it can be 
speculated that it would also have anti-invasive properties and have a potential 
therapeutic role in GBM. 
 
GAPDH is known as virulence factor that can colocalize with microtubules in 
cancer cells and contributes to cell invasion into host tissues (Andrade et al., 
2004). GAPDH can also bind plasminogen on the cell surface and regulate the 
cleavage of plasminogen into plasmin, which initiates cell invasion. Hence, these 
findings have indicated that strategies to target the secondary functions of 
GAPDH may yield potent therapeutics for cancer cells. Authors also observed 
that GAPDH expression is less affected by GAPDS treatment under hypoxia 
attributing this to the increased expression of GAPDH, which is known to occur 
in the hypoxic environment (Xu et al., 2005). Many other studies showed that 
GAPDH gene expression is increased under hypoxia stress via HIF-1 signalling 
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(Graven et al., 1994; Graven et al., 1999). However, opposing results were 
reported in other studies where no hypoxia-induced regulatory effect on GAPDH 
expression was observed in glioma cancer (Said et al., 2007) or in other cell lines 
like human hepatocellular carcinoma, mouse hepatoma, human colon cancer, 
and human lung adenocarcinoma (Said et al., 2009). Importantly, PN517 
produced its effects under normoxia as well as hypoxia, unlike GAPDS (Fig 5.22). 
 
Another example of GAPDH inhibition was reported using ascorbate (Ma et al., 
2017). Ascorbate was cytotoxic to human neuroblastoma cells through the 
production of H2O2, which led to ATP depletion and inhibited GAPDH leading to 
cell death. It was indicated that by formation of H2O2, ascorbate reduces cellular 
NAD+, hence inhibits GAPDH leading to glycolysis inhibition which in turn causes 
ATP crisis in neuroblastoma cells that results in cell death. These findings 
suggested that targeting the activity GAPDH, as a critical enzyme in the glycolysis 
pathway, may have potential therapeutic value in cancer treatment and again 
support the potential of PN517 as effective antiglycolytic therapy in GBM. 
 
Furthermore, as described earlier, GAPDH is a multifunctional protein that is 
involved in several cellular processes are associated with cancer progression 
besides glycolysis. Hence, disruption of glycolysis by GAPDH inhibition could 
have multiple secondary effects in cancer cells (Ganapathy-Kanniappan et al., 
2012). GAPDH was shown to be associated with aggressive malignant behaviour 
of cancer cells and poor prognosis of lung cancer patients (Tokunaga et al., 1987; 
Revillion et al., 2000; Puzone et al., 2013). In addition, GAPDH expression was 
noted to be elevated in colon cancer and further increased in metastasis liver 
metastatic tissue suggesting an important role of GAPDH in promoting tumour 
growth and metastasis. However, the underlying mechanism by which GAPDH 
promotes cancer growth and metastasis remains unclear (Tang et al., 2012). 
 
Similar results were found in another study which showed that silencing GAPDH 
resulted in a significant reduction of glycolysis accompanied by a decrease in cell 
proliferation in colon cancer cell lines (Liu et al., 2017). In addition, the authors 
revealed that GAPDH suppression significantly abrogated EMT phenotype, which 
is tightly associated with key steps during cancer metastasis involving cell 
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migration and invasion (Thiery and Sleeman, 2006) and caused a downregulation 
of gene expression involved in cancer stem-like cells and EMT of colon cancer 
cells. At the molecular level, the study suggested that GAPDH could physically 
interact with the transcriptional factor Sp1 (specificity protein 1) and promote the 
expression of SNAIL (Zinc finger protein SNAI1), leading to EMT and an 
increased cell mobility and cancer metastasis. In addition, suppression of 
GAPDH expression resulted in a significant decrease in SNAIL expression, 
leading to inhibition of EMT and attenuation of colon cancer cell migration in vitro 
and reduced metastasis in vivo  (Liu et al., 2017). Similar results were found in 
breast cancer cells where GAPDH activity was upregulated upon induction of an 
EMT-like programming of heightened malignancy, whereas GAPDH inactivation 
impaired glycolytic metabolism, ATP generation, nucleotide and fatty acid 
metabolism, and oncogenic signalling pathways (Louie et al., 2016). Taken 
together, these findings provide potential explanation for the different effects on 
cell proliferation and migration observed after PN517 treatment in the current 
study which might be related to the reduction in GAPDH activity and its secondary 
functions, hence reducing tumour invasion and metastasis. Also, it could also be 
argued that PN517 can be used as a preventative treatment due to the fact that 
EMT is a characteristic of cancer stem cells (Mani et al., 2008), so by preventing 
it, PN517 might stop GBM arising in the first place. 
 
Another study has demonstrated the efficacy of a natural compound, koningic 
acid, in altering the Warburg effect by targeting the glycolytic enzyme GAPDH, 
identified it as a potential novel therapeutic to target cancer’s altered energy 
metabolism (Liberti et al., 2017). Accordingly, it was suggested that due to the 
metabolic adaptation to glycolysis, cancer cells may be more sensitive to 
antiglycolytic, anti-GAPDH approach than their healthy counterparts or non-
glycolytic cells (Shestov et al., 2014). Consequently, PN517 is not alone in having 
therapeutic potential though targeting GAPDH and these compounds might 
represent an emerging therapeutic class. Taken together, despite few previous 
reports showing contradictory results for GAPDH targeting potential, emerging 
accumulating evidence established the role of GAPDH in promoting cancer 
growth and metastasis. The recent expert’s opinion has revived hope and 
enthusiasm to consider a safe and efficacious glycolytic/ GAPDH inhibitors as a 
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molecular target for cancer therapy (Ganapathy-Kanniappan, 2018). Therefore, 
current results obtained with PN517 support its potential therapeutic value 
through targeting GAPDH glycolytic and secondary activities warranting further 
investigations. 
 
In summary, the metabolic activity investigations revealed new possible 
underlying mechanism for PN517 which was significantly different from the parent 
drug aspirin. Aspirin did not produce significant effects on the metabolic activity 
of the treated cells apart from reducing the mitochondrial respiration capacity, 
whereas PN517 effectively inhibited both mitochondrial and glycolytic activities 
with significant reduction in GAPDH enzymatic activity. Regarding the standard 
chemotherapies, TMZ inhibited the glycolytic activity without affecting the 
mitochondrial respiration function, whereas cisplatin did not produce any 
significant effect in the metabolic activity of GBM cells. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
270 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

CHAPTER 6: HYPOXIA-ADAPTED CELL CULTURES AND 3D 
SPHEROID CULTULRES 
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6.1. Introduction 
Mammalian cells can tolerate a wide range of oxygen tension, and this tolerance 
depends on the type, function and location of the cells (Liu and Simon, 2004; 
Walmsley et al., 2005). Oxygen pressures and gradients play vital roles in 
modulating biological processes in both physiologic and pathologic events (Allen 
and Bhatia, 2003). A hypoxic microenvironment is a fundamentally important 
hallmark of solid tumours and has been recognized as a cause of malignancy 
and poor patient prognosis across a broad range of tumour types, however, the 
microenvironment within solid tumours can be highly heterogeneous (Meyer et 
al., 2015). Like many solid tumours, GBM tumours are characterised by a 
heterogeneous pattern of oxygenation and the larger the volume of the hypoxic 
area, the poorer the prognosis (Spence et al., 2008). Studies using oxygen-
sensitive electrodes have shown that normal level of oxygen in human brain 
tissue can range from 5 to 8% O2. In contrast, mean oxygen levels in high-grade 
gliomas range from 0.75% to 2.76% O2 (Kayama et al., 1991; Rampling et al., 
1994; Collingridge et al., 1999; Beppu et al., 2002; Whittle et al., 2010). 
 
Tumour cells in a hypoxic region show reduced proliferation and resistance to 
chemo- or radiotherapy (Saggar et al., 2013). The differing oxygen levels 
experienced by tumour cells are varied with respect to localisation within the solid 
tumour and duration of the hypoxic episodes (Vaupel, 2013). Tumour cells grown 
under different oxygen conditions display complex changes in gene expression 
mainly mediated by HIF signalling (Maxwell et al., 2001; Koch et al., 2003; Liu 
and Simon, 2004)  and depending on the microenvironment of specific population 
of tumour cells, they can show different characteristics of cell activity including 
proliferation, oncogenic pathway activation, and metabolism (Okuyama et al., 
2010), which in turn can affect the mechanism of action of many drugs (Maxwell 
et al., 2001; Koch et al., 2003). Therefore, investigations of the tumour cells 
biology in various hypoxic conditions might be critical for improving cancer 
therapeutic efficacy, and many studies have emphasised the necessity to 
investigate both acute and chronic hypoxia exposure times to ensure suitable 
observation of any potential hypoxia induced resistance in cancer models 
(Cowman et al., 2019). 
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Recent progress has been made in understanding the responses of cancer cells 
to acute hypoxia, and following the discovery of hypoxia-inducible factor-1α (HIF-
1α), transcriptional regulation in response to acute hypoxia has been largely 
characterised (Semenza, 2012). In contrast, tumour cells characteristics in 
chronic hypoxia and how cancer cells respond to the different condition of chronic 
hypoxia remains unclear (Petrova et al., 2018; Al Tameemi et al., 2019; Mylonis 
et al., 2019). One factor hindering improved understanding of the cancer cells 
response to chronic hypoxia is the lack of established in vitro models to 
investigate the drug treatment efficacy in the prolonged hypoxic conditions. Most 
cancer studies under hypoxia have been carried out within 24 h or up to a few 
days because most cancer cell lines cannot survive the severe depletion of 
oxygen or nutrients for a longer period (Endo et al., 2014). Accordingly, some 
researchers have investigated the effects of prolonged incubation under hypoxic 
conditions up to several weeks on the growth of different cancer cells in vitro and 
indicated that although chronic hypoxia-adapted cells might not directly contribute 
to tumour growth, they can be a reservoir of tumorigenic cells and important 
cause for tumour recurrence and chemoresistance (Endo et al., 2014; Cowman 
et al., 2019). 
 
Several technologies have been developed for controlling oxygen levels in both 
macro and micro environments. Current techniques for controlling oxygen of 
macro-environments include using hypoxic workstations, perfusion chambers or 
oxygen scavenging agents. However, one challenge has been associated with 
these approaches is providing only a single condition of a hypoxic level at a time 
(Allen et al., 2001) and being not able to provide physiological oxygen gradients 
found in vivo or control at the microscale. Furthermore, oxygen scavenging 
agents can alter the cell growth environment and may affect cellular responses 
(Adler et al., 2010). 
 
In line with this, and as controlling oxygen tensions is critical for mimicking 
physiologically relevant in vivo environments for cells, multicellular tumour 
spheroids grown in three-dimensional (3D) cell culture are increasingly being 
used in cancer research. The GBM microenvironment is complex and although 
two-dimensional (2D) cell monolayers are simple to culture and provide 
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convenient testing platforms for screening anti-cancer drugs, they are not 
accurately representative of the tumour microenvironment, morphologically or 
functionally (Tung et al., 2011). 
 
On the other hand, animal models for GBM cancer recapitulate the tumour 
microenvironment to some extent, however, these models are difficult to develop, 
time consuming, expensive and frequently fail to reflect human tumour biology 
(Aggarwal et al., 2009). Strikingly, in vitro multicellular tumour spheroids have 
been shown to bridge the complexity gap between flat monolayer cell culture and 
in vivo animal models and have become valuable models for studying drug 
resistance. Therefore, efforts have shifted focus onto 3D spheroids where tumour 
cells typically exhibit several features of GBM cancer microenvironment such as 
relevant morphology, cell-cell interaction, increased cell survival, and a hypoxic 
core in comparison to traditional monolayer cultures (Godugu et al., 2013; Lee et 
al., 2013). 
 
Different methods have been used to create multicellular tumour spheroid 
models, each with their different advantages and disadvantages, such as liquid 
overlay on agar, hanging drops, gel/matrix‐based culture, polymeric scaffolds and 
microfluidic devices (Lv et al., 2017). However, no standardised and rapid 
protocols are currently available, and variability in cancer spheroid formation has 
been a persistent problem for researchers in this field. The reproducibility of 
spheroid formation appears to be linked to medium composition and volume, cell 
density, duration in cell culture, and most importantly, the interactions of cells with 
the culturing plate itself (Costa et al., 2018). 
 
The formation and characterization of uniform and reproducible 3D tumour 
spheroids in vitro was shown to be achieved using ultralow attachment plates 
such as Thermo Scientific™ Nunclon™ Sphera™ plates. These plates have a 
polymer-coated culture surface that inhibits the binding of extracellular matrix 
(ECM) proteins, which typically mediate cell adhesion. The consistent formation 
of cancer spheroids in these ultralow attachment plate makes it an ideal platform 
for modelling 3D tumour growth for cell-based drug discovery procedures, co-
culture studies, and high-throughput screening. Additionally, drug treatment can 
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also be administered directly to spheroids growing in ultralow attachment plates 
and cell viability and cell functions can be conveniently evaluated using 
fluorescence- based and colorimetric assays. 
 
Viability assays can be performed using different cell viability reagents like 
PrestoBlue and MTT. Importantly, 3D spheroids can be visualised using different 
LIVE/DEAD Viability/Cytotoxicity assays which provide sensitive, safe, and 
efficient discrimination between viable and non-viable cells. The LIVE/DEAD 
Viability/Cytotoxicity assays are relatively quick and easy two-color assays to 
determine viability of cells in a population based on plasma membrane integrity 
and esterase activity that are distinguishing characteristics of live cells. For 
example, it is possible to discriminate live from dead cells by simultaneously 
staining with green-fluorescent CFDA-SE to indicate intracellular esterase activity 
and red-fluorescent propidium iodide to indicate loss of plasma membrane 
integrity. 
 
Having established the effects of the drug treatment on glioblastoma monolayers 
under normoxia (ambient air ~21% O2) and acute hypoxia (direct exposure to 1% 
O2), it was intended in this chapter to generate a chronic hypoxia-adapted 
glioblastoma cell line to simulate real hypoxic conditions as much as possible with 
the aim of characterizing the metabolic changes that occur in U87-MG cells under 
chronic hypoxia and to find out whether prolonged duration of hypoxic exposures 
leads to different responses to drug treatment than those reported in most 
available studies which generally expose cells to a maximum of 72 h of hypoxia. 
Additionally, this chapter aimed to employ a 3D spheroid model of glioblastoma 
in order to investigate the effect of the drug treatment in an environment that 
better simulates the various characterises of the real tumour in vivo. 
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6.2. Results 
6.2.1. Hypoxia-adapted Cell Culture 
In the current study, hypoxia-adapted U87-MG and SVG-p12 cell lines were 
generated by exposing the cells to decreasing levels of oxygen. At 5% O2 both 
U87-MG and SVG-p12 cells were able to grow and proliferate under these 
conditions which resemble the physiological conditions of the brain tissue and 
both cell lines were harvested for liquid nitrogen storage. After reducing the 
oxygen level further to 1% O2, U87-MG cells were still able to proliferate although 
at slower rate compared to the previous stage whereas SVG-p12 cells did not 
proliferate at this low concentration of oxygen and harvesting of cells was a 
challenge. Following exposure of the adapted U87-MG cells to more severe 
hypoxic conditions by reducing the oxygen concentration to 0.1% O2, it was noted 
that cells did not proliferate and could not adapted to this severe hypoxia for more 
than few days. 
 
While generating the hypoxia-adapted cell lines, it was intended to perform a 
viability assay for aspirin at the end of each stage of oxygen adaption in order to 
compare treatment efficacy in different conditions throughout adaptation. Both 
U87-MG and SVG-p12 cells were treated with same range of aspirin 
concentrations used previously for normoxia and acute hypoxia experiments, and 
the PrestoBlue viability assay was performed following 48 hr of drug treatment. 
Thereafter, concentration response curves and IC50 values were established 
using GraphPad Prism software. 
 
The obtained data revealed that aspirin reduced cell viability in a concentration-
dependent manner in both U87-MG and SVG-p12 hypoxia-adapted cell lines (Fig 
6.1). When comparing the different culturing conditions, cells in acute hypoxia 
appeared to be more sensitive to aspirin treatment in both cell lines. Aspirin 
cytotoxicity was significantly lower under normoxia compared to acute hypoxia 
(p<0.05 in U87-MG and p<0.01 in SVG-p12). Additionally, both hypoxia-adapted 
cell lines appeared to be less sensitive to aspirin compared with the acute hypoxic 
cells.   
 



 
276 

 

U87-MG

-5.5 -4.5 -3.5 -2.5
0

50

100

150

log [M]

Normoxia
Hypoxia
5% O2 adaption
1% O2 adaption

 
 

 

 
Figure 6. 1. Concentration- response curve of aspirin under different conditions of 
hypoxia in U87-MG and SVG-p12 cells lines. The concentration-response curve of the drug treatment and IC50 values were established using the PrestoBlue® reagent after 48 
hours of treatment. Values represent mean ± SEM of six independent experiments for cells under normoxia or acute hypoxia and two independent experiments for hypoxia adapted cells. A two-way ANOVA was used to identify significant effects, with Tukey’s 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.5. 

IC50 (mM) Normoxia Hypoxia 5% O2 adapted 1% O2 adapted 
U87-MG 5.096 2.164 3.362 4.227 
SVG-p12 3.436 1.105 4.352 3.138 
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6.2.1.1. Effects of drug treatment on viability of 1% O2 hypoxia-adapted cells 
Following generation of the hypoxia adapted cell lines, it was planned initially to 
investigate the effects of the drug treatment on the adapted cells at 1% O2 
concentration in order to monitor any variance in the cellular responsiveness to 
drug treatment compared to the cells exposed directly to the same level of oxygen 
without adaptation (acute hypoxia). Both U87-MG and SVG-p12 1% O2 adapted 
cells were drug treated, separately or in combination, at IC50 concentrations 
obtained from concentration-response curves at 48 hr under acute hypoxia. Cells 
were incubated for 24, 48, and 72 hours prior to determining cell viability using 
the PrestoBlue assay. 
 
In U87-MG adapted cells all drug treatments appeared to decrease cell viability 
in a time dependent manner, however only cisplatin showed significant difference 
in cell viability between the 24 hr timepoint and the subsequent timepoints 
(p<0.05). Looking at the overall pattern of effect over three days (Fig 6.2), 
cisplatin seemed to be most effective monotherapy in the hypoxia adapted cells, 
and PN517 was slightly more effective than aspirin with similar efficacy to TMZ. 
However, the drug combinations were more effective than monotherapies, 
particularly those with TMZ. At 24 hr after drug treatment, only the combined 
therapy showed a significant effect in reducing cell viability compared to the 
control (p<0.01 for the combination of cisplatin and aspirin whereas p<0.0001 for 
the other combinations) (Fig 6.3). At 48 and 72 hr of drug treatment, the pattern 
was very similar where cisplatin produced significant decrease in cell viability 
compared to the control (p<0.0001). Additionally, cell viability was reduced with 
PN517 and TMZ treatment (p<0.05) but not with aspirin (p>0.05). All drug 
combinations also significantly reduced cell viability at 48 and 72 hr of drug 
treatment (p<0.0001) (Fig 6.3). 
 
When examining drug treatment effects on the U87-MG hypoxia-adapted cells 
compared to acute hypoxic cells, the relative cell viability values were always 
higher in the adapted cells, hence treatments were less effective compared to the 
acute hypoxic cells (Fig 6.4). However, there was no significant difference 
between the acute and chronic hypoxia-adapted U87-MG cells except for the 
combination of cisplatin and aspirin at 72 hr of drug treatment (p<0.05). The 



 
278 

 

pattern was similar for both cell types where PN517 was the most effective 
monotherapy at 24 hr of drug treatment while cisplatin was the most effective 
monotherapy at later timepoints. Also, in both cell types the combined therapy 
produced a greater reduction in cell viability compared to monotherapy where the 
combinations of PN517 produced the largest effects.  
 
Regarding SVG-p12 cells, most treatments produced a clear time dependent 
effect on cell viability where effects increased at 48 and 72 hours (Fig 6.5). A 
significant decrease in cell viability at 72 hr of treatment was observed with TMZ 
and its combination with aspirin compared to 24 hr (p<0.05 and p<0.01, 
respectively). In addition, cisplatin combination with either aspirin or PN517 
showed a significant decrease in cell viability over time where cell viability values 
at 48 and 72 hr values were lower than 24 hr (p<0.05 and p<0.01, respectively) 
(Fig 6.6). 
 
Generally, SVG-p12 cells after hypoxia adaption seemed to be more sensitive to 
drug treatment compared to U87-MG cells. Following 24 hr of drug treatment, a 
significant reduction in cell viability was observed with PN517 treatment 
compared to the control (p<0.05) as well as PN517 combinations (p<0.0001). 
Similarly, aspirin combinations with cisplatin or TMZ showed a significant 
difference in cell viability compare to control (p<0.05 and p<0.001, respectively) 
(Fig 6.). At 48 hr of drug treatment, a significant reduction in cell viability was 
observed with PN517, cisplatin and TMZ treatment compared to the control 
(p<0.01, p<0.01 and p<0.0001, respectively) as well as all drug combinations 
(p<0.0001), but no significant effect was observed with aspirin (p>0.05). 
However, all monotherapies and combined therapies showed a significant 
reduction in cell viability at 72 hr (Fig 6.6). Cell viability was significantly reduced 
with aspirin, PN517, cisplatin and TMZ treatment compared to the control 
(p<0.05, p<0.0001, p<0.001 and p<0.0001, respectively) as well as all drug 
combinations (p<0.0001). 
 
When comparing drug treatment effects on the SVG-p12 hypoxia-adapted cells 
to acute hypoxic ones, the drug treatments did not show a pattern towards less 
efficacy in the adapted cells as seen in U87-MG cells. The drug effects were very 
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similar in both conditions and no significant difference was observed expect for 
cisplatin which was more effective in the acute hypoxic cells (p<0.01) (Fig 6.7). 
 
 
 
 

 
 
 
Figure 6. 2. The effect of drug treatment on cell viability of U87-MG hypoxia-adapted 
cells. Cell viability assay was performed under 1% O2 hypoxia using the PrestoBlue 
reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values represent mean ± SEM of six independent experiments. A two-way ANOVA was used to identify significant effects, 
with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.6. 
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Figure 6. 3. The effect of combined therapy on cell viability of U87-MG hypoxia-adapted 
cells. Cell viability assay was performed under 1% O2 hypoxia using the PrestoBlue 
reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values represent mean ± SEM of six 
independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.6. 
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Figure 6. 4. The effect of drug treatment on cell viability of U87-MG cells under both 
acute hypoxia and hypoxia adaption conditions. Cell viability assay was performed under 
1% O2 hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values 
represent mean ± SEM of three independent experiments for acute hypoxia and six independent experiments for hypoxia adaption. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 
0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 2.2.6. The experimental procedure was performed as 
described in Materials and Methods section 2.2.6. 
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Figure 6. 5. The effect of drug treatment on cell viability of SVG-p12 hypoxia-adapted 
cells. Cell viability assay was performed under 1% O2 hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values represent mean ± SEM of three 
independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. 
The experimental procedure was performed as described in Materials and Methods 
section 2.2.6. 
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Figure 6. 6. The effect of combined therapy on cell viability of SVG-p12 hypoxia-adapted 
cells. Cell viability assay was performed under 1% O2 hypoxia using the PrestoBlue 
reagent over 24, 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values represent mean ± SEM of three 
independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.6. 
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Figure 6. 7. The effect of drug treatment on cell viability of SVG-p12 under both acute 
hypoxia and hypoxia adaption conditions. Cell viability assay was performed under 1% O2 hypoxia using the PrestoBlue reagent over 24, 48 and 72 hours of drug treatment at 
IC50 as determined by concentration-response curves at 48 hr at 1% O2. Values represent mean ± SEM of three independent experiments for both conditions. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, 
*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was 
performed as described in Materials and Methods section 2.2.6. 
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6.2.1.2. Effects of drug treatment on autophagy of 1% O2 hypoxia-adapted 
cells 
Autophagy induction was monitored in U87-MG and SVG-p12 hypoxia-adapted 
cells at 1% O2 following 24 hr of drug treatment using Cyto-ID staining and flow 
cytometry. IC50 values determined from mono-treatment cell viability for 48 hr 
under hypoxia were used for all drugs either separately or in combination. 
Rapamycin and Chloroquine were included as a positive control (Rap+CLQ). 
 
In U87-MG hypoxia-adapted cells, a clear induction of autophagy was observed 
by the positive control (p<0.0001) while little induction was observed by any 
treatment (Fig 6.8). Only TMZ among the drug treatments significantly induced 
autophagy compared to the control (p<0.05). Aspirin and its combinations 
appeared to induce more autophagy than PN517. Additionally, all drug 
treatments produced a trend towards less induction of autophagy in the hypoxia-
adapted cells compared to the acute hypoxic condition. However, only the 
combination of cisplatin and aspirin induced a significantly lower level of 
autophagy in the hypoxia-adapted cells. 
 
Regarding SVG-p12 hypoxia-adapted cells, the positive control also produced a 
significant induction of autophagy (p<0.01) but the effect was greater in acute 
hypoxia (p<0.0001). There was no significant difference observed for any of the 
drug treatments, either mono or combined therapy (p>0.05). Monotherapies 
produced a trend towards less efficacy in inducing autophagy in the adapted cells 
compared to the acute hypoxic cells, but the effects were very similar with the 
combinations. However, only TMZ induced a significantly lower level of 
autophagy in the hypoxia-adapted cells (Fig 6.8). 
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Figure 6. 8. The effect of drug treatment on inducing autophagy in U87-MG and SVG-
p12 hypoxia-adapted cells. Data illustrates autophagy levels observed using Cyto-ID 
staining after 24 hours of drug treatment as a percentage of control. Values represent mean ±SEM of six independent experiment. A two-way ANOVA was used to identify 
significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in 
Materials and Methods section 2.2.10. 
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6.2.1.3. Effects of drug treatment on metabolic activity of 1% O2 hypoxia-
adapted U87-MG cells 
In order to examine the bioenergetic profiles of both U87-MG hypoxia-adapted 
cell lines for control and treated cells, the Seahorse Extracellular Flux Analyser 
was used. Both mitochondrial stress tests and glycolytic stress tests were 
performed by measuring oxygen consumption and extracellular acidification 
rates, respectively, in real time. Additionally, the mitochondrial and glycolytic 
functions parameters were calculated by the Seahorse Report Generator 
software. The effect of the drug treatment was investigated following 24 hr of drug 
treatment, separately or in combination at IC50 as determined by the 
concentration-response cell viability curves after 48 hr under hypoxia. Hypoxia- 
adapted cells were cultured, incubated and treated under 1% O2, however, the 
assays were performed under normoxia.   
 
When comparing the untreated control of U87-MG hypoxia-adapted cells with the 
previous results obtained in normoxia and acute hypoxia, no significant difference 
observed in the basal respiration rate (p>0.05) (Fig 6.9). ATP production appears 
less effected by oligomycin addition in the adapted cells, but no significant 
difference observed in the respiration rates linked to ATP production or proton 
leak between the various conditions (p>0.05). Additionally, both the acute and 
adapted cells seemed to increase the non-mitochondrial respiration rate but that 
was not significantly different (p>0.05).  
 
However, maximal respiration was significantly lower in the both acute hypoxic 
and adapted cells versus normoxia with the results of the adapted cells lying 
somewhere in between (p<0.01 and p<0.05, respectively) (Fig 6.9). Accordingly, 
acute cells had less spare respiratory capacity for mitochondrial ATP production 
compared to normoxia (p<0.05) and respiratory capacity was higher than in the 
acute hypoxic cells but not significantly different (p>0.05). It was noted that 
coupling efficiency was greater in the hypoxia-adapted cells but again with no 
significant difference (p>0.05). 
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In contrast, the adapted cells showed lower level of glycolysis compared to 
normoxia but not significantly different (p>0.05), as opposed to the acute cells 
where they showed significantly lower glycolytic activity compared to normoxic 
cells (p<0.0001) (Fig 6.10). There was marginal increase in the glycolysis 
capacity and decrease in the glycolytic reserve in the adapted cells compared to 
the cells under acute hypoxia (p>0.05). Also, hypoxia-adapted cells showed a 
trend towards reducing the non-glycolytic acidification rates, but no significant 
difference observed (p>0.05). Moreover, the hypoxia-adapted cells showed a 
trend towards lower OCR/ECAR ratio and higher Warburg effect compared to the 
cells under normoxia or acute hypoxia (Fig 6.10). 
 
The effect of the drug treatment on the hypoxia-adapted U87-MG cells was 
examined. In general, data showed that PN517 and its combinations had the 
greatest efficacy on the mitochondrial respiration activity followed by aspirin (Fig 
6.11). However, when comparing the bioenergetic parameters PN517 showed 
the lowest basal respiration and ATP production rate among monotherapies. 
Also, PN517 combination appeared to enhance the effect of cisplatin or TMZ, 
however, no significant difference was found for any of the treatments compared 
to the control (p>0.05) (Fig 6.12). Similarly, the lowest rate of maximal respiration 
was noted with PN517 and its combinations with no significant difference 
observed (p>0.05) (Fig 6.13). Additionally, the coupling efficiency seemed to be 
reduced with all drug treatments particularly with cisplatin treatments. 
Interestingly, aspirin was the only monotherapy that appeared to reduce the spare 
respiratory capacity, but no significant difference was observed (p>0.05) (Fig 
6.14). When glycolysis was examined, all monotherapies showed inhibited 
glycolytic activity in general with PN517 and its combination producing the most 
antiglycolytic activity (Fig 6.15). Accordingly, the bioenergetic analysis showed 
that both PN517 and TMZ reduced glycolysis and glycolytic capacity. Also, the 
combinations of aspirin or PN517 appeared to enhance the effect of cisplatin and 
TMZ monotherapy but no significant differences were observed (p>0.05) (Fig 
6.16). Interestingly, all drug treatments produced less non-glycolytic acidification 
especially with cisplatin but again with no significant differences observed 
(p>0.05) (Fig 6.17). 
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Figure 6. 9. Comparison of the mitochondrial respiration activity in both acute hypoxic 
and adapted U87-MG cell lines. Cells were incubated for 48 hr with culture media at 
37°C with CO2 under normoxia or 1% O2 hypoxia then incubated for 45 min at 37°C without CO2. A mitochondrial stress test was performed using XFp Extracellular Flux 
Analyser under normoxia and bioenergetic parameters were calculated. Values represent mean ± SEM generated from five independent experiments for normoxia, three independent experiments for acute hypoxia and four independent experiments for 
hypoxia adapted cells. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. 
The experimental procedure was performed as described in Materials and Methods 
section 2.2.12. 
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Figure 6. 10. Comparison of the glycolytic activity in both acute hypoxic and adapted 
U87-MG cell lines. Cells were incubated for 48 hr with culture media at 37°C with CO2 under normoxia or 1% O2 hypoxia then incubated for 45 min at 37°C without CO2. A 
glycolysis stress test was performed using XFp Extracellular Flux Analyser under normoxia and bioenergetic parameters were calculated. Values represent mean ± SEM generated from five independent experiments for normoxia, three independent 
experiments for acute hypoxia and four independent experiments for hypoxia adapted cells. A two-way ANOVA was used to identify significant effects, with Bonferroni's 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.12. 
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Figure 6. 11. The effect of drug treatment on mitochondrial activity in U87-MG hypoxia-
adapted cells. A mitochondrial stress test was performed using XFp Extracellular Flux Analyser following drug treatment for 24 hr and oxygen consumption rates were 
measured using sequential addition of oligomycin (1µM final), FCCP (0.5µM final), and rotenone+ antimycin A (0.5µM final). Arrows indicate the points at which the indicated 
compounds were added. Values represents mean ± SEM generated from four independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 6. 12. The effect of drug treatment on basal respiration, ATP production and 
proton leak rates in U87-MG hypoxia-adapted cells. Data shows basal respiration, ATP-linked respiration, and proton leak-linked respiration generated by Seahorse Report 
Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from four independent experiments. A two-way ANOVA was used to identify significant 
effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.12. 
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Figure 6. 13. The effect of drug treatment on maximal respiration and non-mito 
respiration rates in U87-MG hypoxia-adapted cells. Data shows maximal respiration and non-mitochondrial respiration generated by Seahorse Report Generator and plotted 
using GraphPad Prism. Values represent mean ± SEM generated from four independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.12. 
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Figure 6. 14. The effect of drug treatment on coupling efficiency and spare respiratory 
capacity in U87-MG hypoxia-adapted cells. Data shows coupling efficiency spare respiratory capacity generated by Seahorse Report Generator and plotted using 
GraphPad Prism. Values represent mean ± SEM generated from for independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 
2.2.12. 
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Figure 6. 15. The effect of drug treatment on glycolytic activity in U87-MG hypoxia-
adapted cells. A glycolysis stress test was performed using XFp Extracellular Flux 
Analyser following drug treatment for 24 hr and extracellular acidification rates were measured using sequential addition of glucose (10mM final), oligomycin (1µM final), and 
2-deoxyglucose (2-DG; 50mM final). Arrows indicate the points at which the indicated compounds were added. Values represent mean ± SEM generated from four 
independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test. The experimental procedure was performed as 
described in Materials and Methods section 2.2.12. 
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Figure 6. 16. The effect of drug treatment on glycolysis and glycolytic capacity in U87-
MG hypoxia-adapted cells. Data shows glycolysis and glycolytic capacity rates generated by Seahorse Report Generator and plotted using GraphPad Prism. Values represent mean ± SEM generated from four independent experiments under. A two-way 
ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure 
was performed as described in Materials and Methods section 2.2.12. 
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Figure 6. 17. The effect of drug treatment on glycolytic reserve and non-glycolytic 
acidification in U87-MG hypoxia-adapted cells. Data shows glycolytic reserve and non-glycolytic acidification rates generated by Seahorse Report Generator and plotted using 
GraphPad Prism. Values represent mean ± SEM generated from four independent experiments. A two-way ANOVA was used to identify significant effects, with Bonferroni's 
multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods section 
2.2.12. 
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6.2.1.4. Effects of hypoxia exposure on HIF-1 proteins  
In order to investigate changes in the regulation of HIF-1 proteins among the 
different culturing conditions, western blotting analysis was performed to detect 
any alterations in HIF-1α and HIF-1β expression levels.  In addition, changes in 
the regulation of HIF-1α and HIF-1β were examined after 24 hour of drug 
treatment with aspirin or PN517. U87-MG cells were incubated in the 
corresponding oxygen concentration for three days and treated with aspirin or 
PN517 for 24 hr at same concentrations used for cell proliferation and cell cycle 
analysis (IC25). Effects on protein expression and regulation were determined by 
specific antibodies using immunoblotting and quantified as a fold change of the 
untreated cells by densitometry. The housekeeping β-actin protein was used for 
normalisation of all samples to correct any loading differences between lanes. 
The experimental conditions applied can be found in the appendix (Table 9.2) 
 
Data showed that there was a large fold increase in HIF-1α expression under 
hypoxia conditions compared to normoxia (Fig 6.18). The control U87-MG cells 
showed 40.2 ±11.8 fold increase in HIF-1α levels when incubated under acute 
hypoxia (p<0.05) (Fig 6.18). HIF-1α expression was even more increased when 
U87-MG cells were adapted to 5% O2 and showed 64.4 ±22 fold change 
compared to normoxic cells (p<0.01) (Fig 6.18). Similarly, HIF-1α expression was 
increased when U87-MG cells were adapted to 1% O2 and showed 43.3 ±15.4 
fold change compared to normoxic cells (p<0.05). Interestingly, both aspirin, and 
PN517 to a greater extent, showed a trend towards decreasing HIF-1α 
expression under all studied conditions, however, no significant differences were 
observed when compared to the control of the same condition (Fig 6.18). 
 
With regards HIF-1β expression, hypoxic conditions seemed to increase the level 
of HIF-1β protein. However, only in the hypoxia adaption at 5% O2 there was 
significant increase over normoxia to 8.1 ±3.4 fold (p<0.05). Also, the drug 
treatment with aspirin or PN517 did not significantly change the HIF-1β level 
(p>0.05) (Fig 6.19).  
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Figure 6. 18. Representative immunoblot and densitometric analysis of HIF-1α levels in 
U87-MG cell line under normoxia, acute hypoxia, 5% O2 hypoxia adaption and 1% O2 hypoxia adaption. Data indicate the fold change of HIF-1α levels following 24 hr of drug 
treatment as determined by densitometry. Values represent mean ±SEM of four independent experiment. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. 
The experimental procedure was performed as described in Materials and Methods 
section 2.2.16. 
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Figure 6. 19. Representative immunoblot and densitometric analysis of HIF-1β levels in 
U87-MG cell line under normoxia, acute hypoxia, 5% O2 hypoxia adaption and 1% O2 hypoxia adaption. Data indicate the fold change of HIF-1β levels following 24 hr of drug 
treatment as determined by densitometry. Values represent mean ±SEM of four independent experiment. A two-way ANOVA was used to identify significant effects, with 
Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and Methods 
section 2.2.16. 
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6.2.2. 3D Spheroids Cell Culture 
6.2.2.1. Spheroids characterisation 
To monitor the formation of 3D U87-MG spheroids in Nunclon Sphera plates, 
cells were seeded into Nunclon Sphera 96-well L-bottom plates in complete 
media under normoxia or hypoxia and images were taken every day after seeding 
over five days. U87-MG spheroids formed after only 24 hours of incubation even 
at the lowest seeding density of 250 cells/well, and spheroids formation exhibited 
highly uniform shape with well-defined edges and clean backgrounds, as well as 
very few “satellite colonies” at all seeding densities (Fig 6.20). 
 
Spheroid size was estimated by measuring the diameters of the spheroids to 
monitor growth over the culture period. Data showed that U87-MG displayed 
reproducible spheroid growth as demonstrated by size measurements where 
diameter increased over time as well as with higher seeding cell number under 
both normoxia and hypoxia (Fig 6.21). However, spheroids appeared to reach a 
plateau at day 5 after seeding. Also, starting diameter was not different between 
conditions, however, potentially due to lower proliferation rates, the maximum 
diameter was lower under hypoxia. 
 
Additionally, U87-MG spheroid cell health assessments were performed using 
the PrestoBlue cell viability reagent which detects the reducing power of live cells. 
After seven days of seeding, PrestoBlue reagent was added to each well and 
incubated at 37ºC and 5% CO2 under normoxia or hypoxia for an additional 1-5 
hr and fluorescence was measured every hour on the microplate reader. The 
fluorescence signals were normalized by spheroid size where a higher ratio 
indicates healthier spheroids. Data showed the ability to detect the difference in 
cell viability after 4 hours of incaution with PrestoBlue reagent (Fig 6.22) and there 
was a clear correlation between seeding density and PrestoBlue fluorescence. 
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Figure 6. 20. Formation of U87-MG spheroids after 24 hr of seeding at different cell 
densities. U87-MG cells were seeded in Thermo Scientific™ Nunclon™ Sphera™ 96-well L-bottom plates at densities of 250–5000 cells/well in 200 μl/well complete growth 
media. Plates were briefly centrifuged at 250 xg for 5 min and incubated at 37°C with 5% CO2 under normoxia (N) or hypoxia (H). Media was changed after 72 hr by carefully removing 100 μl of medium from each well and replenishing with 100 μl of fresh growth 
medium. Formation and growth of spheroids were imaged using inverted light microscope with 10X magnification (scale bar; 100 µm). The experimental procedure 
was performed as described in Materials and Methods section 2.2.1. 
 
 
 
 

  
 
Figure 6. 21. Assessment of U87-MG spheroid growth under normoxia and hypoxia. 
Growth kinetics of U87-MG spheroids grown in Nunclon™ Sphera plates at increasing seeding densities were evaluated by measuring spheroid diameter (µm) over a period of 
five days after seeding.  Values represent the mean ± SEM of four replicates for each cell number. A two-way ANOVA was used to identify significant effects, with Tukey’s 
multiple comparison test. The experimental procedure was performed as described in 
Materials and Methods section 2.2.1. 
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Figure 6. 22. Assessment of U87-MG spheroid cell health and viability under normoxia 
and hypoxia. Spheroid cell health was assessed using PrestoBlue cell viability reagent. 
After 7 days of spheroid culture, 20 μl of 10X PrestoBlue reagent was added to each well of the Nunclon Sphera plates, which were then incubated at 37ºC and 5% CO2 under normoxia or hypoxia for an additional 4 hr before reading fluorescence on the microplate 
reader. The fluorescence signals were normalized by spheroid size. Values represent the mean ± SEM of four replicates for each cell number. The experimental procedure 
was performed as described in Materials and Methods section 2.2.1. 
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6.2.1.2. Effects of drug treatment on 3D culture viability 
Following optimization of the process of spheroid formation, the effect of drug 
treatment on cell viability of U87-MG spheroids was investigated. U87-MG 
spheroids of 300-350μm diameter were formed after 24 hr of seeding 2500 
cell/well in Nunclon Sphera plates under normoxia and hypoxia. Drug treatment 
was added, separately or in combination, at IC50 concentrations obtained from 
concentration-response cell viability curves at 48 hr. Cells were incubated for 48 
and 72 hours prior to determining viability using the PrestoBlue assay. 
 
In general, all drug treatments produced a time dependent effect on the cell 
viability of U87-MG spheroids where drugs showed obvious higher efficacy at 72 
hours than at 48 hours in both normoxia and hypoxia (Fig 6.23). Interestingly, 
both aspirin and PN517 were more effective than cisplatin or TMZ. Combinations 
of either aspirin or PN517 with cisplatin and TMZ are typically more efficacious 
than the monotherapies, but most obviously with TMZ. Remarkably, there were 
fewer effects observed under hypoxia, although a time dependent effect was 
detected with overall similar pattern of drug treatment to normoxia (Fig 6.23). 
 
At 48 hr of drug treatment under normoxia, cisplatin did not seem to reduce cell 
viability, whereas TMZ showed a small effect. Aspirin also reduced cell viability, 
but the change was not significant (p>0.05). Only PN517 among monotherapies 
produced a significant reduction in cell viability to 71.1 ±4.5% of control (p<0.05) 
(Fig 6.24). Importantly, PN517 effect was also significantly different from cisplatin 
(p<0.05). The drug combinations of cisplatin with aspirin showed enhanced effect 
over cisplatin, however, this combined effect was still not significant compared to 
the control (p>0.05). When cisplatin was combined with PN517, the combination 
effect significantly reduced cell viability to 64.6 ±5.6% of control (p<0.001). 
Additionally, the combinations of TMZ with either aspirin or PN517 produced 
significant decreases in cell viability compared to the control (52.5 ±5.6%, 
p<0.0001 and 50.1 ±5.9%, p<0.0001, respectively). Importantly, cisplatin and 
PN517 combination significantly enhanced the effect of cisplatin monotherapy 
(p<0.01). Likewise, TMZ effect was significantly enhanced when combined with 
aspirin (p<0.001) or PN517 (p<0.0001). 
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Following 72 hr of drug treatment under normoxia, cisplatin reduced cell viability 
but did not produce a significant difference compared to the control (p>0.05). Both 
TMZ and aspirin produced significant decreases in cell viability, to 64.7 ±6.6% 
(p<0.01) and 61.7 ±3.3% (p<0.01), respectively (Fig 6.24). PN517 produced the 
greatest efficacy among the monotherapies with a significant reduction in cell 
viability to 38.6 ±3.7% of control (p<0.0001), and PN517 effect was also 
significantly different from cisplatin (p<0.001). All drug combinations produced a 
significant decrease in cell viability compared to the control (p>0.0001) with the 
combination of TMZ and PN517 being the most effective treatment (27.2 ±3.9% 
of control). Aspirin enhanced the effect of cisplatin and TMZ monotherapies when 
in combination (p<0.05), while PN517 enhanced cisplatin (p<0.0001) and TMZ 
(p<0.01) effects to a greater extent (Fig 6.24). 
 
In contrast, drug treatments did not result in any significant decrease in cell 
viability under hypoxia at 48 hr, although the combined therapy appeared to 
enhance the efficacy of individual treatments. However, at 72 hr of drug 
treatment, the combination of cisplatin with aspirin significantly reduced cell 
viability to 76.3 ±4.1% of control (p<0.05). Also, the combinations of TMZ with 
either aspirin or PN517 produced a significant decrease in cell viability compared 
to the control (62.7 ±9.3%, p<0.0001 and 60.2 ±5.4%, p<0.0001, respectively). In 
addition, these combinations significantly enhanced the efficacy of TMZ alone 
(p<0.05) (Fig 6.24). 
 
To further demonstrate the viability of the U87-MG spheroids following drug 
treatment, the LIVE/DEAD viability/cytotoxicity assay was performed, which 
detects plasma membrane integrity and intracellular esterase activity. U87-MG 
spheroids of 300-350μm diameter were formed after 24 hr of seeding 2500 
cell/well in Nunclon Sphera plates under normoxia and hypoxia.  Drug treatment 
was added, separately or in combination, at IC50 concentrations obtained from 
concentration-response cell viability curves at 48 hr. Cells were incubated for 72 
hours prior to staining with CFDA-SE and PI to detect live and dead cells, 
respectively. Under normoxia, it could be clearly seen form the spheroid images 
that PN517 and its combinations as well as TMZ, especially in combination, 
resulted in a higher proportion of dead cells in the spheroids associated with 
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higher red fluorescence signal compared to the control (Fig 6.25). Additionally, it 
was observed that spheroids of these combinations were notably smaller in size 
and distorted. However, a similar pattern yet less obvious effect was observed 
for the drug treatments under hypoxia (Fig 6.26).  
 
Finally, a comparison of drug treatment effects on U87-MG cell viability was made 
between the previous results obtained from the 2D monolayers and the 3D 
spheroids models. It can be clearly seen that drug treatments were always more 
effective in the 2D monolayers (Fig 6.27). However, the same patterns of efficacy 
were observed, particularly under normoxia, so aspirin and PN517 being more 
effective than cisplatin or TMZ, and combinations with TMZ being the most 
effective. At 48 hr of drug treatment under normoxia, there was no significant 
difference in aspirin effect on cell viability between 2D and 3D models. In contrast, 
PN517, cisplatin and TMZ were significantly less effective in the 3D spheroids 
(p<0.001, p<0.0001 and p<0.0001, respectively) (Fig 6.27). Also, cisplatin and 
TMZ combinations were less effective in the 3D spheroids (p<0.001 and p<0.05). 
However, at 72 hr of drug treatment, a greater decrease in cell viability was 
observed in the 3D spheroids and the values were only significantly different from 
the 2D cultures with the treatment of cisplatin (p<0.0001) TMZ (p<0.0001) or the 
combination of cisplatin and aspirin (p<0.05) (Fig 6.27). Interestingly, under 
hypoxia, all drug treatments were significantly less effective in the 3D spheroid 
cultures compared to the 2D monolayers at both timepoints (p<0.0001), with drug 
combinations of PN517 still showing the highest efficacy (Fig 6.28).  
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Figure 6. 23. The effect of drug treatment on cell viability of U87-MG spheroids under 
normoxia and hypoxia. A cell viability assay was performed under normoxia and hypoxia 
using the PrestoBlue reagent over 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represent mean ± SEM 
of five independent experiments. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.6. 
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Figure 6. 24. The effect of combined therapy on cell viability of U87-MG spheroids under 
normoxia and hypoxia. A cell viability assay was performed under normoxia and hypoxia 
using the PrestoBlue reagent over 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represent mean ± SEM of five independent experiments. A two-way ANOVA was used to identify significant 
effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental procedure was performed as described in Materials and 
Methods section 2.2.6. 
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Figure 6. 25. Representative microscopic images of Live/Dead cell viability assay in 
U87-MG spheroids under normoxia. Live/dead imaging of U87-MG spheroids with initial 
seeding of 2500 cells/well was performed following 72 hr of drug treatment. Figure shows Brightfield images and CFDA-SE/PI staining where live cells stained with CFDA-SE 
(green) and dead cells with PI (red). The experimental procedure was performed as 
described in Materials and Methods section 2.2.7. 
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Figure 6. 26. Representative microscopic images of Live/Dead cell viability assay in 
U87-MG spheroids under hypoxia. Live/dead imaging of U87-MG spheroids with initial seeding of 2500 cells/well was performed following 72 hr of drug treatment. Figure shows 
Brightfield images and CFDA-SE/PI staining where live cells stained with CFDA-SE (green) and dead cells with PI (red). The experimental procedure was performed as 
described in Materials and Methods section 2.2.7. 
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Figure 6. 27. Comparison of the effect of the drug treatment in U87-MG 3D spheroids 
and 2D monolayers under normoxia. A cell viability assay was performed using the 
PrestoBlue reagent over 48 and 72 hours of drug treatment at IC50 as determined by concentration-response curves at 48 hr. Values represent mean ± SEM of three 
independent experiments in 2D cultures and five independent experiments in 3D cultures. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.6. 
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Figure 6. 28. Comparison of the effect of the drug treatment in U87-MG 3D spheroids 
and 2D monolayers under hypoxia. A cell viability assay was performed using the PrestoBlue reagent over 48 and 72 hours of drug treatment at IC50 as determined by 
concentration-response curves at 48 hr. Values represent mean ± SEM of three independent experiments in 2D cultures and five independent experiments in 3D 
cultures. A two-way ANOVA was used to identify significant effects, with Tukey’s multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The experimental 
procedure was performed as described in Materials and Methods section 2.2.6. 
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6.2.1.3. Effects of drug treatment on Lactate production 
To investigate the effect of drug treatment on glycolytic activity of U87-MG 
spheroids, a lactate production assay was performed. U87-MG spheroids of 400-
450μm diameter were formed after 24 hr of seeding 2500 cell/well in Nunclon 
Sphera plates under normoxia and hypoxia. Drug treatment was added, 
separately or in combination, at IC50 concentrations obtained from concentration-
response cell viability curves at 48 hr. Following 24 hr of drug treatment the 
culture media was replaced with assay media and incubated for 3.5 hr then 
samples were collected and frozen. After collecting the samples for three 
independent experiments, the change in the lactate concentration in the 
extracellular assay media was measured using EnzyFluoTM L-lactate fluorometric 
assay. 
 
Data showed a similar pattern of results to the 2D cultures where all treatments 
appeared to reduce lactate production. PN517 was more effective than aspirin in 
reducing lactate production, and PN517 combinations appeared to be the most 
efficacious treatment under both normoxia and hypoxia (Fig 6.29). However, 
there were no significant differences observed for any or the monotherapies or 
combined therapies (p>0.05). 
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Figure 6. 29. The effect of drug treatment on lactate production in U87-MG spheroids 
under normoxia and hypoxia. Data represent lactate concentration (µM) after treating 
cells for 24 hr and incubating with assay media to excrete lactate for 3.5 hr. Values represent mean ± SEM generated from three independent experiments under normoxia 
and hypoxia. A two-way ANOVA was used to identify significant effects, with Bonferroni's multiple comparison test, *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001. The 
experimental procedure was performed as described in Materials and Methods section 
2.2.13. 
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6.3. Discussion 
6.3.1. Chronic hypoxia-adapted cells 
In contrast to other features of GBM tumour malignancy, the effects of hypoxia 
on GBM survival and response to drug treatment are poorly characterised. The 
aim of this chapter was to generate chronic hypoxia-adapted cell lines and 
investigate the effect of drug treatment on the adapted cells comparing the results 
with the acute hypoxic cells. 
 
Experiments have shown that both U87-MG and SVG-p12 cells were able to grow 
and proliferate effectively at 5% O2, which resembles the physiological conditions 
found in the brain. Some studies have indicated also that astrocytes are able to 
withstand extended periods of hypoxia (Swanson, 1992; Véga et al., 2006). 
However, at 1% O2 hypoxia, U87-MG cells were only able to continue proliferating 
yet at slower rate, while SVG-p12 cells exhibited substantially slower proliferation 
rate, an effect that may be because they are more sensitive to the acidosis often 
occurs during hypoxia (Norenberg et al., 1987; Giffard et al., 1990). 
 
Additionally, it was observed that 1% O2 adapted U87-MG cells could not sustain 
proliferation under severe hypoxia of 0.1% O2 and died after a few days. Similar 
results were found in many studies where cell cycle arrest was induced in severe 
hypoxia or anoxia (Åmellem and Pettersen, 1991; Graeber et al., 1994; Beppu et 
al., 2002) and that long-term exposure to severe hypoxia results in cell death in 
different glioblastoma cell lines due to necrosis or cell cycle arrest (Richards et 
al., 2016). However, investigations in brain tumours have shown that the 
proportion of severely hypoxic cells is low while the majority of tumour cells are 
exposed to moderate hypoxia (>0.5% O2) (Evans et al., 2004). The most severe 
regions of hypoxia in GBM are present adjacent to regions of necrosis, forming 
one of the defining characteristics of GBM called pseudopalisading necrosis.  
These cells were found to express high levels of HIF-1α and matrix 
metalloproteinases and are thought to have high migration capacity in a drive to 
move towards more favourable environment (Zagzag et al., 2000; Søndergaard 
et al., 2002). For that reason, areas of necrosis are associated with higher grade 
tumours and poorer prognosis (Hammoud et al., 1996). 
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Hypoxia adaptation mechanism 
At a cellular level, the chief regulator of oxygen homeostasis is the HIF signalling 
pathway. Under hypoxic conditions, HIF-1α is no longer degraded, and 
translocated to the nucleus activating the transcription of hundreds of genes for 
regulating cellular processes such as angiogenesis, glycolysis and invasion 
leading to tumour progression (Dengler et al., 2014; Masoud and Li, 2015). HIF-
1α expression is positively associated with tumour grade in gliomas, with the 
highest expression observed in high-grade gliomas (Zagzag et al., 2000; 
Søndergaard et al., 2002). Although HIF-1α is only present in small amounts 
above 1% O2, cumulative evidence suggests a pro-proliferative role for HIF-1α in 
physiological oxygen conditions. For example, neural progenitor cells display an 
increased proliferation at 10% O2 mediated by HIF-1α. In addition, the moderate 
induction of HIF-1α at 5% O2 has been shown to encourage proliferation of both 
cancer and noncancerous cell lines, suggesting an important role for HIF-1α in 
normal cell physiology (Zhao et al., 2008; Carrera et al., 2014). 
 
As anticipated, current data showed that HIF-1α levels are significantly increased 
several fold following hypoxia exposure (Fig 6.18). Numerous studies have 
confirmed the ability of GBM cells to respond to hypoxia by increasing HIF-1α 
stabilisation using western blot in different cell lines (Richards et al., 2016; Eales 
et al., 2018). On the other hand, results of HIF-1β protein expression also showed 
a trend toward increasing HIF-1β levels under hypoxia (Fig 6.19). These findings 
are also consistent with a previous study where HIF-1β was significantly 
upregulated in the nucleus under hypoxia which caused a small increase in the 
total protein levels (Li et al., 2016). HIF-1β is necessary for the assembly and 
functionality of an active HIF complex  (Dengler et al., 2014) suggesting that both 
proteins are essential for the activation of the HIF pathway in U87-MG cells.   
 
The U87-MG cell line exhibited the ability to tolerate prolonged exposure to 
hypoxia and enabled the generation of the chronic hypoxia-adapted U87-MG 
cells. In fact, decrease in oxygen supply to the cells leads to biochemical changes 
that can either result in cells adaptation to hypoxia or cause cell death. 
Accordingly, research has shown that many cancer cell lines were not able to 
survive the chronic hypoxic conditions while other cell lines did by using different 
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mechanisms of adaptation (Endo et al., 2014). An initial moderate increase in 
HIF-1α is important for cell adaptation to hypoxia, consequently, cancer cells 
respond to hypoxia via stimulation of angiogenesis by VEGF, apoptosis inhibition 
by Bcl-2, modification of cellular metabolism, acclimatising to extracellular acidic 
pH and upregulation of metastasis proteins (Graeber et al., 1996; Zhou et al., 
2006; Vander Heiden et al., 2009). 
 
While some cell lines have not shown any changes to cell cycle distribution under 
hypoxia, other cell lines were found to exhibit slower progression through each 
phase of the cell cycle following long-term exposure to hypoxia (Richards et al., 
2016). Severe hypoxia, on the other hand, can induces transient G1 arrest in cells 
as a possible mechanism to protect the cells from proceeding into the S phase, 
where they are more sensitive to hypoxia-related DNA injuries (Graeber et al., 
1994). These findings may also correlate well with the current results where U87-
MG cells showed slower proliferation rate under chronic hypoxia while could not 
survive upon sever hypoxia exposure. Some reports indicated that HIF-1α 
mediated induction of p21 and p27 expression for hypoxia-induced G1 cell cycle 
arrest (Gardner et al., 2001), while others found no involvement of HIF-1α in 
hypoxia-induced G1 arrest (Goda et al., 2003). The reason for these 
inconsistencies is unclear but may be due to differences in cell lines and methods 
(Richards et al., 2016).  
 
Modulation of cellular metabolism is known as a fundamental mechanism 
whereby cancer cells adapt to hypoxic environment. As previously described, 
hypoxia is a driving force to switch cellular metabolism from mitochondrial 
oxidative phosphorylation to glycolysis. Many important metabolic responses to 
hypoxia are controlled by HIF-1, which stimulates the transcription of genes 
encoding for metabolic reprogramming (Semenza, 2011). Cancer cells under 
hypoxia induce the expression of glycolytic enzymes to elevate the glycolytic 
metabolic flux for ATP generation and inactivate the enzyme responsible for the 
entry of glucose-derived carbons in the mitochondria pyruvate dehydrogenase 
(PDH) (Sutendra and Michelakis, 2013). However, mitochondria can overcome 
PDH inhibition in different ways to maintain their function. For example, one 
mechanism involves a diversion of glucose-derived pyruvate to oxaloacetate 
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through the mitochondrial enzyme pyruvate carboxylase (PC) which has been 
shown to play an important role in the growth of cancer cells, especially in 
glutamine-deprived conditions (Cheng et al., 2011). Another mechanism is 
exploiting glutamine as an alternative carbon source. Glutamine oxidation in the 
mitochondria (namely glutaminolysis) is predominantly important for cancer cells 
such as human glioma, which require glutamine for survival and proliferation 
(Deberardinis et al., 2007). The glutaminolysis process has been thought to occur 
only under specific circumstances, such as hypoxia and overt mitochondrial 
dysfunction as major means of ATP production and contributes to the synthesis 
of anabolic precursors, such as oxaloacetate and aspartate (Gameiro et al., 
2013). Recent reports have demonstrated also that glutaminolysis is a hallmark 
of GBM metabolism to produce ATP and that both glucose and glutamine are the 
primary fuels causing the rapid growth of GBM (Chinopoulos and Seyfried, 2018). 
Another study using GBM cell line in hypoxia concluded that glutamate is the 
major source for carbon under hypoxic conditions (Wise et al., 2011). These 
results have contributed to a growing literature on the importance of glutamine in 
metabolism, especially in cells grown in a hypoxic environment (Frezza et al., 
2011) suggesting that simultaneous restriction of these two substrates as 
effective way to reduce cancer viability and invasion. Another recent study has 
demonstrated that same tumour cells can exhibit different metabolic phenotypes 
depending on their microenvironment including the Warburg effect, the reverse 
Warburg effect and glutamine addiction (Shan et al., 2018).  
 
These findings might correlate with the metabolic analysis for the adapted U87-
MG cells to some extent where cells showed a pattern towards reducing oxygen 
consumption rate with no significant increase in glycolytic capacity (Fig 6.9 
&6.10). Additionally, the conventional notion that a reduction in oxygen 
consumption rate will be only caused by oxygen limitation at mitochondria has 
been challenged by a phenomenon known as oxygen conformance, by which 
oxygen consumption under hypoxia decreases to maintain cellular survival 
without either compensatory increase in anaerobic energy production or a loss of 
cellular viability (Gnaiger, 2003).  A study by Li and colleagues demonstrated that 
it is the gradual reduction of oxygen levels and not the acute change that triggers 
oxygen conformance where cellular metabolism is downregulate (Li et al., 2013). 
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They also suggested that metabolic responses to hypoxia are significantly 
affected by glucose availability rather than oxygen levels. Metabolic activity was 
inhibited when cells experienced hypoxia with medium or low glucose media but 
not decreased in the presence of high glucose media. Furthermore, it was 
demonstrated that although oligomycin can induce an increase in glycolysis to 
meet the ATP demand, it may produce a minimal effect if glycolysis function is 
working closely to its maximal capacity or if the basal glycolytic rate is limited by 
a low resting demand for ATP (Mookerjee et al., 2016). These findings might 
provide an explanation of why there was no significant increase in the glycolytic 
activity of U87-MG adapted cells to greater extent since it was already showing 
high glycolytic activity near to its maximum capacity. Furthermore, it can be 
suggested that in order to adapt to hypoxia, the cells might have undergone 
oxygen conformance because oxygen consumption decreased without either 
compensatory increase in glycolysis production or sings of cell death (Fig 6.9 
&6.10). 
 
As a result of low oxygen availability, high glycolysis and production of metabolic 
acids, tumour cells often undergo extracellular acidic stress (Lindner and 
Raghavan, 2009). Investigations have confirmed the capacity of tumour cells to 
acidify the extracellular environment while maintaining intracellular 
neutral/alkaline pH by several mechanisms (Gillies et al., 1981). Under hypoxia, 
tumour cells develop additional important pH regulating systems such as MCT4 
and the membrane-associated carbonic anhydrases CAIX and CAXII which 
contributes to the acidification of the extracellular tumour environment and 
restores a permissive intracellular pH allowing acclimatisation of cells under 
hypoxia and a blockade or slow release cell death (Pantuck et al., 2003; 
Korkolopoulou et al., 2007). Hypoxia also selects cells with low p53 expression, 
thus reducing or inhibiting p53-induced apoptosis in hypoxic cells. Upon exposure 
to hypoxia, a post-translational modification of the p53 gene occurs, thus making 
it active and in turn promoting transcription of cell cycle regulating or apoptotic 
genes (Graeber et al., 1996; Zhou et al., 2006). Additionally, studies found that 
p53 plays an important role in negative regulation of hypoxia-stimulated 
glycolysis in cancer cells through RRAD (Ras-related associated with diabetes) 
a recently identified p53 target (Zhang et al., 2014). Also, p53 induced RRAD 
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expression under hypoxia inhibits glycolysis mainly through inhibition of GLUT1 
translocation to the plasma membrane of cells. These results revealed an 
important role of p53 in antagonizing the stimulating effect of hypoxia on 
glycolysis and maintaining homeostasis of glucose metabolism under hypoxic 
conditions, thus contributing greatly to p53’s function in tumour suppression. 
Accordingly, these findings also may provide possible mechanism by which the 
U87-MG cells have adapted the long exposure of hypoxia by upregulating pH 
systems to tolerate acidosis and by selecting low-p53 expressing cells, which 
needs to be confirmed. 
 
It has been demonstrated that cancer cell responses under hypoxia are a product 
of the interplay between many factors including the dominant oxygen tension, 
hypoxia-induced signalling, interacting genetic defects, and cellular damage by 
ROS (Eales et al., 2016). An interplay was reported between HIF, p53 and myc 
in hypoxia for altering cell metabolism. The relationship between p53 and HIF is 
not fully understood: hypoxia has been shown to induce p53 stability in some 
cases, whereas not in others, and the mechanism by which this occurs is unclear 
(Schmid et al., 2004). It was suggested that severity and duration of the hypoxia 
can have a role, with more severe oxygen tensions provoking a strong 
stabilization, perhaps through DNA damage–response mechanisms (Hammond 
et al., 2002). These findings might explain some of the difference in responses to 
hypoxia exposure where at 1% hypoxia the cells were able to adapt and survive, 
probably by interplay between HIF, p53, and myc, whereas under sever hypoxia 
this interplay switch to more stabilisation of p53 to induce cell death.   
 
Additionally, it is well known that hypoxia adaptation mediated by HIF-1α 
suppresses mitochondrial activity and mitochondrial biogenesis leading to 
reduced cell death and increased drug resistance (Kim et al., 2006; Papandreou 
et al., 2006; Zhang et al., 2007). The efficiency of the electron transport chain 
under hypoxic conditions is reduced leading to increased mitochondrial ROS 
production (Guzy and Schumacker, 2006). Increased ROS levels play a major 
role in HIF-1 nuclear translocation and stabilization, whereas excessive ROS 
production can result in cellular damage and ultimately cell death. Therefore, one 
global strategy to hinder oxidative metabolism is to reduce mitochondrial mass 
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through the process of mitophagy. Lowering mitochondrial mass not only protects 
against excessive ROS but also degrades and recycles unusable organelles 
providing building blocks for other cellular processes (Daskalaki et al., 2018). 
However, hypoxia induces a selective form of autophagy in which mitochondria, 
but not other cellular organelles are degraded (namely mitophagy). In hypoxic 
cells, HIF-1 activates transcription of the BNIP3 (BCL2 interacting protein 3) and 
BNIP3L (BCL2 interacting protein 3 Like) genes, which encode mitochondrial 
proteins that activate mitochondria-selective autophagy in hypoxic cells (Bellot et 
al., 2009). Failure to induce BNIP3 expression in HIF-1-deficient or BNIP3-
deficient cells leads to higher ROS production under conditions of chronic hypoxia 
and thus ROS-induced cell death (Zhang et al., 2008). 
 
Current data from the autophagy assay showed a similar pattern of response to 
drug treatment for both hypoxia conditions with no increase observed in the 
induction of autophagy under chronic hypoxia (Fig 6.8). This may be attributed to 
the lower overall metabolic activity in the hypoxia-adapted cells since autophagy 
is an energy demanded processes and requires mitochondrial activity for 
maximal autophagic response, and forced induction of autophagy may lead to 
autophagic cell death  (Thomas et al., 2018). However, the current data analysed 
the non-selective macroautophagy and not the mitochondrial-selective 
autophagy that is activated under hypoxia. To distinguish between these 
processes other methods can be used (Section 7.3). 
 
Hypoxia-induced cell death 
In some conditions of acute hypoxia or chronic hypoxia, as well as severe 
hypoxia, tumour cells cannot adapt because of the hypoxic-stress induced cell 
death. Hypoxia produces an environment of stress leading to DNA damage, cell 
cycle arrest and ultimately cell death during the acclimatisation period. Otherwise, 
as discussed previously, hypoxia selects cells with decreased p53 activity, thus 
reducing their apoptosis and allowing them to proliferate and adapt. It was 
reported that if HIF-1α and p53 were stabilized concurrently, direct interaction 
between them can affect transcription of p53 target genes. This observation was 
challenged by showing that HIF-1α was not required for p53 activation under 
hypoxia (Wenger et al., 1998). Another conflicting report showed that HIF-1 is 
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stabilized at relatively modest hypoxia levels whereas p53 is only accumulated 
under severe hypoxia limiting possible interactions of these two proteins (Suzuki 
et al., 2001). 
  
Importantly, the resultant genetic instability under hypoxia can either amplify an 
already existing proapoptotic signal or independently induce apoptosis. These 
responses were shown to be likely dependent on the severity of oxygen 
deficiency and on the specific cellular context. Some signalling pathways were 
only triggered by severe hypoxia or anoxia (0.2% O2) as shown for p53 
stimulation, suggesting that mild and severe oxygen levels can trigger different 
signalling pathways with different apoptotic outcomes (Hammond et al., 2002; 
Achison and Hupp, 2003). Therefore, severe reductions in oxygen tension can 
activate several upstream components of the intrinsic apoptosis pathway. 
Furthermore, episodes of reoxygenation upon hypoxia exposure can induce 
additional DNA damage. These effects will lead to stimulation of apoptotic 
signalling which eventually result in apoptotic cell death if not opposed (Sendoel 
and Hengartner, 2014). 
 
It has been widely accepted that ROS play critical roles in cell signalling and 
homeostasis (Schieber and Chandel, 2014). Higher basal level of ROS are 
present in cancer cells than in normal cells and believed to be involved in tumour 
occurrence and development, tumour metastasis and gene regulation for many 
signalling pathways, like the activation of HIF, in different cell types (Ma et al., 
2009; Kolamunne et al., 2013). However, some studies have observed an 
increase in ROS production under hypoxia, while others have found a decrease 
in ROS under hypoxia (Huang et al., 2008). While undergoing various 
environmental stresses, ROS levels can increase intensely leading to oxidative 
damage to the cells (Cheresh et al., 2013). For example, treatment with cobalt 
chloride (CoCl2), a hypoxia-mimicking reagent, in TE-1 oesophageal squamous 
carcinoma cells, it led to a significant decrease in mitochondrial respiratory chain 
complex subunit expression and an increase in intracellular ROS production 
resulting in a dramatic reduction in the oxygen consumption rates and increase 
in the extracellular acidification rates, indicating that hypoxia could cause 
mitochondrial dysfunction by ROS upregulation, thus affecting the cellular 
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bioenergy metabolism and survival of tumour cells. Therefore, it was suggested 
that tumour cells may exhibit distinct changes in bioenergy metabolism in 
response to different oxidative stress (Zhang et al., 2017). Many reports showed 
that the status of glucose metabolism changes prior to cell death when cells are 
stressed (Byfield et al., 2005). Previous findings have supported the concept that 
glucose metabolism regulates cell death pathways. It was shown that energy 
depletion results in cell death by different forms (necrosis, apoptosis or 
autophagy) where all of them can be affected by glucose metabolism status and 
ATP levels (Luca et al., 2005).  
 
For many cancer lines, prolonged hypoxic exposure can result in cell death which 
is not a direct effect of hypoxia but is secondary to acidosis. In one study during 
hypoxia in A549 adenocarcinoma cells, HIF-1α was shown to induce activity of 
the glycolysis pathway and decreases the pH of the growth medium leading to 
increased hypoxia-induced apoptosis. It was found that apoptosis induced by 
HIF-1α overexpression was partially inhibited by increasing the buffering capacity 
of the growth medium (Luo et al., 2006). Taken together, these different previous 
findings can provide several explanations of why SVG-p12 cells showed a 
significant reduction in cell proliferation and number after long exposure to 1% 
hypoxia. Similarly, U87-MG could not survive under 0.1% severe hypoxic 
conditions, an observation may also be attributed to ROS upregulation and 
inducing hypoxia- cell death.   
 
Hypoxia and treatment resistance 
GBM cells in a hypoxic regions of the tumours have shown reduced proliferation, 
resistance to chemo- or radiotherapy and poor prognosis (Saggar et al., 2013). 
Nevertheless, cancer research trying to recreate more physiologically relevant 
oxygen tensions are lacking, with massive discrepancies found in literature 
investigating the effects of chronic hypoxia in vitro rendering studies hard to 
compare (Bayer and Vaupel, 2012). For example, one study examined gene 
expression profile for three human cancer cell lines exposed to experimental 
chronic or transient hypoxia conditions. It was found that gene expression of 240 
probe sets was altered in all tested cell lines. However, the cell-type specific 
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variability in response to both types of hypoxia was significant (Olbryt et al., 
2014). 
 
On the other hand, another study investigated the changes in gene expression 
accompanying chronic hypoxia in MCF7 breast cancer cell line. It was observed 
that exposing cells to long-term hypoxia (weeks) results in different gene 
expression alterations than those induced by short-term hypoxia (less than 72 
hours).  The underlying mechanism was suggested to link to modifications on the 
proteomic level rather than the genomic level which was consistent with other 
studies where protein levels of hypoxia responsive genes where shown to be 
upregulated instead of their messenger RNAs under chronic hypoxia (Feda'h and 
Zihlif, 2014). In colon cancer cell lines, sensitivity to cisplatin in vitro was also 
significantly different for the hypoxia-adapted cells compared with the paternal 
cells, suggesting a modification in pathways leading to apoptosis upon DNA 
damage, particularly p53. It was thought that the generation of the hypoxia-
adapted cell lines provides a model for events within hypoxic areas of colon 
cancers, and for the acquisition of resistance and sensitivity properties that may 
have therapeutic implications (Yao et al., 2005). 
 
Azad and colleagues have examined two glioma and breast cancer cell lines for 
cell death response in hypoxia (<1% O2). They found that cells growing under 
hypoxia will initially employ adaptive strategies, but if hypoxia was sustained, cell 
death will ultimately occur. However, they demonstrated that accurate 
mechanisms of hypoxia-induced cell death remain uncertain as all apoptosis, 
necrosis and autophagy were reported in response to hypoxic stress (Azad et al., 
2008). The authors suggested that chronic hypoxia is a typical environment of 
tumour progression as rapid cellular proliferation will lead the tumour to outgrow 
its available oxygen supply. Furthermore, it was reported that the extent of tumour 
hypoxia associates with neoplastic aggression, increased resistance to therapy-
induced apoptosis and reduced overall patient survival (Azad et al., 2008). Thus, 
treatment resistance under hypoxia is a known issue, and the current data 
showed that hypoxia-adapted U87-MG cells are more resistant to drug treatment 
compared to their acute hypoxic counterparts. This observation is in line with the 
previous studies reported that hypoxia increases chemo-resistance (Koch et al., 
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2003; Rohwer et al., 2010). The reason for this resistance can include various 
mechanisms. One mechanism by which hypoxia is believed to increase 
resistance to chemotherapy is the initiation of cell cycle arrest and reducing cell 
proliferation. The suppressed proliferation rate of the cells under hypoxia by 
inducing cyclin-dependent kinase inhibitor p27Kip1 which inhibits the activation of 
cyclin E-Cdk2 or cyclin D-Cdk4 complexes thus controlling cell cycle progression 
at G1 phase (Wartenberg et al., 2003). As classical chemotherapeutic drugs 
target rapidly diving cells, the reduced proliferation rate is thought to allow hypoxic 
cells to escape cell death (Harrison and Blackwell, 2004). Accordingly, the slower 
proliferation rate of hypoxic adapted cells can be one explanation for the reduced 
efficiency of cisplatin and TMZ due to their mechanism of action. Other studies 
have confirmed the findings where a reduced efficacy of cisplatin and other cell-
cycle dependent drugs was observed under hypoxia (Koch et al., 2003; Rohwer 
et al., 2010). However, other research suggested that only a small proportion of 
cells will be exposed to hypoxia severe enough to cause cell cycle arrest, and of 
these cells a proportion will undergo cell death. It is therefore likely that other 
mechanisms play a more important role in hypoxia-mediated chemoresistance. 
 
One such mechanism for reduced drug cytotoxicity under hypoxia is through the 
MDR (multi-drug resistance) gene and over expression of the gene product P-
glycoprotein (P-gp), which has been identified to increase chemo-resistance 
towards a variety of drugs by acting as an efflux pump in various types of cancer 
including glioma (Liu et al., 2000; Comerford et al., 2002; Gottesman, 2002; 
Wartenberg et al., 2003). For example, the increased expression of the ABCB1 
and p-glycoprotein drug transporters was reported to induce chemoresistance in 
GBM  (Chou et al., 2012). Furthermore, DNA injuries caused to the cells under 
normoxia are believed to be greater and more permanent than under hypoxia, 
where a reduction in the activity of p53 causes inhibition of cell apoptosis, and 
cells are more likely to undergo restoration following DNA injuries (Zhou et al., 
2006). The hypoxic environment has been also been associated with increased 
expression of MGMT, a DNA repair protein highly involved in cellular resistance 
to temozolomide (Pistollato et al., 2010). These findings are in agreement with 
the current results where TMZ was less efficient in acute hypoxia compared to 
normoxia and to a greater extent under chronic hypoxia (Fig 6.4).    
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In one report investigating some GBM cell lines including U87-MG, it was shown 
that chronic hypoxia, but not acute hypoxia induced resistance to chemotherapy 
and X-ray irradiation (Cowman et al., 2019). This acquired resistance after 
chronic hypoxia was present but less obvious in other GBM cell lines, suggesting 
that this heterogeneity of the cellular response to hypoxia might be due to the 
differences in the molecular signature of different cell lines beyond HIF activation. 
The authors observed remarked effects of hypoxia adaptations in U87-MG cells 
in agreement with previous reports (Hsieh et al., 2010; Cho et al., 2011). They 
found wide transcriptional changes after prolonged hypoxia, particularly in the 
expression of genes involved in repairing double strand breaks (DSB). However, 
it was demonstrated that timing and severity of hypoxic exposure has a large 
impact on cell adaptation and sensitivity to DNA damaging agents where short 
time exposure (minutes-hours) is thought to regulate repair proteins through post-
translational modifications and alterations to translation proficiency, whereas long 
exposure (days-weeks) causes changes to transcription and epigenetic 
alterations (Scanlon and Glazer, 2015). Although long-term hypoxia exposure 
stimulates different adaptive mechanisms among cell lines, they were thought to 
ultimately meet on the inability to activate p53, thus mediating resistance to cell 
death (Cowman et al., 2019). That might provide possible explanation of why 
U87-MG adapted cells showed greater resistance to drug treatments (Fig 6.4).  
 
A further mechanism for increasing drug resistance under hypoxia is mediated by 
HIF-1α which modulates the metabolic activity and suppresses mitochondrial 
biogenesis leading to reduced cell death and increased drug resistance (Kim et 
al., 2006; Papandreou et al., 2006; Zhang et al., 2007). It was previously 
described how cancer cells undergo metabolic transformation including the 
switch to aerobic glycolysis, profound mitochondrial reprogramming as well as 
the deregulation of lipid metabolism, which altogether cooperate to sustain cell 
proliferation. However, metabolic phenotypes are considerably variable, and can 
serve as a critical predictor of cancer proliferation, vulnerabilities, and resistance 
to therapies (Dar et al., 2017; Hardie et al., 2017). Therefore, the unique 
metabolic programming and plasticity in glioblastoma cells may influence cell fate 
like other types of cancer (Simões et al., 2015; Tavares‐Valente et al., 2018). 
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Additionally, it has been shown that the ability to reduce the basal metabolic rate 
and undergo a hypometabolic state has been recognised as life-saver 
mechanism for many organisms when the energy source such as oxygen and 
nutrition are restricted (Storey, 2001). Accordingly, downregulation of mTORC1 
activity has been widely reported as important mechanism for tumour cells to 
survive under acute hypoxia and stressful conditions (Brugarolas et al., 2004; 
Okuyama et al., 2010). However, the response of cancer cells to chronic hypoxia 
is less well understood. Endo and colleagues have examined several pancreatic 
and colorectal cancer cell lines for weeks under 1% oxygen conditions and 
identified a pancreatic cancer cell line (AsPC-1) able to survive under these 
conditions most other tested cell lines died within 7 days (Endo et al., 2014). The 
authors indicated that AsPC-1 cells entered a state of dormancy where they alter 
proliferation and metabolic status.  After 7 days of hypoxia, both oxygen 
consumption rate and glycolysis were attenuated. ATP turnover, as well, was 
markedly decreased under chronic hypoxia.  After exposure to acute hypoxia, the 
gene expression levels of glycolytic enzymes and transporters such as GLUT1, 
HK2, and PDK1 increased. In contrast, the expression levels of these genes 
decreased in the cancer cells in dormancy (Endo et al., 2014). Accordingly, the 
metabolic changes observed in the metabolic activity for the U87-MG hypoxia-
adapted cells might have played a significant role in acclimatisation to hypoxia 
and rendering the cells more resistance to drug treatments (Fig 6.12-6.14 &6.16-
6.17). 
 
It was also found also that HIF-1α protein levels were increased after exposure 
to hypoxia and maintained until day 7, suggesting that HIF-1α partially contributes 
to the induction of dormant status. Their results were accompanied by decreased 
AKT phosphorylation. However, it was indicated that HIF-1α and AKT 
independently regulate cell adaption in chronic hypoxia. Conserving the energy 
source by decreasing energy demand might be a strategy of cancer cells to 
survive in a chronically deteriorated microenvironment. These chronic hypoxia-
adapted cells showed remarkable chemoresistant characteristics (Endo et al., 
2014). 
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HIF-1 as a target for GBM treatment 
Because of the master role for the HIF pathway in cell survival under hypoxia, 
many studies suggested targeting HIF as potential therapy for several cancers. 
For example, blocking HIF1 response reduced lactate levels and enhanced 
response to radiotherapy with improved killing of hypoxic radioresistant (Leung 
et al., 2017). Studies have shown that cell viability of U87-MG cells can be 
compromised to facilitate apoptosis in a caspase-dependent/p53 independent 
mechanism by the inhibition of HIF-1α transactivation (Dai et al., 2003). 
Additionally,  it has been shown that HIF-1α activity is associated with GBM 
responsiveness to TMZ, hence, its downregulation improves the response of 
TMZ-resistant cells (Lo Dico et al., 2018).  
 
Interestingly, aspirin and PN517 appeared to reduce HIF-1α levels although the 
effect was not significant under the experimental conditions used (Fig 6.18). 
Previous studies in hepatoma cells reported that GLUT1 and HIF-1α could be 
reduced by aspirin suggesting that aspirin downregulated GLUT1 through 
targeting NF-κB or NF-κB/HIF-1α signalling leading to the inhibition of cell 
proliferation in vitro and in vivo (Liu et al., 2019). Similarly, GLUT-1 was suggested 
to have a significant role in glioma tumour biology through HIF-1 regulation 
(Jensen and Chkheidze, 2011). These findings may explain why aspirin showed 
higher efficacy in reducing glycolysis activity under hypoxia which could be 
related to reducing HIF-1α (Fig 6.18).   
 
Maturu and colleagues demonstrated the role of the COX-2 pathway in creating 
an immunosuppressive microenvironment within the tumour, reporting HIF-1α as 
a target for COX-2. They showed that COX-2 pathway components such as COX-
2, HIF-1α, p-ERK1/2, and p-STAT3 were upregulated in mouse and human 
tumour tissues confirming the efficacy of COX-2 inhibitors in decreasing tumour 
cell growth in vivo   (Maturu et al., 2017). Cross talk between HIF-1 and COX-2 
signalling was reported and shown to contribute to the mechanisms that promote 
hypoxia adaptation and tumour progression. In the hypoxic conditions, HIF-1α 
acts as a positive inducer for COX-2 expression which in turn enhance HIF-1 
transcriptional activity via β-catenin (Greenhough et al., 2009). Furthermore, it 
was demonstrated that the COX-2 pathway effectively upregulates HIF-2α activity 
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under hypoxia by reducing VHL levels and stimulating HIF-2α nuclear 
translocation by MAPK pathway in hepatocellular carcinoma. More importantly, 
COX-2/HIF-2α was associated with cancer cell resistance to chemotherapeutic 
drugs in hypoxic conditions while COX-2 inhibitors synergistically enhanced the 
antitumour activity of the drugs (Dong et al., 2018). All these results suggested 
the usage of NSAIDs as adjuvants to current chemotherapy/radiation regimens. 
 
6.3.2. 3D cell culture 
As cancer cell lines are selected cells with ability to grow under culturing 
conditions enriched with oxygen, nutrition and growth factors, these cells might 
have lost the ability to repress proliferation under hypoxia and stressed 
conditions. Thus, 3D spheroids could provide a better platform to investigate the 
effects of hypoxia by providing oxygen gradient that is more representative of the 
real tumour microenvironment. In the current study, formation and 
characterization of uniform and reproducible 3D U87-MG spheroids in vitro was 
established using the ultralow attachment Nunclon™ Sphera™ plates (Fig 6.20 
&6.21). This method allowed the consistent formation of viable and healthy U87-
MG spheroids representing the distinct characteristics of GBM tumours enabled 
to use high-quality spheroids model for subsequent analysis. After model 
developing, the impact of all drug treatments, separately or in combination, was 
studied on 3D cell cultures in comparison to 2D cell cultures sensitivity. 
 
Although monolayer cell cultures represent a gold standard high throughput 
screen for effectiveness of chemotherapeutic agents, this model of culture does 
not reproduce the 3D structural properties of actual tumours. In fact, the 
physiological features of a monolayer culture of cells growing on a flat 2D tissue 
culture can vary greatly from those of cells in 3D cultures. Therefore, there has 
been increasing interest recently in using 3D cancer spheroids before proceeding 
to clinical trials due to the fact that 3D spheroids have several physiological 
characteristics better mimic the architecture and microenvironment of living 
tissue. 
 
First, culturing cells on the traditional tissue cultureware surface results in 
compatibly flat cells with simple geometry. This method forces the cells to adhere 
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by one side to the surface with no opportunity for cellular contact on the opposite 
side leading to changes in cell shape which ultimately can modify cellular function 
(Baker and Chen, 2012). In contrast, culturing tumour cell lines in 3D structure 
allows for cell-cell interactions and promotes histological morphology related to 
the tumour type they were derived from (Lee et al., 2013). Second, while cells 
growing in 2D monolayers are exposed to the same oxygen concentration and 
pH level, 3D cultures allow for multiple hypoxic conditions and the generation of 
oxygen gradient with a hypoxic regions and necrotic core. Accordingly, a gradient 
of protons extending from peripheral zone to the necrotic core of the spheroid is 
established and creates a pH gradient which is the inverse of the oxygen gradient. 
The lower the oxygen level, the more protons accumulate, thus, reflecting the 
tumour microenvironment (Lin and Chang, 2008) (Fig 6.30). Higher lactate 
production in hypoxic cells can kill the cell in 2D cultures, especially if the media 
not buffered, while in 3D cultures cells can exhibit ‘‘metabolic symbiont’’ model 
where lactate produced by hypoxic cells is used by aerobic cells (Kennedy et al., 
2013). However, it is widely thought that CO2 production from oxidative 
mitochondrial metabolism is a great contributor to solid tumour acidity rather than 
glycolytic activity. Accordingly, it was also suggested that CO2 is a primary 
contributor of extracellular acidification in 3D cancer models (Swietach et al., 
2009). Thus, establishing 2D monolayers from the tumour may select for rare 
cells which can grow in a highly uncommon environment, and these cells could 
not offer the best culture for modelling tumours. In line with this, the U87-MG 
spheroids generated in this study might have undergone to morphological 
changes with different oxygen and pH levels which can have a great impact on 
drug efficacy. Current results showed a difference in response between 2D and 
3D cell culture models for U87-MG cell line where a significantly lower sensitivity 
was detected for 3D cell culture compared to monolayer cell culture (Fig 6.27 
&6.28). 
 
 
Third, when tumour cells are cultured in a flat monolayer, they proliferate 
relatively at the same rate across the surface. Nevertheless, growing the same 
cells in 3D cultures creates zones of variant proliferation with cell proliferating 
more rapidly in the outside zone of the spheroid (Fig 6.30) (Lin and Chang, 2008). 
This difference in the proliferation rate was suggested to be related to many 
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factors such as the oxygen and nutrient gradients across the spheroid (Lin and 
Chang, 2008) and the ECM-dependent changes in intracellular signalling (Kim et 
al., 2011). Accordingly, U87-MG spheroids might have different cells populations 
with varying rates of cell proliferation. That feature would mostly affect TMZ and 
cisplatin due to their mechanism of action, and consistently, they were 
significantly lower efficacious in 3D cell culture compared to monolayer cell 
culture. 
 

  
Figure 6. 30. Different cellular proliferation zones in 3D spheroid culture. A typical 
spheroid has an outer layer of proliferative cells, an internal layer of quiescent hypoxic 
cells and necrotic cells in the core (Lin and Chang, 2008)  
 
Fourth, culturing cells in 2D monolayers may lack the cellular heterogeneity 
occurs across a population of cells within the same tumour as noted by variations 
in proliferation rate, gene expression, and differentiation leading to morphological 
and functional changes (Marjanovic et al., 2013). On the other hand, cells in 3D 
cultures were thought to exhibit phenotypic heterogeneity of tumour cells which 
might be caused by clonal selection pressure and gene expression alteration due 
to the oxygen, growth factor and nutrient gradients (Lawrenson et al., 2011),  or 
by increased expression of “stemness-related genes” (Busse et al., 2013). These 
genetic changes can alter cellular behaviour such as cell migration and 
differentiation which are inevitably associated with the severity of tumour 
progression. Additionally, the phenotypic heterogeneity makes developing drugs 
to kill the entire tumour challenging due to the fact that cell physiologies can be 
widely different (Fessart et al., 2013). Fifth, unlike classical monolayer-based 
models, cells cultured in 3D spheroids deposit ECM constituents that regulates 
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the cell dynamic behaviour and enable the cells to move within their spheroid in 
similar way they would move in living tissue (Pampaloni et al., 2007). Mainly, 
ECM-cell interactions may be responsible for the expression of proteinases such 
as MMPs which can modify ECM structure and promote cancer cell migration (Lu 
et al., 2012). Therefore, 3D spheroids are accurate representative models for cell 
migration, survival, and growth. Accordingly, U87-MG spheroids might also 
display ECM-cell interactions, cellular heterogeneity and different genetic 
expression, which in turn may lead to different cell physiologies and behaviours 
and increased drug resistance that was observed compared to the monolayers 
(Fig 6.27 &6.28). 
 
Sixth, culturing cells in 3D spheroids reveals a more realistic drug response. 
Several mechanisms were proved for enhanced resistance to chemotherapy 
when compared to the same cells grown in monolayers. While tumour cells in 
monolayers are exposed to same concentration of drug, in 3D spheroids the 
tumour cells inside the spheroid are protected from drug penetration by the cells 
on the outside of the spheroid (Perche and Torchilin, 2012). Declined diffusion of 
drugs to hypoxic areas due to increased distance from blood vessels is also likely 
to play a major role in drug resistance (Trédan et al., 2007). However, 3D 
spheroids showed chemoprotection from some drugs compared to the 2D culture 
despite complete penetration of the drug (Aljitawi et al., 2014) suggesting that 
mechanisms of drug resistance are more complicated than just failure to entirely 
penetrate the tumour in vivo or 3D culture in vitro. Another mechanism has been 
suggested linked to the different proliferation rates within the spheroid 
(Chitcholtan et al., 2013). In addition, tumour cells can increase expression of 
several drug resistance genes and microRNAs leading to enhanced drug 
resistance in 3D culture compared to 2D culture (Longati et al., 2013). For 
example, hypoxia was found to increase the expression of MDR-associated P-gp 
in Hepa1 tumour spheroids after incubation under hypoxic conditions (1% O2) for 
72 hours, and that depends on a functionally active HIF-1/ARNT heterodimer 
(Wartenberg et al., 2003). Consequently, 3D cultures provide several 
mechanisms of drug resistance found in tumours, offering the opportunity to 
either eliminate poor drug candidates before proceeding to in vivo animal models 
and clinical trials, or to identify promising drugs that would fail in classical 2D 
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monolayers-based assays (Hirschhaeuser et al., 2010). All current results 
showed a difference in response between 2D and 3D cell culture models for U87-
MG cell line where a significant lowered sensitivity was detected for 3D cell 
culture compared to monolayer cell culture probably due to 3D cellular 
heterogeneity, drug penetration and/or resistance phenotypes that reproduces 
partly tumour response in vivo as described above (Fig 6.27 &6.28). 
 
U87-MG spheroids showed a lower rate of proliferation under hypoxia which was 
not unexpected due to the fact that U87-MG cells display less proliferation as 
observed from the growth curves under hypoxia. In 3D culture models, previous 
studies showed that cells forming spheroids may or may not proliferate according 
to cell type and the extracellular matrix environment (Benton et al., 2014; 
Edmondson et al., 2016) and spheroid diameters might stop to increase if 
spheroids reached their growth plateau (Dubois et al., 2017). 
 
Hypoxic spheroids showed significantly lower sensitivity than normoxic 
spheroids, probably correlated to their respective non-proliferative/proliferative 
profiles. In tumour tissue, hypoxic gradients develop by cellular respiration of 
prevailing cells and promote the development of hypoxic regions in cells distal 
from oxygen-supplying blood vessels, hence, hypoxic cells are usually not 
adequately exposed to anti-cancer drugs (Brown and Giaccia, 1998). This 
distance from blood vessels also causes a reduction in the rate of cell proliferation 
(Brown and Wilson, 2004). Accordingly, U87-MG spheroids incubated in 
normoxia resemble the tumour regions near the blood vessels whereas U87-MG 
spheroids incubated in hypoxia mimic hypoxic tumour regions distal from blood 
vessels. Additionally, other studies supported the use of spheroids cultured under 
hypoxia as model system for hypoxic tumour regions showing that HIF-1α 
strongly accumulated in tumour spheroids cultured under hypoxia while it was 
only weakly detected in normoxic conditions (Klutzny et al., 2017). 
 
Additionally, while there is no definitive proof of the presence of stem cells, 
accumulating evidence illustrated the tendency for the 3D spheroid 
microenvironment to create a “stem cell-like” population comparable to the in vivo 
population that is thought to be responsible for tumour drug resistance. Therefore, 



 
334 

 

characterizing and reproducing the microenvironment responsible for initiation 
and survival of cancer stem cells in vitro can be the quickest pathway to potential 
treatment, particularly for deadly cancers like glioblastoma (Filatova et al., 2013).   
Numerous studies have employed 3D culture models for testing different 
therapies. Not surprisingly, most of the studies showed 3D cultures to be 
intrinsically much more resistant to drug treatment and radiotherapy as compared 
to the same cells grown as monolayer cell cultures (Inoue et al., 1996). These 
findings were consistent with the current results where all drug treatments 
showed less efficacy in 3D U87-MG cultures compared to the 2D monolayers.  
 
For instance, one study performed a comparison of 2D vs. 3D cell culture viability 
of triple-negative basal-like breast cancer cell lines in the presence of three 
conventional chemotherapeutic drugs cisplatin, docetaxel and epirubicin after 5 
days of treatment and the results showed that spheroids were clearly less 
sensitive than monolayer cell cultures, but the effect seemed to be cell line- and 
drug-dependent. It was demonstrated that metabolic activity of cells cultured in 
3D was lower than cells cultured in monolayer, probably due to cellular 
heterogeneity as well described necrotic or quiescent areas in spheroids (Dubois 
et al., 2017). The quiescent cell population sequestered inside the spheroid will 
be protected from drugs like cisplatin and docetaxel which rely on cell division to 
induce their cytotoxic effects, but once the outer cells are dead these cells are 
free to re-enter the cell cycle again. Importantly, if therapy is stopped too early, 
the protected quiescent cells may be able to recapitulate a tumour that was 
shrunk but not completely killed. These data suggest that 3D models may be 
adapted to the evaluation of conventional cytotoxic drugs (Dubois et al., 2017). 
That also can provide important explanation for the significantly reduced effect of 
cisplatin in U87-MG spheroids as compared to the monolayers.  
 
These results were consistent with many others in the literature. For example, Li 
and colleagues compared the effects of cisplatin and other drugs on cell viability 
using 2D and 3D cell cultures of HepG2 cells and showed that the multicellular 
morphology of the 3D cultures caused a differentiated phenotype leading to 
increased cell-cell adhesion and G1 phase cell cycle arrest which increased 
cellular resistance to apoptosis induced by cisplatin (Lin and Chang, 2008) . 
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Another study using mesothelioma spheroid found that the 3D spheroids 
developed resistance to a variety of apoptotic stimuli, including combinations of 
TRAIL, ribotoxic stressors, histone deacetylase, and proteasome inhibitors which 
were highly effective against mesothelioma cells when grown in 2D monolayers 
(Barbone et al., 2008). Similar results were obtained with other previous 
experiments which confirmed that several tumour spheroids were more resistant 
to anti-cancer drugs like doxorubicin compared with the corresponding 2D cell 
cultures. This increased resistance in the spheroid cells was thought to be due to 
cell–cell contact response, internal protective mechanisms, and/or mass transfer 
limitations (Yu et al., 2010; Neto et al., 2015). These findings again suggest that 
3D cultures of U87-MG might display multiple features which were not found in 
the U87-MG monolayers and caused the increase in the drug resistance.  
 
Another study used the human colorectal cancer 3D spheroids model to evaluate 
the impact on drug response to clinically relevant drug treatments. The authors 
of the paper demonstrated concentration‐response effects for different anti-
cancer drugs and showed that IC50 values were significantly higher in the 3D 
spheroids compared to the conventional 2D culture system, confirming that 3D 
spheroids cultures are much more resistant to treatment than the same cells in 
monolayer (Galateanu et al., 2016). Their results were similarly explained by the 
fact that the spheroids mirror tumour behaviour as they contain each of 
surface‐exposed and deeply hidden cells, well‐oxygenated and hypoxic cells as 
well as proliferating and non‐proliferating cells. It was also demonstrated that 
spheroids dimension may play a role alongside with the cell‐cell and cell‐matrix 
contact, which enhance the viability of the cells. Furthermore, they reported that 
the 3D model blocks the diffusion of the drug to all the cells since the cells on the 
outer layers of the spheroid provide a natural barrier, suggesting that the 
heterogeneity of some drug uptake might be responsible for the noticed 
resistance of spheroids to diverse treatment methods. Therefore, they reported a 
potential enhancement of the effects of the drugs following their encapsulation 
into liposomes (Galateanu et al., 2016). Accordingly, the current observations 
regarding greater resistance to drug treatment in U87-MG spheroids might be 
investigated after encapsulation into liposomes and examine any enhancement 
in drug efficacy. 
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Regarding the effect of the endogenous ECM expression, other reports 
comparing 3D to 2D pancreatic carcinoma cell culture showed that extracellular 
matrix proteins were significantly increased in 3D spheroids such as lumican, 
SNED1, DARP32, and miR-146a, indicating a role for these ECM proteins in 
protecting cells which provide mechanical properties that act as a barrier to drug 
diffusion. Interestingly, SNED1 (sushi, nidogen and EGF-like domains 1) was 
strongly up-regulated at early timepoints (2–4 days) and thought to convey 
cellular resistance against platinum compounds. SNED1 has been identified as 
a cisplatin-resistance related gene in head and neck squamous carcinoma 
(Yamano et al., 2010). These findings confirmed the presence of a more matrix-
rich phenotype in 3D culture that may be advantageous for drug screening as it 
simulates more closely the in vivo situation (Longati et al., 2013). However, drug 
penetration through the spheroids was demonstrated to be impaired by many 
structural features of the 3D culture including the size of the spheroids and 
specific interactions between tumour cells and their microenvironment, both cell-
cell and cell-matrix adhesion which are likely to vary from one cell type to another 
(Grantab et al., 2006). 
 
Importantly, it is well known that the extracellular matrix contributes to epithelial 
to mesenchymal transition EMT which is induced by hypoxia in 3D spheroid 
models (Lee et al., 2016). Growing cells in 3D cultures resulted in acquisition of 
mesenchymal traits and lowered expression of epithelial marker compared with 
that in traditional 2D cultures, which is indicative of epithelial–mesenchymal 
transition in the spheroids (Kuo et al., 2012). The stimulation of EMT has also 
been linked to therapy resistance in carcinomas, with similar findings reported for 
the resistance of GBM to standard chemotherapeutics. All three main families of 
EMT transcription factors have been revealed to be involved in the activation of 
EMT phenotype and the aggressive properties of glioma cells (Joseph et al., 
2015; Liao et al., 2015). Therefore, it would be interesting to investigate the effect 
of the drug treatments on ECM and EMT proteins in U87-MG 3D cultures.  
 
Similarly for TMZ, multiple studies have demonstrated reduced efficacy in 3D 
cultures compared to 2D models (Kessel et al., 2017; Nunes et al., 2019)  and 
that was explained by different mechanisms found in 3D cultures described 
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above. Human GBM spheroids in turn were shown to be more resistant to 
alkylating agent-based chemotherapies where the estimated IC50 for TMZ of cells 
cultured in 3D was three times higher than cells cultured in 2D monolayers (Wang 
et al., 2016). A recent study by Musah-Eroje and Watson in 2019 Compared GBM 
cells cultured in the 2D and 3D models. As anticipated, when GBM cells were 
cultured in the 3D model were significantly more resistant to temozolomide in the 
3D cultures and this resistance was enhanced by hypoxia. The authors found that 
GBM cells cultured in the 3D structure behaved in a different way to their 2D 
counterparts, both morphologically and in response to chemotherapy. They 
demonstrated that the microenvironmental factors within GBM spheroids 
influence cells sensitivity to TMZ where they tended towards a stem-like 
phenotype, suggesting that 3D cultures of GBM could be a highly-predictive 
replacement model for in vitro drug testing in order to understand and overcome 
temozolomide resistance in GBM (Musah-Eroje and Watson, 2019). The current 
results in this study were highly comparable with the previous studies as 
described above where authors demonstrated a higher resistance in 3D 
spheroids toward different therapeutic drugs (e.g. camptothecin, fluorouracil, 
carmustine, cisplatin, gemcitabine, lomustine, paclitaxel, temozolomide, and 
trastuzumab) than 2D cell cultures (Kessel et al., 2017; Nunes et al., 2019). 
 
However, this observation cannot be generalized since some drugs like the 
proteasome inhibitor PS-341 exhibited similar or higher activity in spheroids than 
in the 2D monolayer cultures in different cancer cell types. Likewise, the COX-2 
selective inhibitor NS-398 was found to reduce proliferation rate equally in both 
2D and 3D cell cultures (Mehta et al., 2012). As previously described, different 
resistance mechanisms can evolve in 3D cultures which can vary depending on 
the cell type and drug in use, its mechanism of action and ability to penetrate 
deeply in the 3D spheroids. It has been revealed that some drugs can penetrate 
only to a depth of a few cells despite prolonged exposure whereas others can 
easily diffuse through spheroids. Lack of drug penetration can be due to different 
factors including binding to surface cells, pH gradients, barriers to drug transport 
because of extracellular matrix and cell-cell interactions. Moreover, drug 
penetration within a spheroid is suggested to be affected by the drug molecule 
structure and its charge (Mehta et al., 2012).  
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Interestingly, the current findings showed that after 3 days of drug treatment of 
the U87-MG spheroids under normoxia, aspirin and PN517 showed no significant 
difference in their effectiveness compared to 2D monolayers as opposed to 
cisplatin and TMZ where 3D spheroids were significantly more resistant. 
Furthermore, the combined therapy effectively enhanced the cell sensitivity to 
cisplatin and TMZ. Although in spheroids under hypoxia, which mimics the far 
regions of the tumours, were significantly more resistant to all monotherapies, but 
the combinations again showed enhanced efficacy for cisplatin and TMZ. These 
findings may suggest better penetration and/or responsiveness for aspirin and 
PN517 to U87-MG spheroids and confirm the synergistic effect with the standard 
chemotherapeutic drugs. Having established these results in the 3D model of 
GBM cells which mirror the in vivo microenvironment of the real tumour, it can be 
further concluded that aspirin and PN517 may have potential therapeutic value in 
glioblastoma treatment.  
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CHAPTER 7:  FINAL DISCUSSION AND FUTURE WORK 
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7.1. Final discussion 
Glioblastoma multiforme (GBM), now simply called glioblastoma, is the most 
aggressive form among infiltrative gliomas and represents up to 54% of all 
gliomas and 16% of all primary brain tumours (Ostrom et al., 2017). Patients with 
this glioma type face high morbidity and mortality and most do not survive more 
than 2 years even after optimal treatment (Brem et al., 1972; Preusser et al., 
2011; Joseph et al., 2015). Although standard therapeutic approaches could 
extend survival of patients, most cases eventually display resistance to drug 
treatment with recurrence always observed (Hombach-Klonisch et al., 2018). As 
patient outcomes in glioblastoma remain poor with the standard care being mostly 
palliative and rarely curative, continued research into promising therapeutics are 
necessary to enhance the treatment of GBM. New approaches are being 
developed for GBM treatment with a variety of strategies such as TTFs, 
immunotherapy, monoclonal antibodies, PARP inhibitors with more focus 
recently on repurposing existing drugs. Several candidates for potential 
repurposing in GBM treatment have been investigated such as disulfiram, 
metformin and aspirin (Brenneman et al., 2016; Chae et al., 2016; Navone et al., 
2018). 
 
Research has shown that GBM may be caused by many genetic and epigenetic 
alterations in glial cells (Kanu et al., 2009). Different genetic alterations have been 
identified, including p53 mutation, loss of heterozygosity LOH#10, PTEN 
mutation, MGMT methylation, HIF upregulation and EGFR amplification 
(Kleihues and Ohgaki, 1999; Hegi et al., 2005; Hervey-Jumper and Berger, 2014). 
Most researchers and clinicians believe that targeting multiple pathways 
concurrently in GBM will have a better chance of improving patient survival. 
Various potential targets have been identified including EGFR and PI3K/Akt 
pathways, NF-ĸB and Wnt/β-catenin pathways, p53/Rb pathway, as well as 
STAT3 and interleukins. All these pathways contribute to several biological 
processes of GBM such as cell survival, proliferation, apoptosis, angiogenesis, 
migration and invasion, thus are vital for tumourigenesis and metastasis. Notably, 
COX enzymes have been revealed to be involved in most of these pathways in 
different tumour models and critically overexpressed in glioma associating with 
tumour grade, chronic inflammation and poor clinical outcome, hence suggesting 
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COX pathway regulation as attractive target in gliomas (Shono et al., 2001). 
Accordingly, anti-inflammatory agents (e.g. NSAIDs) in combination with 
cytotoxic agents were suggested to provide an improved approach for GBM 
therapy. Furthermore, the blood brain barrier is a major challenge to the delivery 
of chemotherapeutic drugs into the brain, which many NSAIDs have successfully 
overcome (Novakova et al., 2014).  
 
The universal pharmacology of aspirin and other NSAIDs is recognised to be the 
inhibition of COX-1 and COX-2 enzymes, hence preventing the generation of 
prostanoids from arachidonic acid. These prostanoids influence many health 
conditions such as inflammation, asthma, platelet function, cardiovascular 
homeostasis and cancer (Smyth et al., 2009). Chemopreventitive and 
chemotherapeutic effects of aspirin have been widely studied in different types of 
cancer (Bruno et al., 2012; Yue et al., 2014). The first proof in man was obtained 
from three large UK trials based on daily use of aspirin versus non-aspirin for 
about four years duration of treatment where aspirin reduced mortality from 
several cancers (Rothwell et al., 2011). Cumulative evidence has shown the 
benefits of aspirin in the prevention of colorectal cancer which have made it 
currently one of the most attractive candidates for the chemoprevention of 
colorectal cancer (Johnson et al., 2010; Benamouzig et al., 2012; Bosetti et al., 
2012), and also led to the recommendation of low dose aspirin for the prevention 
of colorectal cancer by the United States Preventative Services Task Force (Chan 
and Ladabaum, 2016). 
 
Several potential therapeutic mechanisms of action have been suggested for 
aspirin as an antiproliferative and chemopreventative agent which include; (i) the 
common pathway by which aspirin works as an anti-inflammatory drug via 
irreversible COX suppression through non-enzymatic acetylation of a single 
serine residue leading ultimately to the inhibition of prostaglandin biosynthesis 
(Patrono et al., 2008; Schrör, 2011; Patrignani et al., 2017) ; (ii) inhibition of NF-
κB activity (Stark et al., 2001; Gurpinar et al., 2013); (iii) inhibition of the JNK 
pathway (Schwenger et al., 1997); (iv) activation of AMP kinase (Hawley et al., 
2012); (v) induction of apoptosis via the Wnt-β-catenin pathway (Deng et al., 
2009); (vi) normalising EGFR expression (Li et al., 2015); (vii) increasing the 
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expression of DNA repair proteins (Goel et al., 2003); (viii) and inhibition of VEGF 
leading to suppression of angiogenesis (Borthwick et al., 2006; Ouyang et al., 
2008). 
 
However, even with low doses, aspirin has been found to correlate with some 
health risks such as gastrointestinal (GI) toxicity, particularly GI bleeding and 
peptic ulcer, which have been shown to be age-dependent (Lowe, 2001; Li et al., 
2017). Several randomised trials have reported an approximate twofold increase 
in GI effects either with enteric-coated or a buffered aspirin formulation (Roderick 
et al., 1993; Rodrı´ Guez et al., 2001). However, there are opposing data 
regarding the effect of dose and period of aspirin treatment on the risk of GI 
bleeding (Huang et al., 2010). Some studies suggested that higher risk of GI 
bleeding presents with short period of aspirin treatment whereas GI mucosa 
adapts to the side effect when used for a longer period (Griffin et al., 1991; 
Langman et al., 1994) . Other studies showed that increased risk in GI bleeding 
with aspirin usage is cumulative overtime (Nelson et al., 1994). These 
inconsistencies in the data were attributed possibly to diverse conditions of the 
individual studies (Huang et al., 2010). Nevertheless, the administration of 
proton-pump inhibitors in combination with aspirin significantly reduced the risk 
of GI complications (Rodríguez et al., 2016). On the other hand, the symptoms of 
GI side effects were shown to be worse in the presence of H. pylori infection, 
although it did not initiate NSAID gastropathy. Hence, it has been recommended 
for patients to undergo H. pylori screening before starting aspirin therapy to 
reduce the possibility of GI complications (Goggin et al., 1993). Consequently, 
most reports have reinforced that the use of aspirin needs to be balanced against 
an increased risk of bleeding in some individuals (Fig 7.1). 
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Figure 7. 1. Balancing risks and benefits of aspirin use as chemopreventive agent 
(Dovizio et al., 2012).  
 
In line with this, different aspirin analogues have been developed and tested 
aiming to reduce the side effects of aspirin while maintaining or increasing its anti-
cancer effects. Many of these analogues have shown promise in colorectal and 
oesophageal cancers (Deb et al., 2011; Claudius et al., 2014; Kilari et al., 2018), 
however, there have been no published studies on the efficacy of these 
analogues for GBM tumours. Therefore, investigations were established to 
evaluate the effect of different analogues using several gliomas cell lines, 
identifying fumaroyldiaspirin (PN517) as the compound with highest efficacy. 
 
This project has characterised the effect of aspirin and its novel analogue PN517 
as well as the standard chemotherapeutic agents (temozolomide and cisplatin) 
using a range of assays in U87-MG glioblastoma cell line. The primary aim 
examined cell viability to reveal any possible synergistic effect for aspirin or 
PN517 when combined with the standard treatment of GBM, with the remaining 
aims focusing on characterising the mechanisms of action of all drug treatments, 
either individually or in combination, including the investigation of cell 
proliferation, cell cycle, cell migration, different forms of cell death (apoptosis, 
necrosis, autophagy), mitochondrial membrane potential and metabolic activity. 
An important additional aim of this project was to examine the effect of the drug 
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treatment under varying conditions of hypoxia either in 2D or 3D culture 
environment that more closely recapitulates the in vivo tumour microenvironment, 
allowing for better translation of the data to the clinic. Having established the 
potent efficacy of PN517 and the enhanced effectiveness of the standard 
chemotherapy drugs in PN517 combinations, these initial aims have been met 
while generating many intriguing results, hence, the final discussion aims to 
incorporate the results from each chapter and present an overall interpretation of 
the findings. 
 
7.1.1. Aspirin and PN517 
To summarise aspirin findings, viability assay has shown that aspirin reduced 
U87-MG viability under normoxia in a concentration and time dependent manner 
(Fig 3.7). Although aspirin produced a reduction in cell proliferation comparable 
to TMZ, it did not produce any significant effects on cell cycle distribution 
consistent with no change in cyclin D1 or p-cyclin D1 levels (Fig 3.27 &3.28). 
Additionally, wound healing assay was also performed to investigate the effects 
on collective cell migration but that was not affected by aspirin treatment (Fig 
3.35). Thus, it was suggested that aspirin does not induce cell cycle arrest due to 
DNA damage and other mechanisms may be involved, and needed further 
investigation. 
 
Subsequently, this study examined the different types of cell death that may be 
induced following drug treatment and showed that aspirin induced both apoptosis 
and autophagy, an effect that was significant at early time points (Fig 4.3 &4.5). 
These effects correlated with a slight decrease in mitochondrial membrane 
potential, no significant change in stress proteins, however, aspirin remarkably 
showed a trend towards inducing autophagy and increasing autophagic protein 
expression (Fig 4.8-4.10). Therefore, although aspirin can mediate cell apoptosis 
through a mitochondrial pathway as can be suggested by the results, this may 
not necessarily be the major contributor towards cell death and other 
mechanisms such as autophagic cell death may be involved. 
 
As previously described, metabolism reprogramming is a hallmark for many 
cancers including GBM where glucose metabolism increases significantly in 
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cancer cells and glycolysis becomes the main source for ATP generation, a 
phenotype has been valued for decades as the Warburg effect (Gatenby and 
Gillies, 2004). In line with this, current study showed that U87-MG cells exhibited 
Warburg effect when compared to the control non-cancerous SVG-p12 cell line 
(Fig 5.3 &5.4). Recently, the use of the extracellular flux analyser has become a 
predominant tool for studying the biology and bioenergetics of cancer cells. 
Therefore, this study investigated the effect of drug treatment on cellular 
metabolism activity. The combination of the mitochondrial and glycolytic stress 
tests revealed the effects of drug treatment on both aerobic glycolysis and 
oxidative phosphorylation pathways. Regarding aspirin treatment, it did not alter 
basal respiration but reduced the maximal respiration with a decrease in 
respiratory capacity (Fig 5.9). It also produced a marginal reduction in the 
glycolytic activity with a reduction in the lactate production (Fig 5.21). This trend 
was more obvious under hypoxia. In fact, aspirin was first shown to reduce 
glycolysis a long time ago, where incubation of human platelets with aspirin 
inhibited glycolysis and ATP levels (Doery et al., 1969). Current investigations 
also did not show significant decrease in GAPDH enzymatic activity following 
aspirin treatment (Fig 5.22).  
 
As discussed in earlier chapters, aspirin may have induced glioblastoma cell 
death through different mechanisms leading ultimately to apoptosis. The anti-
cancer effects of aspirin have been mostly linked to its ability to inhibit the COX 
enzymes resulting in a reduction in prostaglandin production. COX-2 has been 
associated with tumourigenesis in many cancers with remarkable upregulation in 
high-grade glioma leading to elevated prostaglandin levels associated with an 
increase in proliferation and angiogenesis, and inhibition of apoptosis and 
immune surveillance (Kökoğlu et al., 1998; Joki et al., 2000; Shono et al., 2001). 
However, while numerous studies have suggested the involvement of COX 
enzymes in the mechanism of apoptosis induction, it has been reported that 
different doses of aspirin influence different pathways (Arrieta et al., 2001), with 
low aspirin concentrations inhibiting COX enzymes and prostaglandins 
production, whereas high concentrations affecting COX independent 
mechanisms such as β-catenin/wnt signalling pathway (Lan et al., 2011). Aspirin 
concentration used in this study (1-3 mM) were lower than those used by Lan 
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where 10-20 mM of aspirin produced modulation of β-catenin/wnt pathway, 
suggesting involvement of COX inhibiting or other pathways in the effects seen 
with aspirin in this study. 
 
Although COX-2 is associated with growth factors, oncogenes and carcinogens, 
COX-1 was suggested to be the reason that aspirin reduces the risk of colorectal 
cancer at very low doses that could not maintain COX-2 inhibition (Thun et al., 
1991; Giovannucci et al., 1995). However, COX-2 expression can differ between 
cell lines and is likely to be associated with the cell characteristics and not directly 
with malignancy (Sheng et al., 1998; Elder et al., 2000). Aspirin was also reported 
to inhibit EGFR activation in COX-1 expressing ovarian cancer cells 
demonstrating an interaction between EGFR-activated and COX signalling 
pathways (Cho et al., 2013). Additionally, a recent study showed that aspirin 
rapidly perturb EGFR internalisation with proposing activation of p38 MAPK as a 
potential rapid target implicated as regulator of EGFR internalisation (Bashir et 
al., 2019). Since aspirin can affect both COX-1 and COX-2, a correlation between 
both could be the key to activation of different pathways. A previous study in this 
lab found that aspirin activated both intrinsic and extrinsic pathways of apoptosis 
as well as inhibited EGFR activation in U87-MG cells, in agreement with the 
literature suggesting that STAT3 and NF-κB signalling are involved, however 
further work is required to confirm this hypothesis. 
 
Failure to achieve meaningful improvements with many proposed therapeutic 
strategies for cancer treatment can be attributed to not using conditions modeling 
the tumour environment during characterisation (Metzcar et al., 2019). Hypoxia 
is one of the most important features of the GBM microenvironment, exerting an 
adverse effect on tumour aggressiveness and patient prognosis (Joseph et al., 
2015). GBM tumours are present with areas of mild hypoxia leading to severe 
hypoxia and necrosis in addition to areas of acute hypoxia and reoxygenation.  A 
reduction in the partial pressure of oxygen leads to the activation of the hypoxia 
inducible factor HIF pathway which is an important regulator of transcription under 
hypoxia. The protein level of HIF-1α is undetectable when the oxygen tension is 
high (21%). Upon hypoxia exposure, stabilisation and increase in the HIF- 1α 
level occurs leading ultimate to the transcription of a wide array of genes involved 
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in the cellular adaptation to hypoxia (Strese et al., 2013). Alterations to several 
cellular processes occurs in order to adapt to hypoxia such as proliferation, 
angiogenesis, apoptosis, mitochondrial function and glucose metabolism (Koong 
et al., 1994; Seta et al., 2002; Courtnay et al., 2015), all of which could lead to 
chemo- and radio-resistance. Furthermore, resistance to therapy triggered by a 
chronic hypoxic exposure was also explained by a broad gene expression 
remodelling of components of the DNA DSB sensing machinery, subsequently 
affecting the activation of DNA repair mechanisms (Scanlon and Glazer, 2015). 
This diversity of hypoxic conditions within tumours makes it hard to generalize 
the hypoxia effect on tumour biology, therefore, investigations using different 
conditions will be of high importance to evaluate the efficacy of drug treatment 
(Eales et al., 2016). However, studies are rarely undertaken in hypoxic conditions. 
 
The current study showed that aspirin, in most assays, produced very similar 
effects under acute hypoxia compared to normoxia, and even greater effects in 
some cases at early timepoints like cell viability, apoptosis and metabolism. 
However, that was not the case in the hypoxia adapted cells where it showed 
lower efficacy compared to acute hypoxic cells, but the difference was not 
significant (Fig 6.4). 
 
Another model employed in the project was U87-MG 3D spheroid cultures, 
simulating the growth and microenvironment of GBM that cannot be replicated by 
2D monolayer cultures. 3D cultures, first described over thirty years ago, are used 
to assess cellular responses to novel compounds with the aim that in vitro results 
more closely translate to the in vivo situation (Sutherland et al., 1981; Lee et al., 
2008). 3D spheroids are more resistant to drug treatment than their 
corresponding 2D monolayers in most cases, particularly when limited drug 
penetration is expected (Nederman et al., 1981). For instance, cell-cell contacts 
promote cell survival through activation of signalling pathways such as PI3K/Akt, 
NF-κB and Stat3. Additionally, the decrease in cell division rate within the 
spheroid impairs the effects of numerous anti-cancer drugs which most of them 
exert selective toxicity on dividing cells. Moreover, drug binding to ECM slows 
down drugs movement towards target cells and changes the number of available 
drug molecules. Hence. there has been more focus in recent years on the 
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spheroid model as a better representative of the in vivo environment than 
monolayer cultures (Mehta et al., 2012). 
 
Similar to the chronic hypoxic cells, aspirin was not any less effective in 3D U87-
MG cultures under normoxia but was less effective in the hypoxic 3D cultures (Fig 
6.23). To date, most literature examining a role for aspirin or prostaglandin 
signalling has used established cell lines with few publications using primary or 
3D cultures (Kökoğlu et al., 1998; Joki et al., 2000; Shono et al., 2001). However, 
the COX-2 inhibitor, NS-398, was tested using both 2D monolayer and 3D glioma 
spheroids using U87-MG and U-251MG human glioblastoma cell lines. It was 
reported that proliferation rate was reduced in both 2D and 3D cultures by aspirin 
treatment, however, there was only a moderate increase in apoptosis and less 
inhibition of tumour invasion in the spheroid cultures. These results might be in 
consistence with the current results where aspirin also produced less efficacy in 
the 3D cultures. Another study investigated aspirin in the human hepatoma cell 
line HepG2 and it was shown to be was similarly not toxic in 2D and 3D HepG2 
cell cultures and slightly increased with repeated exposure. In contrast, sensitivity 
to other hepatotoxic compounds was noticeably increased with repeated 
exposures in 3D spheroids (Ramaiahgari et al., 2014). These differences can be 
explained by different spheroids formation method in that study where spheroids 
only about 100µm size were used which was sufficient for oxygen diffusion and 
allowed for more penetration of the compounds. 
 
Regarding the novel aspirin analogue PN517, current data showed that PN517 
reduced U87-MG cell viability under normoxia in a concentration and time 
dependent manner (Fig 3.7). Like aspirin, PN517 produced a reduction in cell 
proliferation comparable to TMZ without any significant effect on cell cycle 
distribution in agreement with no change in cyclin D1 or p-cyclin D1 levels (Fig 
3.27 &3.28). Remarkably, the cell viability efficacy of PN517 was not replicated 
in the proliferation assay, where cisplatin decreased proliferation to a much 
greater extent, suggesting a difference in the signalling pathways altered by 
PN517 in cell viability and proliferation (Fig 3.13). This may be related to 
metabolic alteration or apoptosis by PN517 possibly being the main cause for 
reducing cell viability. However, cell migration was significantly reduced after 
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PN517 treatment as observed by the clear inhibition of wound healing (Fig 3.35). 
While monitoring different forms of cell death, PN517 also induced apoptosis 
which started significantly at early time points in conjunction with a reduction in 
the mitochondrial membrane potential (Fig 4.3 &4.11). However, no significant 
change in stress proteins was observed (Fig 4.14 &4.15).  
 
These results mostly supported the previous papers that investigated PN517 in 
colorectal cancer cell lines (Deb et al., 2011; Claudius at al., 2014). They reported 
that PN517 decreased cell viability, repressed NF-κB signalling, decreased cyclin 
D1 expression, but did not affect cell cycle. Whereas, the current study found no 
effect on either cell cycle or cyclin D1 expression indicating that tumour specific 
differences may influence efficacy. Similarly, results from a separate study from 
this lab found that PN517 produced different effects on cell cycle in different 
glioma cell lines, which was explained by the link between p53 and COX-2 
expression, as wild type p53 has been shown to inhibit COX-2 expression in vitro 
(Subbaramaiah et al., 1999). In fact, COX-dependent activation of p53 is not 
unique to glioma and similar findings were reported in colon and oral cancer 
(Swamy et al., 2003; Gu et al., 2005). It was demonstrated that loss of p53 causes 
a disruption in cell cycle regulation and can also lead to increased COX-2 
expression in glioma. This elevated COX expression and the resultant production 
of PGE2 may provide a further potential mechanism for changes in proliferation. 
These expression differences may explain why PN517 changed the cell cycle 
distribution and proliferation of the lower grade glioma cell lines (1321N1 and 
GOS-3) at an earlier time point and lower drug concentration than in the high 
grade U87-MG cell line. Furthermore, it was previously thought that sensitivity to 
aspirin analogues clearly differed from cell type to cell type due to differences in 
specific targets for different compounds (Din et al., 2004). Also, differences in 
cytotoxicity between studies may be due to several reasons such as dissolution 
solvents used, buffering solutions used and duration of treatment. 
 
 
Like aspirin, PN517 also has been shown to activate both intrinsic and extrinsic 
pathways of apoptosis in U87-MG cells and inhibit EGFR activation (data not 
shown). More recently, Bashir and colleagues found that PN517 perturbed EGF 
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internalization observed in colorectal and oesophageal cancer cell lines (Bashir 
et al., 2019). This effect will result in a decrease in proliferation by preventing 
translocation of the EGFR into the nucleus where it acts as a transcription factor 
(Lin et al., 2001). The EGFR also phosphorylates the proliferating cell nuclear 
antigen (PCNA) while in the nucleus thus disrupting interaction with mismatch-
recognition proteins MutSα and MutSβ. This subsequently will lead to interruption 
of DNA MMR and proliferation of cells with damaged DNA, which potentially 
cause genetic instability (Ortega et al., 2015). It has been found that aspirin and 
PN517 prevent the translocation of EGF from the surface of the cell membrane 
towards the nucleus, suggesting that these drugs may have the ability to promote 
genetic stability in cancer cells as they prevent inaccuracy in DNA replication, 
hence preventing tumour progression (Claudius et al., 2014). These findings 
correlated well with observed increase in the expression of DNA MMR proteins 
(hMLH1, hPMS2, hMSH2 and hMSH6) in many colorectal cell lines after 
treatment with aspirin (Goel et al., 2003). In addition, these findings might provide 
a mechanism for the reduced proliferation and induction of apoptosis observed 
with PN517 in this study (Fig 4.3). 
 
In fact, EGFR and NF-κB signalling are closely linked (Shostak and Chariot, 
2015) and the interplay reported between EGFR and NF-κB is as a result of the 
overactivation of NF-κB in cells that overexpress EGFR (Lehman et al., 2017) 
which is found in most glioblastoma cell lines (Xu et al., 2017). Also, it has been 
reported that PN517 can perturb NF-κB activity in colorectal cells and that 
salicylates can potentially antagonise wound healing (Claudius et al., 2014). The 
effect of PN517 on EGFR is therefore beneficial in cancer therapy, nevertheless, 
the mechanism of action for PN517 cannot be determined until further studies are 
performed on the effects to the downstream EGFR signalling pathway. 
 
This study aimed to further characterise the effects of PN517 using assays not 
investigated thus far with PN517. Autophagy induction was tested and, unlike 
aspirin, PN517 did not show any increase in the autophagic activity with no 
significant increase in the levels of the autophagic proteins, suggesting that cells 
exposed to PN517 are unable to induce autophagy either as survival or death 
mechanisms (Fig 4.5). Hence, this study has discovered a major difference 
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between aspirin and PN517 which support the concept that they are not just the 
same compound. 
 
Additionally, this study investigated for the first time the effect of PN517 on 
cellular metabolism and key bioenergetics. Data showed that PN517 significantly 
impaired the glycolytic activity with reducing glycolysis rate and glycolytic capacity 
in addition to reducing lactate production (Fig 5.14 &5.21)). Furthermore, PN517 
significantly affected mitochondrial activity by reducing each of basal respiration, 
ATP production and the maximal respiration (Fig 5.7). These effects can provide 
one explanation for the lack of autophagy induction following treatment with 
PN517. It has been reported that defects in glycolysis and oxidative 
phosphorylation have opposing effects on autophagy, where a shift toward 
aerobic glycolysis can decrease autophagy, and a shift toward oxidative 
phosphorylation can enhance autophagy, suggesting that targeting mitochondrial 
oxidative phosphorylation for cancer therapy will inhibit both mitochondrial 
metabolism and autophagy (Weinberg and Chandel, 2015; Thomas et al., 2018).  
Similarly, it was observed that cell autophagy induction may occur through 
triggering expression of autophagic proteins in function mitochondria, as was 
found in TMZ  (Chio et al., 2018). Importantly, these adverse metabolic changes 
produced by PN517 could be proposed as novel mechanisms of action for this 
analogue which might eventually lead to cell death. In fact, numerous 
mechanisms of cell death are known to be controlled by metabolic signals, 
therefore there has been an increasing interest in studying the interaction 
between cell death pathways and metabolic events (Fulda, 2014). The findings 
of these studies have shown that different forms of cell death and multiple 
intracellular signal transduction pathways are tightly regulated by the availability 
of cellular metabolites and the general bioenergetic status of the cells.  For 
example, ATP is a fundamental molecule that plays a key role in metabolism 
regulation as well as the decision between inducing apoptosis or necrosis cell 
death which has been shown to be dependent in part on the intracellular content 
of ATP (Leist et al., 1997). Additionally, the mitochondrial PTPCs and cytoplasmic 
multiprotein complexes have been shown to be involved in the bioenergetic 
regulation of cell death (Schulze-Osthoff et al., 1992; Kroemer et al., 2007).  
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Furthermore, a direct link between glucose metabolism and apoptosis has been 
found in cancer cells (Gatenby and Gillies, 2004) where glycolysis activity is 
elevated to produce energy and cell death programs are suppressed to ensure 
cell survival. The most studied conjunction between metabolism and cell death is 
the effect of glucose metabolism on the intrinsic pathway of apoptosis. It was 
observed that glucose loss results in reduced level of Mcl-1 (Alves et al., 2006; 
Zhao et al., 2007) stimulating BH3-only proteins Noxa and Bim (Yang et al., 
1997), and Bax activation (Chi et al., 2000; Vander Heiden et al., 2001). These 
observations highly suggest that Bcl-2 family members are regulated by glucose 
metabolism. Therefore, it would be important to investigate the effect of PN517 
on Bcl-2 proteins in GBM cells and it association with the antiglycolytic effects. 
 
Current investigations have additionally shown that PN517 significantly reduced 
GAPDH enzymatic activity in U87-MG cells which can be one explanation for the 
decreased glycolysis rate (Fig 5.22). GAPDH has been considered as a crucial 
enzyme for glucose metabolism and is noticeably upregulated in glycolytic cancer 
cells. The prediction of glycolytic phenotype in cancer cells and its sensitivity to 
glycolytic/GAPDH inhibitor have been an important step toward the development 
of an effective strategy for cancer treatment. Consequently, several studies have 
considered GAPDH inhibition as anti-cancer potential therapeutic target 
(Ganapathy-Kanniappan et al., 2012; Yun et al., 2015). However, GAPDH has 
pleiotropic functions independent of its recognised role in glycolysis and the ability 
of the drugs to modulate GAPDH secondary functions has been considered 
significant because mitochondrial respiration remains intact in cancer cells 
although glycolysis is elevated, suggesting that inhibiting only the enzyme 
function of GAPDH may be inefficient for producing anticancer activity (Koppenol 
et al., 2011). For example, it has been shown that GAPDH can bind active Akt 
which induces overexpression of the anti-apoptotic Bcl-xL and escape from 
caspase-independent cell death (Jacquin et al., 2013). Hence, it would be 
interesting to examine if PN517 can perturb this binding to Akt and the possible 
outcomes on cell survival. 
 
Additionally, there has been a reported link between autophagy and GAPDH in 
cancer. GAPDH stimulates autophagy acting as a pro-survival mechanism in 
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cancer cells to support the energy consumption due to rapid cell proliferation even 
in stressing conditions. These findings have also reinforced GAPDH as a 
therapeutic target for autophagy regulation in cancer therapy (Soltany-Rezaee-
Rad et al., 2014; Butera et al., 2019). 
 
On the other hand, it was reported that metabolic changes due to GAPDH 
inhibition may play an important role in affecting migration and invasion, 
suggesting that GAPDH might affect cell mobility and metastasis indirectly by 
affecting energy production via its function in glycolysis (Liu et al., 2017). Another 
study suggested that GAPDH may promote EMT and affect cell migration and 
metastasis through its nonmetabolic function in the nucleus where GAPDH could 
interact with Sp1 (specificity protein 1) under oxidative stress conditions, and 
activate SNAIL transcription (Sirover, 2011). Accordingly, cell migration inhibition 
by PN517, as observed by the wound healing assay, may be due to reducing 
GAPDH enzymatic activity, hence decreasing energy production. However, 
further investigation is needed to assess the effect of PN517 treatment on 
changes in either GAPDH enzyme activity or transcriptional activity.  
 
However, it is worth noting that inhibition of GAPDH activity occurred at 24 hr of 
drug treatment which at the same timepoint PN517 significantly induced 
apoptosis and it was previously argued that the nuclear localization of GAPDH 
and reduced GAPDH activity occurs during apoptosis (Ishitani et al., 1998; Fuchs 
et al., 2003). That also could suggest that the reduced activity of GAPDH might 
be a result of apoptosis and not the cause, which needs further investigations to 
confirm at earlier timescale. 
 
In summary, the current metabolic study provides new insights into the 
mechanism by which PN517 may inhibit the progression of GBM. PN517 has 
been found to dramatically suppress mitochondrial respiration and ATP 
production and simultaneously inhibited the cellular glycolytic rate consistent with 
targeting of GAPDH activity. Hence, it can be proposed that the apoptosis 
induced by PN517 may be due to severe impairment in the energy metabolism. 
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Most importantly, PN517 produced similar efficacy under acute hypoxia or even 
greater efficacy at early timepoints such as effects on cell viability, apoptosis, and 
metabolism. 
 
Tumour acidosis accompanied with hypoxia promotes tumour cell migration and 
invasion by the degradation of the extracellular matrix, exerts 
immunosuppressive effects which enhance tumour progression, and associates 
with multi-drug resistance (MDR) due to the neutralization of weak base drugs 
rendering them less efficient (Sauvant et al., 2008). All of which has contributed 
to consider tumour acidosis as an indicator of bad prognosis. Therefore, new 
potential anticancer approach targeted the addiction of cells to glycolysis and the 
regulation of pH homeostasis. Therefore, another advantage for the PN517 could 
be reducing acidosis by decreasing glycolytic function and lactate production, 
which in turn may reduce metastasis and immunosuppression in vivo. Although 
PN517 showed less efficacy in the hypoxia adapted cells and in 3D cultures, the 
difference was not significant compared to acute hypoxia except for hypoxic 3D 
cultures. That would mean that PN517 may also be efficient treatment in the 
hypoxic regions of GBM but needs further investigations in vivo to confirm. 
 
Comparison between aspirin and PN517 compounds  
When comparing PN517 to the parent compound aspirin, PN517 always showed 
greater efficacy than aspirin and greater efficacy than cisplatin in many assays 
including cell viability, migration, apoptosis, mitopotential and metabolic assays. 
These findings are an important indicator of the therapeutic potential of this novel 
analogue.  
 
The differences between aspirin and its analogue PN517 could be due to 
differences in inhibition of COX enzymes. COX inhibition by different aspirin 
analogues was tested previously in the lab and showed that COX-1 activity was 
reduced most by aspirin while PN517 showed greater inhibition of COX-2 activity 
(data not shown). Although other analogues produced even greater inhibition of 
COX-2 activity but PN517 was the most efficacious suggesting the involvement 
of COX-independent mechanisms. It was similarly shown that PN517 was more 
efficacious in reducing cell viability and inducing apoptosis in the colorectal 
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cancer cells (Deb et al., 2011). Thereafter, Claudius found that both aspirin and 
PN517 repressed NF-κB-driven transcription. However, the mechanism 
underlying this inhibition differs between the two compounds where PN517 
activity was not associated with nucleolar accumulation of RelA in contrast to 
aspirin, and PN517 had a more rapid and significant effect than aspirin for all 
assays performed (Claudius et al., 2014). Kilari also confirmed the differences in 
the efficiency between aspirin and its analogues in many oesophageal cancer 
cell lines where PN517 always showed greater efficacy than aspirin in cell viability 
and apoptosis assays (Kilari et al., 2018). More recently, Bashir has found that 
PN517 decreases EGFR expression and inhibits EGFR phosphorylation more 
than aspirin (Bashir et al., 2019). These findings are in consistent with the current 
findings where PN517 was more efficacious than aspirin in inducing apoptosis 
and inhibiting wound healing. 
 
The authors suggested that increased activity is at least, in part, due to structural 
differences. Initially, it was supposed that effects of these compounds could be 
due to the salicylate moiety of the chemical structure. For example, diflunisal is 
an NSAID containing salicylate as part of its substructure (Fig 7.2), and works 
similarly to salicylic acid as an anti-inflammatory and has been found to inhibit the 
growth of cancer cells in vitro and in vivo (Shirakawa et al., 2016). However, 
studies comparing aspirin with salicylic acid have shown that IC50 of salicylic acid 
is higher than that of aspirin with observing greater efficacy for aspirin in many 
assays including cell viability and apoptosis which suggests that the cytotoxic 
effect of aspirin does not solely depend on its salicylate moiety but on the parent 
compound (Deb et al., 2011, Claudius et al., 2014, Kilari et al., 2018, Bashir et 
al., 2019). The authors also proposed structure-activity relationships important 
for the pro-apoptotic response to aspirin. 

 
 
 
 
   
 

Figure 7. 2. Chemical structure of Diflunisal, Aspirin and PN517. 

   
Diflunisal Aspirin PN517 
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The differences between aspirin and PN517 concerning NF-κB pathway and cell 
cycle arrest observed by Claudius could be explained by the aspirin analogues 
retaining the salicylate part of the aspirin molecule, but losing the acetyl 
constituent. This might imply that NF-κB regulation is directly linked with the 
salicylate component, while the nucleolar translocation of ReIA and cell cycle 
arrest with the acetylating potential (Claudius et al., 2014). Furthermore, the 
additional analogues reported by Kilari and Bashir has also confirmed a 
relationship between compounds effeicacy and their structure. The compounds 
with single benzene ring, such as aspirin and its isomers, displayed their effects 
in a similar manner. Likewise, the thioaspirin analogues had similar effects 
different from diaspirin compounds that compose of two benzene rings. Hence, 
similarities in the effects displayed by these compounds may be attributed to their 
chemical structures (Kilari et al., 2018, Bashir et al., 2019). 
 
As earlier stated, diaspirins have been always more efficacious than aspirin itself. 
It has been suggested that the enhanced efficacy of diaspirins could be due to 
their structures that closely resemble two aspirin molecules bound together, 
which might be hydrolysed yielding two aspirin molecules, and any increased 
efficacy of these compounds would be replicated by adding a double dose of 
aspirin. Therefore, a treatment equivalent to a double dose of aspirin was tested 
previously in this lab and also as part of this current study (data not shown). 
However, this treatment did not replicate the efficacy of PN517 in the PrestoBlue 
cell viability assay suggesting that its efficacy is due to some other structural 
characteristic and not simply because it resembles two aspirin molecules. These 
findings support the development of PN517 as a unique chemical entity and not 
merely as an increased dose of aspirin.  
 
Additionally, when examining multiple aspirin analogues, it was reported that 
increased activity can be partially associated with the presence of two or more 
suitably spaced aromatic rings. In this regard, it was indicated to the significance 
of two salicylate moieties separated by ~8-10Å in the analogue molecule. 
Consequently, it has been speculated that PN517 may exhibit greater toxicity as 
a result of its increased symmetry and reduced number of conformers (Claudius 
et al., 2014). On the other hand, the chemical stability of the drugs is of high 
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importance since it becomes less efficacious when undergoes degradation. It is 
well known that aspirin is rapidly deacetylated to salicylic acid, which is further 
metabolized by glucuronidation, hydroxylation, and glycine conjugation (Hutt et 
al., 1986; Takanashi et al., 2000). As mentioned earlier, the major enzyme 
involved in aspirin metabolism is the polymorphic enzyme CYP2C9 which can 
present as fast and slow metabolising forms (Miners and Birkett, 1998; Takanashi 
et al., 2000). It was reported that CYP2C9 is expressed in glioma with greater 
expression in higher grades, however, it not well known if there is any 
heterogeneity in the expression of the polymorphic forms between different 
gliomas (Knüpfer et al., 2006). In this study the U87-MG cell line was used and 
would be expected to have a high level of CYP2C9 expression, providing a 
potential explanation as to why the IC50 values for aspirin and PN517 did not 
decrease further with longer incubations. The simplest explanation for this 
outcome is that the drugs are rapidly undergoing metabolism to form inactive 
metabolites. However, the structure of PN517 may undergo less or slower 
metabolism than aspirin which may explain greater efficacy although this 
suggestion needs further investigation. 
 
It is noteworthy that both aspirin and PN517 exhibited some variation in 
responses between different cell lines (Claudius et al., 2014). In fact, three factors 
at least may explain these differences. The first might simply be related to COX 
expression and prostaglandin production. Regarding gliomas, COX-2 expression 
has been shown to be found in both normal brain and glioma specimens, but its 
expression is significantly higher in high-grade glioma than low- grade glioma and 
normal brain tissue. Furthermore, it was noted that its expression is higher in slow 
growing cells than fast growing (Joki et al., 2000). A second factor is CYP2C9 
expression which might differ largely between different cell types as described 
above, and a third factor is EGFR expression, a recognised target for aspirin 
related compounds in vitro, where studies have revealed the highest EGFR 
expression in high-grade gliomas (Andersson et al., 2004). Consequently, 
different characterises of the cell line would imply the diversity in the resultant 
effects of aspirin and PN517. Accordingly, the U87-MG cell line used in this study 
would be expected to exhibit characteristics of high COX-2 expression, high 
EGFR expression as well as high CYP2C9 expression which would affect the 
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overall efficacy of aspirin and its analogues. The degree of involvement for each 
factor would also depend on the mechanism of action for each drug and the 
signalling pathways affected. Numerous pathways have been linked with aspirin 
and glioma either COX-dependent or independent pathways such as NF-κB, 
EGFR, Wnt/β-catenin, PI3K/Akt and STAT3. However, many of the pathways are 
interlinked and regulated by COX enzymes or prostaglandins either directly or 
indirectly, thus, they are not completely COX independent pathways (Hashemi 
Goradel et al., 2019). The crosstalk between these pathways proves the 
complexity of intracellular signalling making it difficult to characterise the 
mechanism of action of novel drugs or identify the particular protein/proteins 
being critical for efficacy. 
 
7.1.2. Temozolomide 
In summary, this project has established that effects of the current standard 
chemotherapy of GBM, temozolomide (TMZ), on U87-MG cell line. However, it 
was difficult to establish the concentration-response curves due to its prodrug 
nature, and its IC50 was estimated about 1mM after 48 hr of drug treatment (Table 
3.1). Current results showed that TMZ under normoxia reduced U87-MG cell 
viability in a time-dependent manner, caused a cell cycle arrest in G2/M phase 
and reduced cell proliferation with a trend towards reducing total cyclin D1 protein 
levels (Fig 3.7, 3.13, 3.21, 3.27 &3.28). However, in the wound healing assay, 
TMZ did not significantly inhibit wound healing in U87-MG cell monolayer (Fig 
3.35). TMZ showed a trend towards inducing apoptosis which was consistent with 
an increase in the depolarisation of the mitochondrial membrane potential, with a 
small fraction of cells undergoing necrosis, but these effects did not increase over 
time (Fig 4.3). However, the induction of apoptosis was not significant within the 
duration of time tested, which was also correlated with an increase, but not 
significant, in the activation of Hsp27 and c-Jun stress proteins (Fig 4.14 &4.15). 
However, these increases may also be associated with autophagy where TMZ 
was shown to induce autophagy in U87-MG cells at an early timepoint (24hr) that 
was more significant under hypoxia with a pattern towards increasing the level of 
the autophagic protein Atg14 (Fig 4.5). 
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These findings were consistent with previous studies where TMZ methylation 
caused lesions at the N7 or O6 position of guanine residues, damaging the DNA 
and triggering a cascade of processes resulting in apoptosis of the GBM cells. 
Hence, as the cells proliferate, an additive cytotoxic effect is seen (Patel et al., 
2014). Studies also have verified that TMZ-triggered apoptosis in gliomas is a 
late response (occurring after at least 120 hr of drug treatment) which requires 
extensive cell proliferation (Tomicic et al., 2015). Furthermore, studies showed 
similar results in terms of upregulating autophagy following TMZ treatment that 
was interpreted as a response to adverse cellular conditions (Kanzawa et al., 
2004), and represents another underlying mechanism to circumvent 
TMZ-induced damage, aside from MGMT (Würstle et al., 2017).  
 
As already mentioned, autophagy can be initiated by cells to cope with many 
stresses to cellular health and does not directly result in cell death, unlike 
apoptosis and necrosis. In fact, apoptosis and autophagy have been shown to 
interact via crosstalk and each may occur simultaneously or sequentially. 
Although the cross-talk between apoptosis and autophagy might be complex and 
sometimes contradictory, it is certainly critical to the deciding the fate of the 
tumour cells (Nikoletopoulou et al., 2013). In this regard, many proteins originally 
thought to be involved in autophagy processes are now found to play a role in 
apoptosis. Likewise, anti-apoptotic proteins also showed a role in blocking 
autophagic cell death. The complex Bcl-2: Beclin-1, for example  can play a role 
in the switch between autophagy and apoptosis processes (Marquez and Xu, 
2012). This may correlate well with the current observation where autophagy 
happens within 24 hr of TMZ treatment, potentially as protective mechanism, but 
with longer treatment incubation, it switches to apoptosis.  
 
On the other hand, each form of cell death has different energy requirements that 
can influence the cell death processes, hence, changes in metabolic status can 
alter cell death pathways. For example, decreased glucose availability can switch 
apoptosis to necrosis when energy becomes depleted (Leist et al., 1997; 
Lieberthal et al., 1998) . In fact, the three major forms of cell death may be 
influenced by glucose metabolism  (Edinger and Thompson, 2004). Necrosis can 
occur when ATP levels decrease dramatically, and with an inability of the cells to 
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maintain intracellular homeostasis, therefore, cells simply break down without 
requiring any ATP for death. In contrast, apoptosis is an energy dependent 
system that requires ATP For caspase activation (Budihardjo et al., 1999). 
Autophagy also is an energy dependent process can be induced when the uptake 
of extracellular nutrient sources decreases, thus, cells switch to use intracellular 
components to support mitochondrial oxidation and energy production. Nutrient 
generation by autophagy is mostly beneficial for the cells as more ATP could be 
produced from mitochondria. However, autophagy can become lethal when 
digestion occur excessively and most of the cytoplasm becomes consumed 
(Shintani and Klionsky, 2004). Similarly, autophagy induced by TMZ might be 
initially induced to protect the cells whereas when combined with aspirin 
excessive autophagy might cause cell death.   
 TMZ monotherapy, at early timepoint, produced a decrease in glycolysis activity 
and lactate production of cells while not affecting mitochondrial activity (Fig 5.7, 
5.14 &5.21). However, TMZ did not significantly reduce GAPDH enzymatic 
activity suggesting affecting different glycolytic enzymes or proteins in the 
glycolytic pathway (Fig 5.22). One reported observation is that TMZ-induced DNA 
damage leads to PARP activation resulting in cytoplasmic NADþ depletion, which 
inhibits glycolysis (Oliva et al., 2010; Su et al., 2018). This reduction in glycolytic 
activity may be the reason for autophagy induction as there is a known link 
between metabolism and autophagy processes. Growing research into the 
mechanisms regulating autophagy has revealed that autophagy activity is 
enhanced in response to glucose starvation or impaired glycolysis to maintain 
energy homeostasis and support metabolism and growth (Kim et al., 2011). By 
reducing glycolysis and maintaining the mitochondrial activity, TMZ might have 
caused an induction of autophagy at early time points in agreement with the 
reported findings that inducing autophagy requires functional mitochondria and 
oxidative phosphorylation functions (Thomas et al., 2018). 
 
While comparing the different culturing conditions, TMZ was significantly less 
effective under hypoxia which was clear in many assays like cell viability, 
proliferation and apoptosis. However, this was not a consistent finding where in 
assays such as cell cycle analysis or autophagy, where TMZ showed equal or 
higher efficacy. Therefore, a chronic hypoxia-adapted U87-MG cell line was 
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generated, and interestingly, TMZ showed less efficacy in the hypoxia adapted 
cells compared to the acute hypoxic conditions. These observations were not 
surprising and can be explained simply by the slower rate of proliferation under 
hypoxia. This slower proliferation was already demonstrated by the results 
obtained from the growth curves and wound healing assay where a reduction in 
the rate of cell growth and proliferation was observed for control samples under 
hypoxia as opposed to normoxia. It is known that hypoxia results in a slower cell 
cycle progression whereas extreme hypoxia induces a pre S-phase arrest in cells 
(Åmellem et al., 1994). In addition, other mechanisms have already been 
described for the enhanced resistance under hypoxia, like the tendency to select 
cells with a low p53 expression reducing cell apoptosis, reducing mitochondrial 
activity, cellular restoration following DNA injuries and increase in the expression 
of MDR1 gene. 
 
Importantly, another factor related to hypoxia is lower pH levels occurring by 
acidosis which could restrict the conversion of TMZ to its active metabolite. In 
fact, acidosis is one factor can lead to the discrepancy of in vitro and in vivo 
results obtained with TMZ or other drugs. It was demonstrated that acidic pH of 
the cell medium (pH 6.5) found in vitro experiments significantly decreased the 
cytotoxic effect of TMZ (Buccarelli et al., 2018). Hence, the pH variation which 
may occur in vitro can provide an explanation for TMZ low efficacy in many 
assays in this study and the results inconsistency. Accordingly, approaches to 
buffer tumour microenvironment pH before standard chemotherapy 
administration have been proposed by both preclinical and clinical studies (Robey 
et al., 2009; Pötzl et al., 2017). These findings reinforce the importance of using 
physiologically relevant oxygen tensions when investigating treatments for GBM. 
In addition, the development of drugs capable of exerting effects in acidic 
microenvironment often characterizes tumours is needed (Buccarelli et al., 2018). 
 
Apart from hypoxia, tumour cells cultured in 2D monolayers in vitro may lack other 
features of the real tumour microenvironment, therefore, there is an increasing 
interest in using 3D spheroids cultures for modelling tumours (Tung et al., 2011). 
It has been widely accepted that spheroid cultures exhibit enhanced resistance 
to the many drugs over 2D standard monolayer cultures. Reasons for this 
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difference between 2D and 3D cultures involve several factors including drug 
penetration, cell–cell interaction, varying cell proliferation and microenvironment 
(such as O2, pH, extracellular matrix) within spheroids (Mehta et al., 2012). 
Consequently, 3D cultures represent the ideal conditions for tumour cells 
mimicking their natural behaviour in vivo, hence providing better models for drug 
screening tests. Interestingly, a previous study that generated 3D spheroids from 
different GBM cell lines found that U87-MG cells formed proliferative spheroids 
in vitro, whereas U251 cells formed non- proliferative spheroids (Kolchinsky and 
Roninson, 1997). The distribution of a fluorescent vinblastine derivative in the 3D 
GBM spheroids was more heterogeneous than in 2D monolayers. Furthermore, 
they found that U87-MG cells increased their resistance about 40-fold in 
spheroids compared to monolayers and that MDR1 expression decreased the 
accumulation of 3H-vinblastine and fluorescent vinblastine derivative in the 
spheroids indicating that MDR1 is more efficient in conferring drug resistance in 
spheroids than in monolayers. Accordingly, these results can provide an impotent 
explanation of the significantly reduced efficacy for TMZ and other drug 
treatments in U87-MG spheroids compared to the monolayers (Fig 6.27 &6.28). 
Therefore, it can be suggested that the 3D structure of the U87-MG spheroids 
formed in this study might have affected the distribution and the accumulation of 
the tested drugs and increased MDR1 expression. This resistance was observed 
to a greater extent in the hypoxic 3D culture which represent non-proliferative 
spheroids stimulating the distal part of the tumour from blood vessels, 
emphasising the need to use 3D cultures in assessing novel compounds for the 
treatment of GBM. 
 
7.1.3. Cisplatin 
Due to the prodrug nature of TMZ, it often does not generate reproducible effects 
in vitro, therefore, it is commonly replaced in research by other standard 
chemotherapeutic drugs such as cisplatin, hence it was also utilised in this study. 
Current data showed that cisplatin produced potent cytotoxic effects under 
normoxia and reduced U87-MG cell viability in a concentration and time 
dependent manner (Fig 3.7). It inhibited mitosis by causing a cell cycle arrest in 
G2/M phase and significantly reduced cell proliferation with no obvious effect on 
the expression or phosphorylation level of cyclin D1 (Fig 3.7, 3.13 &3.21). These 
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findings were in consistent with some previous reports where cisplatin did not 
show a significant change in cyclin D1 expression (Zhang et al., 2015), or 
produced a transient increase in the level of  cyclin D1 and eventually decreases 
cyclin D1 as part of its killing mechanism (El-Kady et al., 2011). Additionally, it 
was indicated that cisplatin treatment leads to the lethal-7 (Let-7b) miRNAs 
suppression, which in turn up-regulates cyclin D1 expression (Guo et al., 2013). 
Therefore, the effect seen in cell cycle arrest following cisplatin treatment might 
be caused by interfering with different cell cycle proteins and checkpoints. That 
was also observed with different cell lines where cisplatin treatment produced 
blockade of CDKs 1, 2, 3, and 4 and transcriptional CDKs 7 and 9, ultimately 
resulting in arrest at G1/S and G2/M, downregulation of the transcriptional 
apparatus, and repression of anti-apoptotic proteins (Syn et al., 2018). 
 
Also, cisplatin in this study showed a trend towards inhibiting wound healing 
although the effect was not significant, an effect was in agreement with previous 
data where most of the studies have seen an enhanced effect of cisplatin on cell 
migration and invasion when in combination with other chemotherapy (Karam et 
al., 2010). In contrast, one study showed that cisplatin can induce EGFR 
phosphorylation could result in its nuclear translocation and lead to interaction 
with DNA protein kinase, mediating DNA repair (Benhar et al., 2002). Thus, 
cisplatin mediated EGFR activation is a survival mechanism by the cell, that in 
turn, reduces the efficacy of cisplatin (Ahsan et al., 2010). That might support the 
current findings where the combination of cisplatin with PN517 has significantly 
enhanced the anti-migration effect of cisplatin, possibly due to reducing EGFR. 
 
When investigating cell death, cisplatin treatment induced apoptosis which 
increased over time, a finding confirmed by an increase in the depolarisation of 
the mitochondrial membrane potential, and increases in the levels of the 
phosphorylated stress proteins p-Hsp27 and p-c-Jun (Fig 4.3, 4.14 &4.15). These 
findings were in agreement with previous studies which reported that cisplatin 
causes cell death mainly via the mitochondrial signalling pathway associated to 
activated caspase-3 (Cummings and Schnellmann, 2002; Jiang et al., 2004; 
Florea and Büsselberg, 2006). It has been suggested that cisplatin activates pro-
apoptotic pathways through mitochondrial and Fas-associated mechanisms 
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(Friesen et al., 1999; Cullen et al., 2007). However, the oxidative stress was 
considered one of the most important mechanisms involved in cisplatin toxicity, 
resulting in loss of mitochondrial protein sulfhydryl group, calcium uptake 
inhibition and decrease of mitochondrial membrane potential (Saad et al., 2004). 
The current findings of the mitopotential assay can correlate well with the 
previous findings where significant increase in the mitochondrial depolarisation 
was observed (Fig 4.11). 
 
Cisplatin treatment of U87-MG cells initiate autophagy and increased the 
expression of autophagic proteins (PI3K in Class III, PIK3R4 and Atg14) which 
may be as a cytoprotective mechanism (Fig 4.5). However, the effects were not 
significant. When monitoring the metabolic activity with seahorse analyser, 
cisplatin did not seem to affect neither mitochondrial phosphorylation nor 
glycolytic activity at early time point and although it showed a trend towards 
reducing lactate production, but it did not produce any significant effects on the 
bioenergetics parameters. Also, no effect on GAPDH enzymatic activity was 
observed after cisplatin treatment (Fig 5.22). These results supported previous 
findings were also cisplatin showed to induce autophagy and delay the onset of 
apoptosis (Kaushal et al., 2008; Ma et al., 2017). It was also previously reported 
that the endoplasmic reticulum (ER) stress produced by cisplatin may induce cell 
autophagy, cell apoptosis and the complicated regulatory network between them. 
Also, the inhibition of autophagy was shown to increase cisplatin-induced 
apoptosis by increasing endoplasmic reticulum stress in U251 human glioma 
cells (Zhang et al., 2015). However, current data of cisplatin may contradict 
metabolic findings for other studies at times where cisplatin showed to induce or 
reduce glycolysis in different studies and theses discrepancy might occur due to 
different concentrations and time of exposure or cell type used (Desoize, 2002; 
Florea and Busselberg, 2011). 
 
Furthermore, cisplatin cytotoxicity was found to be significantly reduced under 
hypoxia compared to normoxia where it showed higher IC50 and less effect on 
proliferation and cell cycle. Cell sensitivity was further reduced in the hypoxia-
adapted U87-MG cells and more significantly in the 3D cultures, as a decrease 
in cell proliferation was observed under hypoxia, cisplatin cytotoxicity reduced. 
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Not only low proliferation rate can induce cisplatin resistance in U87-MG 
spheroids, but other factors such as reduced accumulation and increased MDR1 
expression may imply the reduced efficacy of cisplatin. These findings supported 
many previous findings where cisplatin was shown to be less effective in 3D 
cultures indicating the need for higher doses that may not be tolerated by the 
patients (Dubois et al., 2017) 
  
7.1.4. Combined therapy 
In general, combination therapies have been reported to exploit the chances for 
improved efficacy, reduced toxicity, and decrease development of drug 
resistance, hence, combined therapy strategies have become a standard for the 
treatment in several areas such as cancer (W. Humphrey et al., 2011). The 
combined effects of the drugs on cancer cells are complex, however, combination 
therapies are increasingly investigated in refractory and heterogenous tumours 
such as GBM due to the fact that monotherapies have been proven ineffective. 
Accordingly, because of the failure of conventional chemotherapies in treating 
GBM, more efforts focusing on therapeutic combinations have been spent to 
target multiple components of cancer cell survival and proliferation which may 
enhance the cytotoxic effect and overcome drug resistance (Tan et al., 2018; 
Vengoji et al., 2018; Cardoso et al., 2019). The current study investigated the 
efficacy of the combined therapy of aspirin or PN517 with the standard 
chemotherapeutic drugs cisplatin and TMZ and aimed to compare their 
effectiveness with the monotherapy in order to discover any synergism.  
 
Generally, all drug combinations showed improved efficacy in reducing U87-MG 
cell viability when compared to the monotherapies (Table 7.1). PN517 
combinations enhanced efficacy of TMZ and cisplatin to a greater degree than 
aspirin combinations, where the combination of PN517 with TMZ was always the 
most efficacious treatment in most assays. Importantly, PN517 combinations 
significantly enhanced the effects of both cisplatin and TMZ on cell viability at 
earlier timepoint of incubation than aspirin. 
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Table 7. 1. Effects of combined therapy on the established assays. (↑) enhancement 
in drug effect compared to monotherapy, (-) no enhancement in the drug effect compared 
to monotherapy, (~) showing a trend towards enhancing the effect of the monotherapy 

Assay Asp+ Cis Asp+ TMZ PN517+ Cis PN517+ TMZ 
Viability ↑ ↑ ↑ ↑ 

Proliferation - ↑ ~ ↑ 
Cell cycle - - ~ ↑ 
Migration ~ ~ ↑ ↑ 
Apoptosis - - ↑ ↑ 

Mitopotential - - ↑ ↑ 
Autophagy ↑ ↑ - - 
Mito stress ~ ~ ↑ ↑ 

Glyco stress ↑ - ↑ ↑ 
GAPDH ~ ~ ↑ ↑ 

 
 
Importantly, the enhanced effect seen with the combined therapies was also 
replicated under acute hypoxia. Although the combinations showed less efficacy 
when tested in the chronic hypoxia-adapted cells and 3D spheroid cultures, they 
exhibited the same pattern of efficacy. PN517 combinations were the most 
efficacious, in particular the combination of PN517 and TMZ which always 
showed the greatest effectiveness even in the most resistant model, the hypoxic 
3D spheroids, and still both aspirin and PN517 significantly enhancing the effect 
of the standard TMZ monotherapy. It was reported that the influence of epigenetic 
alterations in response to hypoxia may be amplified by increased cytokine 
production where an interaction between COX and HIF pathways has been 
described (Greenhough et al., 2009; Watson et al., 2009; Dong et al., 2018). 
Therefore, it can be proposed that aspirin and PN517, by affecting COX activity 
and reducing cytokine production, are producing enhanced efficacy for the 
combination therapy under hypoxia as well. 
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Different potential underlying mechanisms can be suggested to explain the 
enhanced cytotoxic effects of the combined therapy. They include: 

a) Inhibition of COX-2 pathway 
COX‐2 has been shown to play an important role in supporting cancer recurrence 
and resistance to chemo‐ and radiotherapy reducing patient’s survival in many 
types of cancers (Li et al., 2017). COX‐2 levels are elevated within the tumour 
microenvironment and it induces inflammation, promotes angiogenesis, 
metastasis and cancer stem‐like activity as well as apoptotic resistance 
(Greenhough et al., 2009; Todoric et al., 2016). Furthermore, COX‐2 mediated 
hypoxic response within the tumour microenvironment and its connections with 
antiapoptotic mediators promotes cancer cell resistance to chemotherapeutic 
drugs (Dong et al., 2018). Therefore, COX‐2 inhibition has been suggested to 
provide beneficial therapeutic outcomes in cancer patients by reducing the risk of 
metastasis and sensitizing cancer cells to standard treatments like radio‐ and 
chemotherapy (Das et al., 2017; Xu et al., 2017).  For example, the combination 
of temozolomide and celecoxib was proposed to inhibit glioma progression 
through anti-angiogenic mechanisms, reducing tumour oedema (Kerschbaumer 
et al., 2015). Such combinations have been reported to synergistically increase 
the antitumoral effect for chemotherapeutic agents and improve the overall 
response when administered before radiotherapy. Another study has 
demonstrated that aspirin combined with cisplatin can significantly reduce the 
drug resistance of cisplatin in tumour therapy (Cheng et al., 2014). Additionally, 
due to the fact that several signalling pathways contribute to the regulation of 
COX-2, chemotherapeutic agents can adversely induce COX‐2 activity due to 
effects on upstream modulators of COX-2 (Hashemi Goradel et al., 2019). Taken 
together, it has been proposed that selecting suitable chemotherapy drugs 
alongside modification of the type and dose for a COX‐2 inhibitor, depending on 
the cancer type, would act as an effective adjuvant strategy for targeting cancer 
(Hashemi Goradel et al., 2019). 
 
Regarding the novel diaspirin compounds, enhanced efficacy of platinum 
compounds was observed when applied in combination as demonstrated by a 
reduction in the ID50 of cisplatin (Kilari et al., 2018). This effect relates to one of 
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the main aims of combined therapy, which is to achieve a decrease in effective 
dose in order to alleviate side effects and this decrease in doses needed for 
platinum compounds has been widely considered of utmost importance because 
of their narrow therapeutic index (Alcindor and Beauger, 2011).Interestingly, 
PN517 showed strong synergistic effect with different platinum compounds which 
increased at higher doses, indicating an advantageous chemotherapy strategy 
since maximum cytotoxicity against cancer cells is key factor for effective therapy 
(Chou, 2010), suggesting this as a promising combination for the treatment of 
cancer. Taken together, one possibility for the enhanced effects of the combined 
therapy seen in the current study can be due to the ability of both aspirin and 
PN517 to inhibit COX-2 enzyme activity in U87-MG cell line. 
 

b) Inhibition of EGFR pathway 
Several EGFR inhibitors have been found to inhibit tumour growth including 
erlotinib, gefitinib, and cetuximab (Herbst, 2004). As already mentioned, EGFR is 
responsible for growth progression in many cancers, particularly in primary GBM 
(Mendelsohn and Baselga, 2000). The EGFR signalling pathway is complicated 
and results in reduced apoptosis, increased cell proliferation, angiogenesis and 
metastasis (Mitsudomi and Yatabe, 2010). Unfortunately, standard 
chemotherapeutic drugs, in turn, have been shown to activate EGFR. For 
example, cisplatin-induced DNA damage was reported to activate EGFR in 
multiple cancer cell lines (Benhar et al., 2002). This EGFR activation has been 
shown to occur via p38 MAPK activating DNA protein kinase to mediate DNA 
repair and works as a survival mechanism in response to cisplatin (Ahsan et al., 
2010). However, cisplatin mediated EGFR activation was slow and only occurring 
when DNA adducts start forming (Benhar et al., 2002). Additionally, it was 
suggested that this overexpression of EGFR contributed to cisplatin resistance 
through the upregulation of key glycolysis enzymes. Current results also support 
these findings where U87-MG cells showed high glycolytic activity and moderate 
sensitivity to cisplatin under the experimental conditions tested. Accordingly, the 
combination of an EGFR inhibitor or anaerobic glycolysis inhibitor with cisplatin 
displayed synergistic inhibition effects on cisplatin-resistant chondrosarcoma 
cells (Song et al., 2014). TMZ also has been reported to induce the production of 
EGFR to regulate the expression of the multi-drug resistance gene MDR1 in GBM 
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cells, and that giving an inhibitor of EGFR kinase such as erlotinib to nude mice 
with GBM prevented temozolomide induced resistance (Munoz et al., 2014). 
Furthermore, hypoxia environment, which is a hallmark of GBM induces 
amplification of gene transcription and translation of EGFR (Wang et al., 2012). 
Altogether, these findings suggest that inhibiting EGFR would be beneficial for 
enhancing the current treatment of GBM. 
 
Importantly, both aspirin and PN517 disturb EGFR internalisation and regulate 
EGF-induced Ras/MAPK activation and the signalling pathway altogether in 
colorectal cancer cell lines (Bashir et al., 2019), in agreement with earlier findings 
which showed that also regulation of EGFR activation correlated with synergistic 
effects when oxaliplatin and gefitinib were used in combination in same colorectal 
cell lines (Van Schaeybroeck et al., 2005). Hence, it has been suggested that   
inhibiting EGFR pathway by aspirins and PN517 supported synergistic effects 
when combined with oxaliplatin for colorectal cancer, and also emphasised the 
potential of these compounds where EGFR amplification, overexpression and 
constitutive activation is notable in cancers such as GBM (Bashir et al., 2019). 
Consequently, another possibility for the enhanced effects of the combined 
therapy seen in the current study could be due to the ability of both aspirin and 
PN517 to inhibit EGFR internalisation and expression in U87-MG cell line. 
Nevertheless, further studies will be needed to identify the particular effects these 
compounds have on what particular protein in the EGFR downstream signalling 
pathway. 
 

c) Autophagy modulation 
The role of autophagy in the occurrence and progression of cancer is still 
controversial.  On one hand, autophagy allows tumour cell to survive under 
adverse environmental conditions, but on the other, when internal energy 
resources are exhausted, it results in cell death (Parzych and Klionsky, 2014). 
Therefore, modulating autophagy using pharmacological inhibitors or inducers 
has received considerable attention in an attempt to sensitise standard treatment 
for glioma treatment (Daido et al., 2005; Yan et al., 2016). 
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Aspirin combinations were found to significantly increase the autophagic activity 
in U87-MG cells, suggesting a mechanism for the enhanced efficacy of cisplatin 
and TMZ when combined with aspirin through amplification of autophagy leading 
ultimately to autophagic cell death. Similarly, previous studies have shown that 
salicylate can suppress tumour development by switching the cell death pathway 
from tumour-promoting necrotic cell death to tumour-suppressive autophagic cell 
death (Lim et al., 2008). In contrast, autophagy is enhanced in GBM after 
treatment with standard cancer therapeutics to enhance cell survival and 
resistance to therapy (Jawhari et al., 2016). Autophagy inhibition has been 
revealed to encourage genomic instability, disturb cellular metabolism and 
prevent resistance to chemotherapy or radiotherapy (Michaud et al., 2011). 
Accordingly, current findings for the combination of PN517 with TMZ may suggest 
a mechanism for the enhanced efficacy of this combination due a trend towered 
reducing autophagy induced by TMZ, however, further investigations are needed 
to confirm that.  
 

d) Apoptosis amplification  
Although aspirin itself induces apoptosis in U87-MG cell line, in combinations it 
did not increase apoptosis induction over the monotherapy of cisplatin or TMZ. In 
contrast, PN517 significantly enhanced apoptosis, both early and late, to a 
greater extent than cisplatin or TMZ. In neuroblastoma, NSAIDs enhanced 
chemotherapy induced apoptosis by augmentation of p53, deregulation of Bcl-2 
family proteins and increase ROS (Lau et al., 2007; Hiľovská et al., 2015). More 
importantly, while the standard drugs were noted to induce apoptosis at late time 
points (>72 hr), which is related to the mechanism of action requiring cell 
proliferation, PN517 combinations significantly induced apoptosis at early time 
points (24 and 48 hr). Thus, it might be possible that PN517, by activating 
apoptosic pathways is sensitising the tumour cells to cisplatin and TMZ effects, 
amplifying apoptosis, and decreasing the chance of cells becoming resistant to 
chemotherapy.  
 

e) Modulating cellular metabolism  
As described earlier, cancer cells display an altered metabolism that may rely on 
one or both of the key metabolic pathways, oxidative phosphorylation or 
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glycolysis. The ability of cancer cells to switch between pathways is a crucial 
strategy causing cancer cell adaptation. Several lines of evidence indicated that 
rapid changes in cancer cell metabolism are a critical strategy in cellular 
resistance (Dar et al., 2017). Accumulating evidence has suggested that energy 
metabolism is vital for the maintenance of chronic inflammation by providing 
energy and controlling the immune response by metabolic signals (Inoki et al., 
2012; Powell et al., 2012). Therefore, targeting cancer metabolism vulnerabilities 
has been widely investigated and already produced multiple new potential 
therapeutic agents (Koukourakis et al., 2017; Shi et al., 2019). GBM, in turn, is 
characterized by mitochondrial hyperpolarization associated with the metabolic 
remodelling (Warburg effect) and apoptosis resistance (Michelakis et al., 2010). 
Many studies, including in GBM, suggest that reversing the Warburg effect would 
enhance the efficiency of standard cancer treatments as well as sensitising 
resistant cells through targeting and exploiting the metabolic adaptations of the 
cancer cells (Wangpaichitr et al., 2017). For example, 2-DG combined with 
cisplatin has enhanced cytotoxicity to human head and neck cancer cells via 
metabolic oxidative stress suggesting that inhibition of glycolysis sensitizes 
cancer cells to cisplatin treatment (Van Oosterwijk et al., 2011). Koukourakis and 
colleagues also showed sensitization of GBM cells to radiotherapy and TMZ, by 
inhibiting glycolysis using 2-DG (Koukourakis et al., 2017). Similarly, the 
combination of WZB117, a Glut1 inhibitor, and cisplatin displayed synergistic 
anticancer effects in non-small cell lung carcinoma cell (Liu et al., 2012). 
 
Dichloroacetate (DCA) is normally used to treat lactic acidosis and has been used 
as a metabolic modulator in cancer cells. DCA inhibits PDK1 and can alter tumour 
metabolism by stimulating mitochondrial activity to force glycolytic cells into 
oxidative phosphorylation, hence reversing the Warburg effect (Stacpoole, 1989). 
DCA alone has been demonstrated to possess modest anti-cancer activity in both 
in vitro and in vivo models of glioblastoma. Importantly, it has high efficacy for 
GBM stem cells, that may undergo the same metabolic and mitochondrial 
remodelling of GBM cells but to a greater extent, by reversing this mitochondrial 
remodelling and inducing apoptosis in GBM stem cells both in vitro and in vivo 
(Michelakis et al., 2010). Importantly, DCA has been able to potentiate the effects 
of GBM standard therapies in vitro and in vivo by controlling the metabolic state 
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of cancer cells, binding to EGFR and reversing Warburg effect (Michelakis et al., 
2010; Shen et al., 2015; Velpula et al., 2017). Therefore, current cytotoxic effects 
shown by PN517 treatment, either alone or in combinations with cisplatin and 
TMZ, might be due to similar effects as noted by the significant reduction in 
glycolytic function of U87-MG cells, hence, reversing the intense Warburg effect 
seen in these cells. 
 
Methylene blue (MB) is another proof of the concept compound that suggests 
reversal of the Warburg effect might be a novel therapy for GBM. MB reversed 
Warburg effect evidenced by the increase in oxygen consumption and reduction 
in lactate production leading to cell proliferation inhibition in both temozolomide 
sensitive and resistant GBM cell lines (Poteet et al., 2013).  Similarly, TG02, a 
pyrimidine-based multi-kinase inhibitor, synergistically decreased energy 
production with TMZ. The combination induced mitochondrial dysfunction but did 
not fully explain the synergistic cytotoxic effects. On the other hand, glycolytic 
capacity and protein expression of key glycolytic enzymes (HK2, PKM2, and 
LDHA) were decreased in the combination of TG02 and TMZ. The reduction in 
energy production by glycolysis increases cellular reliance on alternative energy 
sources, particularly oxidative phosphorylation. Consequently, synergistic effects 
of TG02 and TMZ was suggested to be relate in part to impairment of both 
glycolysis and mitochondrial function, which further elevated the energy 
requirements for DNA repair by TMZ treatment (Su et al., 2018). Therefore, this 
might represent a possible mechanism for the efficacy of PN517 treatment found 
in the current study as it was found to inhibit both pathways of energy production. 
It may be that U87-MG cells were unable to reprogram metabolism when they 
were exposed to PN517, and this ultimately led to cell death due to energy 
deficiency. This may provide a novel strategy for treatment of GBM and also help 
to solve the problems of drug resistance of GBM by combination with a current 
treatment. 
 
In line with this, recent papers published in 2019 identified another metabolic 
modulator in the combination treatment for glioblastoma. Sun and colleagues 
identified R406, the active metabolite of Syk inhibitor, with remarkable cytotoxicity 
against GBM stem cells but not normal neural stem cells. R406 induced a 
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metabolic shift from glycolysis to oxidative phosphorylation with subsequent 
production of excess ROS, therefore, R406 reduced tumour growth and 
sensitized GBM cells to TMZ in GBM xenograft mouse models (Sun et al., 2019). 
Also recently, Gboxin (complex V inhibitor), was described as a small molecule 
that specifically inhibits the growth of primary glioblastoma cells but not that of 
mouse embryonic fibroblasts or neonatal astrocytes (Shi et al., 2019). Gboxin 
rapidly and irreversibly compromises oxygen consumption and inhibits the activity 
of F0F1 ATP synthase in GBM cells. The authors suggested that the increased 
proton gradient and pH in cancer cell mitochondria is a mode of action that can 
be targeted in the development of antitumour reagents (Shi et al., 2019). Another 
recent study reported on the anticancer potential of the combination of biochanin 
A, isoflavone, with TMZ against U87-MG and T98 G glioblastoma cell lines. A 
shift in the metabolic phenotype of cells from glycolytic to oxidative 
phosphorylation was observed with the combination treatment and the cells 
showed a significant impairment in complex IV activity (Desai et al., 2019). All 
these recent studies have confirmed that metabolism remodelling in GBM is a 
significant new approach to enhance the efficacy of current treatments, a finding 
consistent with the observations with PN517 combination treatments in this study. 
 
As described above, tumour acidosis can induce cell migration and metastasis 
and increase drug resistance due to the neutralization of weak base drugs 
rendering them less efficient in addition to increased chromosomal instability 
(Morita, 1995; Sauvant et al., 2008). Hence, it has been suggested that reducing 
tumour acidosis would decrease metastatic formation and sensitise cells to 
chemotherapeutic agents. This approach has been considered to be mostly 
relevant to hypoxic tumour cells or glycolysis addicted cells that may be highly 
sensitive to inhibition of pH regulation (Chiche et al., 2010), and these two factors 
are hallmarks of GBM (Michelakis et al., 2010). Accordingly, it was reported in 
GBM cell lines that bioenergetic modulators decreased cell viability and 
migratory/invasion abilities as well as amplified the cytotoxicity of TMZ in vitro 
and in vivo (Tavares‐Valente et al., 2018). The authors confirmed that metabolic 
modulation has the potential to be used as a therapy to decrease the 
aggressiveness of tumours or to be combined with conventional drugs used in 
glioma treatment and reported that metabolic disruption by glycolytic inhibitors 
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induced an increase in extracellular pH compared to untreated cells. It was 
previously shown that blockage of lactate efflux, through MCT inhibition, 
decreased the migration and invasion abilities in different cancer models 
(Miranda-Goncalves et al., 2012; Santos et al., 2014), and hence, the authors 
hypothesized that the metabolic inhibition reduced lactate production and 
accordingly decreased lactate and proton efflux, increasing extracellular pH, and 
cell motility was compromised. These findings would suggest a possible 
mechanism for PN517 reducing wound healing, since PN517 effectively 
decreased glycolytic activity and lactate production, hence reducing the 
extracellular acidification and increasing the pH of the media, inhibiting cell 
migration. 
 
In line with this, it has been already mentioned that the activity of TMZ or the 
derived metabolite MTIC appears to be pH dependent (pH > 7). Additionally, 
there is some debate about their mechanism of action as well as a lack of 
specificity about where activation occurs, inside or outside of tumour cells (Denny 
et al., 1994; Shen et al., 1995). Therefore, the activity of TMZ could be altered 
with the pH gradient, and that can explain the chemosensitization of cells when 
pre-treated with the bioenergetic modulators or in a combined way with 
conventional drugs. Similarly, it can be concluded from the current findings that 
PN517 may enhance the efficacy of TMZ monotherapy when in combination by 
inhibiting glycolysis and increasing extracellular pH levels leading to activation of 
TMZ and sensitising U87-MG cells to the active metabolite MITC. This can be 
supported by the observations of the combination of PN517 and TMZ where it 
always exerts the highest effectiveness among drug treatment.  
 

f) Reversing MDR phenotype 
On the other hand, efficacy of the current therapies for GBM is poor due to the 
development of the multidrug resistance (MDR) phenotype with tumour 
recurrence (Lee, 2016). Reducing tumour energy via bioenergetic modulators 
may potentiate conventional chemotherapeutic agents, as many of the proteins 
associated with the MDR phenotype are energy dependent (Bredel and Zentner, 
2002). Studies have shown that overexpression of these resistance proteins 
either in the blood brain barrier or in GBM cells, prevents TMZ cytotoxicity (Spiegl-
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Kreinecker et al., 2002; Veringa et al., 2013; Munoz et al., 2015). Therefore, it 
has been suggested that metabolic inhibition could be one of the strategies used 
for targeting the MDR phenotype in order to overcome the low efficacy of current 
treatment regimens. As PN517 showed this metabolic inhibition in the current 
study, it can also be suggested that this novel analogue may reduce cellular 
resistance to cisplatin and TMZ by affecting the MDR phenotype of the treated 
cells which need further investigation. Taken together, it can be suggested that 
PN517 may act as a bioenergetic modulator in GBM and sensitise tumour cells 
to current therapeutic drugs, especially when combined with TMZ. These results 
provide strong support for the therapeutic potential of this novel compound 
PN517 for the treatment of GBM in combination with the standard chemotherapy 
drug, TMZ. Although multiple mechanisms have been suggested, the precise 
mechanism for the synergy between PN517 and TMZ remains to be completely 
determined. 
 
Last, but not least, another possibility for the remarkable efficacy of PN517 
combinations is the ability of PN517 to reduce GAPDH enzymatic activity. As 
already described, this can be attributed to the important role of GAPDH in the 
glycolytic activity or other cellular events associated with tumour progression 
such as proliferation, metastasis, survival and chemoresistance (Ganapathy-
Kanniappan et al., 2012). However, the current study has yielded preliminary 
results which need further investigation. 
 
7.1.5. Effect on the control cell line SVG-p12 
Many of the cancer research publications do not include normal control cell line 
while screening novel compounds which is important to test drug toxicity on the 
normal non-cancerous cells. For example, the project of the National Cancer 
Institute (NCI)60 at the late 1980s included several human tumour cell lines from 
different cancer types for anticancer drug screening but did not include non-
cancerous cell lines as controls. The reason behind that has been reported to be 
the normal cell lines available at that time which were observed to be either very 
resistant or very sensitive to the cytotoxic effects of the examined anticancer 
agents (Shoemaker, 2006). It was believed that the resistant or sensitive normal 
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cells may underestimate or overestimate the anticancer potential of the tested 
drugs, respectively (López-Lázaro, 2015).  
 
In this study the SV40-immortalized glial cell line SVG-p12 was used as control 
model and to test for treatment selectivity. Many advantages have been reported 
for using immortalized cell lines, such as being well characterized and 
homogeneous populations making them standard cell lines used by different labs. 
However, one main disadvantage to using immortalized cells is that they cannot 
considered totally normal cells since they divide indeterminately and may show 
unique gene expression patterns that are not found in any cell type in vivo (Carter 
and Shieh, 2015). 
 
It can be noted from the current results that TMZ, the standard chemotherapy 
drug for GBM, exerts its effects on SVG-p12 cells to approximately same level as 
U87-MG cancer cells, was even more potent in some cases such as in cell 
viability and metabolic activity assays, and as such did not show any real 
selectivity towards glioblastoma cells. Likewise, cisplatin affected the control 
SVG-p12 cells in a similar way and its effects on apoptosis, necrosis and 
mitochondrial activity were more in fact greater. These findings support the 
necessity for the development of drugs that are selective to cancerous cells. 
 
Although aspirin did not show consistent selectivity towards U87-MG cells, it 
produced less potent effects towards the non-cancerous cells SVG-p12 in cell 
viability and apoptosis assays. Regarding PN517, it produced similar efficacy on 
SVG-p12 cell viability and induced a clear reduction in wound healing, yet it did 
not reach statistical significance. Similarly, apoptosis, depolarisation, and 
metabolic changes increased in SVG-p12 cells after PN517 treatment, but effects 
were not significant compared to the control. Most importantly, different aspirin 
analogues were tested in an in vivo tumour mouse model of colorectal cancer 
where low dose (1mg/kg) was administered every day for 10 days by intravenous 
injection. The results showed that diaspirins significantly inhibited tumour growth 
with almost complete suppression by PN517, however, it had no side effects 
observed following drug treatment compared to the control group animals 
(Claudius et al., 2014). This is in contrast to chemotherapeutic drugs like cisplatin 
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whose toxicity limits their use. However, the combinations of aspirin and PN517 
also produced enhanced efficacy over the standard chemotherapeutics in the 
SVG-p12 cell line, suggesting further work is required. In summary, these 
important findings emphasise the therapeutic potential for PN517 in the treatment 
of glioma. 
 
7.2. Conclusion 
It is well established that the development of new antineoplastic drugs is 
associated with a number of problems, such as the clinical translation of drugs in 
development and economic pressures on health systems especially with 
increasing cancer incidence. Consequently, repurposing of existing non-
oncological drugs, mainly the low-cost, widely available drugs with known toxicity 
profiles, has been proposed as a valuable strategy to address these issues 
(Pantziarka et al., 2014). Based on encouraging findings in the literature 
regarding the chemopreventive and chemoprotective activity of aspirin and its 
ability to enhance the efficacy of multiple classical anti-cancer drugs in GBM 
treatment (Navone et al., 2018), this in vitro project investigated the anticancer 
effects of aspirin and characterised the novel aspirin analogue PN517 in different 
GBM models. 
 
Current findings have shown that aspirin has cytotoxic activity in the glioblastoma 
cell line U87-MG reducing cell viability, inhibiting proliferation, inducing apoptosis 
and promoting autophagy. Also, aspirin combinations significantly enhanced the 
efficacy of cisplatin or TMZ monotherapy confirming the potential of aspirin 
treatment as adjuvant therapy in GBM patients with considering the possible side 
effects. In addition, PN517, which has been shown to have no overt side effects 
in vivo (Claudius et al., 2014), was more efficacious than aspirin, and in many 
assays had greater efficacy than cisplatin, and has been suggested to have a 
different mechanism of action than aspirin. PN517 reduced cell viability, inhibited 
proliferation, suppressed wound healing, inhibited GAPDH enzymatic activity, 
produced simultaneously glycolytic and mitochondrial dysfunction resulting in 
cellular energy metabolism disorder, and produced a loss of mitochondrial 
membrane potential leading ultimately to apoptosis. Furthermore, the 
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combinations of PN517 with cisplatin or TMZ significantly enhanced the efficacy 
of the single drug treatment where the combination of PN517 and TMZ was 
always the most effective drug treatment. 
 
 In addition, this study characterized the changes in cellular sensitivity under 
various culturing conditions, using a novel system of chronic hypoxia-adapted 
GBM cell lines and 3D cultures, offering a high degree of clinical and biological 
relevance to in vivo models. This study provides evidence that chronic hypoxia 
and the complex microenvironment of 3D cultures induce chemo-resistance 
toward temozolomide and cisplatin. However, despite the more challenging 
environment, drug treatments showed similar patterns of efficacy with the 
combinations of PN517 being the most efficacious.  
 
Taken together, PN517 represents a novel aspirin analogue with significant 
therapeutic potential for the treatment of GBM showing promising results when 
combined with the standard chemotherapy drug, temozolomide, and should be 
investigated further in vivo. 
 
7.3. Future work 
Throughout the thesis, different signalling pathways have been described that 
may be involved in the mechanism of action of PN517 and its combinations with 
the standard chemotherapy drugs generating intriguing results. These results 
may provide a better assessment of therapeutic potential because they contain 
various tumour models. However, further assays could help to establish these 
proposed mechanisms and several investigations can be recommended in the 
future work. 
 
Hypoxia studies  
To study the effects of hypoxia on cellular response to drug treatments, it is 
important to acclimatise cells to hypoxia in order to adjust energy metabolism and 
protein expression, and reduce oxidative stress (Watson et al., 2009). However, 
most studies of cell culture are performed under normoxia which is not 
representative of the oxygen levels found within tumours with some studies 
including hypoxia conditions for short duration of time (hours-days), whereas in 
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this study notable changes and differences were found among different models 
which justify the need for experiments involving short and prolonged duration of 
exposure to hypoxia. These findings illustrate the importance of using 
physiologically relevant oxygen concentrations in future studies before drawing 
conclusions about the effects of drug treatment on cell fate. 
 
However, some technical limitations challenged this study regarding hypoxia 
studies, such as not always being able to perform hypoxia experiment in 
continuous hypoxic conditions with Seahorse analyser. Therefore, it was planned 
to obtain some preliminary data only for U87-MG cell line with culturing the cells 
under hypoxia while performing the assays by Seahorse analyser under 
normoxia. 
 
Additionally, it has been reported that a range from 12-43% of tumour areas are 
exposed to cycling hypoxia which can have direct consequences on tumour cells 
behaviour, induces metastasis and increases chemo- and radio-resistance 
(Cairns et al., 2001; Rofstad et al., 2007; Olbryt et al., 2014). Therefore, it would 
be beneficial to expose cells to cycling hypoxia and measure the levels of different 
proteins that are affected by hypoxia as well as testing the effects of the drug 
treatments on tumour cell exposed to the cycling hypoxia. This would expand the 
knowledge towards understanding the behaviour of cells under hypoxia and help 
in designing strategies to overcome this.  
  Monitoring effects on autophagy 
Having obtained multiple results concerning the effects of the drug treatments on 
autophagy process, there are some concerns about autophagy quantification 
using the commercially available kits with flow cytometry that should be taken into 
consideration. These assays are advised to be used in conjunction with other 
methods of monitoring autophagy rather than being used alone. In addition, it is 
recommended to measure autophagy flux as a demonstration of a complete 
autophagic pathway. These autophagic assays could be validated using genetic 
or pharmacological inhibitors of autophagy to monitor whether autophagic activity 
in dying cells is the cause of cell death or is an attempt to prevent it (Singh and 
Bhaskar, 2018). In addition, it would be useful to investigate the effect of the drug 
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treatment on mitophagy as it is considered the most type of autophagy induced 
under hypoxia. Mitophagy can be monitored by fluorescence microscopy for co-
localization of mitochondria with autophagosomes or lysosomes or by Western 
blotting to measure mitochondrial protein degradation and citrate synthase 
activity (Ding and Yin, 2012). Recently several assays have been developed for 
monitoring mitophagy including MitoTimer, mt-Keima, and mito-QC that may be 
more reliable than previous methods and allow to quantify mitophagy in vivo  
(Williams et al., 2017). 
 
Mechanisms underlying apoptosis  
Although high efficacy of the aspirin analogue PN517 and its combinations was 
observed in apoptosis and mitopotential assays, it is still essential to further 
characterise the mechanisms involved in these effects. As mentioned earlier, 
there have been some concern about the validity of the apoptosis quantification 
results using flow cytometry with Annexin-V and PI kits. In addition, A recent 
overview and assessment of the fluorescent probes used for ΔΨm 
measurements have pointed out limited applicability for some probes because of 
the frequent events of consistently uninterpretable experimental data (Zorova et 
al., 2018). First, these probes cannot respond quickly to fast changes in the 
membrane potential which could be important for some investigations. Also, non-
specific binding and changes in fluorescence independent of ΔΨm such as 
interaction with intra-mitochondrial components or other cellular components can 
occur. In addition, they suffer from being unwanted photosensitizers leading to 
results that are not straightforwardly interpretable because of the induced 
photodamage (Zorova et al., 2018). Nevertheless, despite these considerations 
it is felt that these probes are sufficiently reliable and can provide a valid 
estimation of ΔΨm under carefully controlled conditions. 
 
Further characterisation of the mechanisms involved in apoptosis induction 
should be conducted in future studies. For example, apoptosis due to calcium 
release can be examined using calcium channel blockers such as TMB-8, 
dantrolene, Fura-2 and EGTA. TMB-8, Fura-2 and dantrolene are intracellular 
calcium channel blockers, whereas EGTA is an extracellular calcium channel 
blocker. Hence, the usage of specific blockers would reveal if apoptosis due to 
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PN517 is via intracellular or extracellular calcium release or neither (Wertz and 
Dixit, 2000). Additionally, caspase activation can be investigated by flow 
cytometric analysis using anti-CD95 (Bantel et al., 2001), or by measurement of 
caspase cleavage of synthetic substrates upon their incubation with lysates of 
apoptotic cells or using caspase inhibitors that work by reversible or irreversible 
binding to caspases forming adducts in the cysteine residues of the caspases. 
 
Western blotting  
Although levels of different proteins were assessed in this study by 
immunoblotting, numerous proteins of different intracellular signalling pathways 
may be involved in the mechanism of action of PN517 and can be detected in the 
future work. For example, the expression and activity of both COX-1 and COX-2 
enzymes in GBM cell lines and 3D cultures should be established. Also, caspase 
activation can be examined, and relative levels quantified. Due to the controversy 
of the cell cycle and cyclin D1 results between studies, the effects on cell cycle 
progression could be confirmed by using other cyclin-specific antibodies for 
immunoblotting with different concentration and timepoints. Measurements of 
cyclin A, B and E, p21/WAF1, p38 kinase, MAPK, p53, Cdc2 and Cdc25c could 
provide a further insight into the cell cycle arrest mechanisms. Furthermore, since 
elevated Akt and STATs signalling are found in cell lines with mutated EGFR 
(Sordella et al., 2004), western blot analysis could be used to establish if PN517 
interferes with Akt expression and phosphorylation which could conclude if this 
compound has a downstream effect on the EGFR signalling pathway. Another 
indication of PN517 having a downstream effect on the EGFR signalling pathway 
would be by assessing the effect on STAT3 and p-STAT3; STAT5 and p-STAT5 
(Schindler and Darnell, 1995). From a clinical perspective, the development of 
HIF inhibitors that target either HIF mRNA transcription, translation, or HIF 
stabilisation might help resensitising hypoxic tumours and reducing treatment 
resistance (Masoud and Li, 2015). Importantly, the current study has shown a 
pattern of reduce levels of HIF-1 proteins in response to PN517 treatment, a 
finding that needs to be confirmed. 
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Combination index calculation 
Although this study has proved the enhanced effect of the combined therapy of 
two drugs compared to the monotherapy, the degree of the combination effect 
between the drugs cannot be exactly identified. This can be achieved in future 
studies using software like CompuSyn Inc. software which produces several drug 
concentration-effect calculations using the Median Effect methods described by 
Chou and Tatalay to calculate the Combination Index (CI) and the Dose 
Reduction Index (DRI) (Chou and Talalay, 1984). The CI is the quantitative 
measure of the degree of drug interaction in terms of synergism (CI < 1), additive 
effect (CI = 1), or antagonism (CI > 1) while the DRI is the measure of favourable 
dose reduction when two drugs are used in combination. 
 
Investigation ability to cross the blood brain barrier (BBB)  
As mentioned earlier, the poor prognosis for GBM is at least partly due to the lack 
of successful drug delivery across the BBB. Hence, drug delivery in glioblastoma 
deserves explicit attention as otherwise new experimental therapies will continue 
to fail. The transport of PN517 across BBB in a flow-based 3D cell culture 
apparatus can be studied using the Flocel Dynamic in vitro Blood Brain Barrier 
(DIV-BBB) model (FlocelInc, Ohio, USA). The advantage of using this model over 
any other BBB in vitro model is replicating the physiological levels of shear stress 
experienced by in situ endothelial cells. In addition, it allows the formation of 
physiological trans-endothelial resistance and gap junctions. Consequently, this 
model closely mimics the in vivo BBB, both functionally and anatomically (Naik 
and Cucullo, 2012). The current study has already started using Flocel DIV-BBB 
model with both sheer and cyclic stress to assess the ability of treatments to cross 
the BBB. Keeping in mind the time scale of this project and limited budget, there 
was no opportunity to continue with the BBB studies and it is recommended to 
continue this study in the future.  
 
Finally, while this study has used normal and hypoxia-adapted monolayers in 
addition to spheroid cultures which accelerate the translation of research into 
clinical practice, the gold standard model would be using a nude mouse model to 
determine the efficacy of PN517. The efficacy of peripheral delivery of PN517 in 
either the prevention of GBM development or in the treatment of established 
tumours can be examined. 
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Table 9. 1. SDS-PAGE gel constituents for preparing four mini gels. 

 
 
 

Constituent 
Resolving Gel (30 ml) Stacking 

Gel (10 ml) 8% 10% 12% 
d.H20 13.9 ml 11.9 ml 9.9 ml 6.8 ml 

30%(w/v) 
Acrylamide mix 8 ml 10 ml 12 ml 1.7 ml 

Tris buffer 
7.5 ml 
1.5M 

(PH8.8) 

7.5 ml 
1.5M 

(PH8.8) 

7.5 ml 
1.5M 

(PH8.8) 

1.25 ml 
1M 

(PH6.8) 
10%(w/v) SDS 0.3 ml 0.3 ml 0.3 ml 0.1 ml 

10%(w/v) 
Ammonium 
persulfate 

0.3 ml 0.3 ml 0.3 ml 0.1 ml 

TEMED 0.018 ml 0.012 ml 0.012 ml 0.01 ml 
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Table 9. 2. Specifications for the used primary antibodies and blotting conditions. 

Antibody Source Molecular 
Wt. (KDa) 

Resolving gel 
(final acrylamide 
concentration %) 

Blotting membrane Dilution Diluting solution 

Cyclin D1 Rabbit mAb 36 10 PVDF 1:2000 5%(w/v) BSA in PBS-T 
p- Cyclin D1 Rabbit mAb 36 10 PVDF 1:2000 5%(w/v) BSA in PBS-T 
PI3 Kinase 

Class III Rabbit mAb 100 10 Nitrocellulose 1:1000 5%(w/v) milk in PBS-T 

PIK3R4 Rabbit 153 8 Nitrocellulose 1:1000 5%(w/v) milk in PBS-T 
ATG14 Rabbit 65 8 Nitrocellulose 1:1000 5%(w/v) BSA in PBS-T 
HIF-1α Mouse 120 8 PVDF, Nitrocellulose 1:500 5%(w/v) milk in PBS-T 

HIF1β/ARNT1 Mouse 95 8 PVDF, Nitrocellulose 1:1000 5%(w/v) milk in PBS-T 
p-c-Jun Rabbit mAb 48 12 Nitrocellulose 1:1000 5%(w/v) milk in PBS-T 
p-Hsp27 Rabbit mAb 27 12 Nitrocellulose 1:1000 5%(w/v) milk in PBS-T 
β-actin Mouse mAb 42 8-12 PVDF, Nitrocellulose 1:3000 5%(w/v) milk in PBS-T 
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Figure 9. 1. Representative plots for cell proliferation following monotherapy in U87-MG cell line under normoxia. The data illustrates the effect following 
drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Aspirin and PN517 treatments respectively, panel D shows effect following cisplatin treatment, where over lapping peaks suggest inhibition of proliferation. 
Panel E indicates TMZ treatment effects.  
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Figure 9. 2. Representative plots for cell proliferation following combined therapy in U87-MG cell line under normoxia. The data illustrates the effect 
following drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C 
are for Asp+Cis and Asp+TMZ treatments respectively. Panel D and E are for PN517+Cis and PN517+TMZ treatments respectively, where over lapping 
peaks suggest inhibition of proliferation.  
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Figure 9. 3. Representative plots for cell proliferation following monotherapy in U87-MG cell line under hypoxia. The data illustrates the effect following 
drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence 
of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Aspirin and PN517 treatments respectively, panel D shows effect following cisplatin treatment, where over lapping peaks suggest inhibition of proliferation. 
Panel E indicates TMZ treatment effects.  
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Figure 9. 4. Representative plots for cell proliferation following combined therapy in U87-MG cell line under hypoxia. The data illustrates the effect 
following drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the 
fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Asp+Cis and Asp+TMZ treatments respectively. Panel D and E are for PN517+Cis and PN517+TMZ treatments respectively, where over lapping 
peaks suggest inhibition of proliferation.  
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Figure 9. 5. Representative plots for cell proliferation following monotherapy in SVG-p12 cell line under normoxia. The data illustrates the effect following 
drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Aspirin 
and PN517 treatments respectively, panel D shows effect following cisplatin treatment, where over lapping peaks suggest inhibition of proliferation. 
Panel E indicates TMZ treatment effects.  
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Figure 9. 6. Representative plots for cell proliferation following combined therapy in SVG-p12 cell line under normoxia. The data illustrates the effect 
following drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the 
fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Asp+Cis and Asp+TMZ treatments respectively. Panel D and E are for PN517+Cis and PN517+TMZ treatments respectively, where over lapping 
peaks suggest inhibition of proliferation.  
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Figure 9. 7. Representative plots for cell proliferation following monotherapy in SVG-p12 cell line under hypoxia. The data illustrates the effect following 
drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence 
of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C are for Aspirin and PN517 treatments respectively, panel D shows effect following cisplatin treatment, where over lapping peaks suggest inhibition of proliferation. 
Panel E indicates TMZ treatment effects.  
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Figure 9. 8. Representative plots for cell proliferation following combined therapy in SVG-p12 cell line under hypoxia. The data illustrates the effect 
following drug treatment over a period of three days, a leftward shift indicating cell proliferation. Red, yellow, green, and blue peaks represent the fluorescence of 0, 24, 48, and 72 hours, respectively. Panel A depicts control treatment, where a shift towards the left can be observed. Panel B and C 
are for Asp+Cis and Asp+TMZ treatments respectively. Panel D and E are for PN517+Cis and PN517+TMZ treatments respectively, where over lapping 
peaks suggest inhibition of proliferation.  
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Figure 9. 9. Representative plots for cell cycle analysis following 72 hours of mono- and combined therapy in U87-MG cell line under normoxia. Data 
illustrates the effect on cell cycle phases using RNase and Propidium iodide. The treatments are as follows: A) Control, B) Aspirin, C) PN517, D) 
Cisplatin, E) TMZ, F) Aspirin+ cisplatin, G) Aspirin+ TMZ, H) PN517+ cisplatin, I) PN517+ TMZ.  
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Figure 9. 10. Representative plots for cell cycle analysis following 72 hours of mono- and combined therapy in U87-MG cell line under hypoxia. Data 
illustrates the effect on cell cycle phases using RNase and Propidium iodide. The treatments are as follows: A) Control, B) Aspirin, C) PN517, D) 
Cisplatin, E) TMZ, F) Aspirin+ cisplatin, G) Aspirin+ TMZ, H) PN517+ cisplatin, I) PN517+ TMZ.  
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Figure 9. 11. Representative plots for cell cycle analysis following 72 hours of mono- and combined therapy in SVG-p12 cell line under normoxia. Data 
illustrates the effect on cell cycle phases using RNase and Propidium iodide. The treatments are as follows: A) Control, B) Aspirin, C) PN517, D) 
Cisplatin, E) TMZ, F) Aspirin+ cisplatin, G) Aspirin+ TMZ, H) PN517+ cisplatin, I) PN517+ TMZ.  
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Figure 9. 12. Representative plots for cell cycle analysis following 72 hours of mono- and combined therapy in SVG-p12 cell line under hypoxia. Data 
illustrates the effect on cell cycle phases using RNase and Propidium iodide. The treatments are as follows: A) Control, B) Aspirin, C) PN517, D) 
Cisplatin, E) TMZ, F) Aspirin+ cisplatin, G) Aspirin+ TMZ, H) PN517+ cisplatin, I) PN517+ TMZ  
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Figure 9. 13. Representative dot-plots for apoptosis assay following 72 hours of drug treatment in U87-MG cell line under normoxia. Images obtained 
from the flow-cytometer following analysis of the apoptosis assay using Annexin V/ PI staining at 72 hours. The treatments are as follows: A) Control, 
B) Cisplatin, C) Aspirin, D) PN517, E) TMZ, F) DMSO, G) Aspirin+ cisplatin, H) Aspirin+ TMZ, I) PN517+ cisplatin, J) PN517+ TMZ. Quadrant top-left indicates necrotic cells; quadrant top-right indicates late apoptosis; quadrant bottom-left depicts live cells whereas quadrant bottom-right indicates early 
apoptosis.  
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Figure 9. 14. Representative dot-plots for apoptosis assay following 72 hours of drug treatment in U87-MG cell line under hypoxia. Images obtained 
from the flow-cytometer following analysis of the apoptosis assay using Annexin V/ PI staining at 72 hours. The treatments are as follows: A) Control, 
B) Cisplatin, C) Aspirin, D) PN517, E) TMZ, F) DMSO, G) Aspirin+ cisplatin, H) Aspirin+ TMZ, I) PN517+ cisplatin, J) PN517+ TMZ. Quadrant top-left indicates necrotic cells; quadrant top-right indicates late apoptosis; quadrant bottom-left depicts live cells whereas quadrant bottom-right indicates early 
apoptosis.  
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Figure 9. 15. Representative dot-plots for apoptosis assay following 72 hours of drug treatment in SVG-p12 cell line under normoxia. Images obtained 
from the flow-cytometer following analysis of the apoptosis assay using Annexin V/ PI staining at 72 hours. The treatments are as follows: A) Control, 
B) Cisplatin, C) Aspirin, D) PN517, E) TMZ, F) DMSO, G) Aspirin+ cisplatin, H) Aspirin+ TMZ, I) PN517+ cisplatin, J) PN517+ TMZ. Quadrant top-left indicates necrotic cells; quadrant top-right indicates late apoptosis; quadrant bottom-left depicts live cells whereas quadrant bottom-right indicates early 
apoptosis.  
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Figure 9. 16. Representative dot-plots for apoptosis assay following 72 hours of drug treatment in SVG-p12 cell line under hypoxia. Images obtained 
from the flow-cytometer following analysis of the apoptosis assay using Annexin V/ PI staining at 72 hours. The treatments are as follows: A) Control, 
B) Cisplatin, C) Aspirin, D) PN517, E) TMZ, F) DMSO, G) Aspirin+ cisplatin, H) Aspirin+ TMZ, I) PN517+ cisplatin, J) PN517+ TMZ. Quadrant top-left indicates necrotic cells; quadrant top-right indicates late apoptosis; quadrant bottom-left depicts live cells whereas quadrant bottom-right indicates early apoptosis.
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Figure 9. 17. Seahorse XFp Cell Mito Stress Test Modulators of the ETC. The diagram illustrates the complexes of the ETC and the target of action of 
all of the compounds in the Seahorse XFp Cell Mito Stress Test Kit. Oligomycin inhibits ATP synthase (complex V), FCCP uncouples oxygen consumption from ATP production, and rotenone and antimycin A inhibit complexes I and III, respectively. 
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Figure 9. 18. Seahorse XFp Glycolysis Stress Test Modulators of Glycolysis. The diagram illustrates a simplified version of glycolysis and the sites of 
action of the kit components. Glucose fuels glycolysis. Oligomycin inhibits ATP synthase in the mitochondria resulting in an increased dependence on 
glycolysis. 2-DG is a competitive inhibitor of glucose, and functions to shut down glycolysis.  




