
Chapter 1 
The Ethics of Artificial Intelligence: 
An Introduction 

Abstract This chapter introduces the themes covered by the book. It provides an 
overview of the concept of artificial intelligence (AI) and some of the technologies 
that have contributed to the current high level of visibility of AI. It explains why using 
case studies is a suitable approach to engage a broader audience with an interest in 
AI ethics. The chapter provides a brief overview of the structure and logic of the 
book by indicating the content of the cases covered in each section. It concludes by 
identifying the concept of ethics used in this book and how it is located in the broader 
discussion of ethics, human rights and regulation of AI. 

Keywords Artificial intelligence ·Machine learning · Deep learning ethics 
The ethical challenges presented by artificial intelligence (AI) are one of the biggest 
topics of the twenty-first century. The potential benefits of AI are said to be numerous, 
ranging from operational improvements, such as the reduction of human error (e.g. 
in medical diagnosis), to the use of robots in hazardous situations (e.g. to secure a 
nuclear plant after an accident). At the same time, AI raises many ethical concerns, 
ranging from algorithmic bias and the digital divide to serious health and safety 
concerns. 

The field of AI ethics has boomed into a global enterprise with a wide variety of 
players. Yet the ethics of artificial intelligence (AI) is nothing new. The concept of 
AI is almost 70 years old (McCarthy et al. 2006) and ethical concerns about AI have 
been raised since the middle of the twentieth century (Wiener 1954; Dreyfus 1972; 
Weizenbaum 1977). The debate has now gained tremendous speed thanks to wider 
concerns about the use and impact of better algorithms, the growing availability of 
computing resources and the increasing amounts of data that can be used for analysis 
(Hall and Pesenti 2017). 

These technical developments have favoured specific types of AI, in particular 
machine learning (Alpaydin 2020; Faggella 2020), of which deep learning is one 
popular form (see box) (LeCun et al. 2015). The success of these AI approaches 
led to a rapidly expanding set of uses and applications which frequently resulted
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in consequences that were deemed ethically problematic, such as unfair or illegal 
discrimination, exclusion and political interference. 

Deep Learning 

Deep learning is one of the approaches to machine learning that have led to the 
remarkable successes of AI in recent years (Bengio et al. 2021). The development of 
deep learning is a result of the use of artificial neural networks, which are attempts 
to replicate or simulate brain functions. Natural intelligence arises from parallel 
networks of neurons that learn by adjusting the strengths of their connections. Deep 
learning attempts to perform brain-like activities using statistical measures to deter-
mine how well a network is performing. Deep learning derives its name from deep 
neural networks, i.e. networks with many layers. It has been successfully applied to 
problems ranging from image recognition to natural speech processing. Despite its 
successes, deep learning has to contend with a range of limitations (Cremer 2021). 
It is open to debate how much further machine learning based on approaches like 
deep learning can progress and whether fundamentally different principles might be 
required, such as the introduction of causality models (Schölkopf et al. 2021). 

With new uses of AI, AI ethics has flourished well beyond academia. For instance, 
the Rome Call for AI Ethics,1 launched in February 2020, links the Vatican with 
the UN Food and Agriculture Organization (FAO), Microsoft, IBM and the Italian 
Ministry of Innovation. Another example is that UNESCO appointed 24 experts from 
around the world in July 2021 and launched a worldwide online consultation on AI 
ethics and facilitated dialogue with all UNESCO member states. Media interest is 
also considerable, although some academics consider the treatment of AI ethics by 
the media as “shallow” (Ouchchy et al. 2020). 

One of the big problems that AI ethics and ethicists might face is the opaqueness 
of what is actually happening in AI, given that a good grasp of an activity itself is 
very helpful in determining its ethical issues. 

[I]t is not the role nor to be expected of an AI Ethicist to be able to program the systems 
themselves. Instead, a strong understanding of aspects such as the difference between super-
vised and unsupervised learning, what it means to label a dataset, how consent of the user is 
obtained – essentially, how a system is designed, developed, and deployed – is necessary. In 
other words, an AI Ethicist must comprehend enough to be able to apprehend the instances 
in which key ethical questions must be answered (Gambelin 2021). 

There is thus an expectation that AI ethicists are familiar with the technology, yet 
“[n]o one really knows how the most advanced algorithms do what they do” (Knight 
2017), including AI developers themselves. 

Despite this opacity of AI in its current forms, it is important to reflect on and 
discuss which ethical issues can arise due to its development and use. The approach 
to AI ethics we have chosen here is to use case studies, as “[r]eal experiences in AI 
ethics present … nuanced examples” (Brusseau 2021) for discussion, learning and

1 https://www.romecall.org/. 
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analysis. This approach will enable us to illustrate the main ethical challenges of AI, 
often with reference to human rights (Franks 2017). 

Case studies are a proven method for increasing insights into theoretical concepts 
by illustrating them through real-world situations (Escartín et al. 2015). They also 
increase student participation and enhance the learning experience (ibid) and are 
therefore well-suited to teaching (Yin 2003). 

We have therefore chosen the case study method for this book. We selected 
the most significant or pertinent ethical issues that are currently discussed in the 
context of AI (based on and updated from Andreou et al. 2019 and other sources) 
and dedicated one chapter to each of them. 

The structure of each chapter is as follows. First, we introduce short real-life 
case vignettes to give an overview of a particular ethical issue. Second, we present 
a narrative assessment of the vignettes and the broader context. Third, we suggest 
ways in which these ethical issues could be addressed. This often takes the form 
of an overview of the tools available to reduce the ethical risks of the particular 
case; for instance, a case study of algorithmic bias leading to discrimination will be 
accompanied by an explanation of the purpose and scope of AI impact assessments. 
Where tools are not appropriate, as human decisions need to be made based on 
ethical reasoning (e.g. in the case of sex robots), we provide a synthesis of different 
argument strategies. Our focus is on real-life scenarios, most of which have already 
been published by the media or research outlets. Below we present a short overview 
of the cases. 

Unfair and Illegal Discrimination (Chap. 2) 

The first vignette deals with the automated shortlisting of job candidates by an AI 
tool trained with CVs (résumés) from the previous ten years. Notwithstanding efforts 
to address early difficulties with gender bias, the company eventually abandoned the 
approach as it was not compatible with their commitment to workplace diversity and 
equality. 

The second vignette describes how parole was denied to a prisoner with a model 
rehabilitation record based on the risk-to-society predictions of an AI system. It 
became clear that subjective personal views given by prison guards, who may have 
been influenced by racial prejudices, led to an unreasonably high risk score. 

The third vignette tells the story of an engineering student of Asian descent whose 
passport photo was rejected by New Zealand government systems because his eyes 
were allegedly closed. This was an ethnicity-based error in passport photo recog-
nition, which was also made by similar systems elsewhere, affecting, for example, 
dark-skinned women in the UK. 

Privacy (Chap. 3) 

The first vignette is about the Chinese social credit scoring system, which uses a large 
number of data points to calculate a score of citizens’ trustworthiness. High scores 
lead to the allocation of benefits, whereas low scores can result in the withdrawal of 
services.
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The second vignette covers the Saudi Human Genome Program, with predicted 
benefits in the form of medical breakthroughs versus genetic privacy concerns. 

Surveillance Capitalism (Chap. 4) 

The first vignette deals with photo harvesting from services such as Instagram, 
LinkedIn and YouTube in contravention of what users of these services were likely 
to expect or have agreed to. The relevant AI software company, which specialises in 
facial recognition software, reportedly holds ten billion facial images from around 
the world. 

The second vignette is about a data leak from a provider of health tracking services, 
which made the health data of 61 million people publicly available. 

The third vignette summarises Italian legal proceedings against Facebook for 
misleading its users by not explaining to them in a timely and adequate manner, 
during the activation of their account, that data would be collected with commercial 
intent. 

Manipulation (Chap. 5) 

The first vignette covers the Facebook and Cambridge Analytica scandal, which 
allowed Cambridge Analytica to harvest 50 million Facebook profiles, enabling the 
delivery of personalised messages to the profile holders and a wider analysis of 
voter behaviour in the run-up to the 2016 US presidential election and the Brexit 
referendum in the same year. 

The second vignette shows how research is used to push commercial products to 
potential buyers at specifically determined vulnerable moments, e.g. beauty products 
being promoted at times when recipients of online commercials are likely to feel least 
attractive. 

Right to Life, Liberty and Security of Person (Chap. 6) 

The first vignette is about the well-known crash of a Tesla self-driving car, killing 
the person inside. 

The second vignette summarises the security vulnerabilities of smart home hubs, 
which can lead to man-in-the-middle attacks, a type of cyberattack in which the secu-
rity of a system is compromised, allowing an attacker to eavesdrop on confidential 
information. 

The third vignette deals with adversarial attacks in medical diagnosis, in which 
an AI-trained system could be fooled to the extent of almost 70% with fake images. 

Dignity (Chap. 7) 

The first vignette describes the case of an employee who was wrongly dismissed and 
escorted off his company’s premises by security guards, with implications for his 
dignity. The dismissal decision was based on opaque decision-making by an AI tool, 
communicated by an automatic system. 

The second vignette covers sex robots, in particular whether they are an affront 
to the dignity of women and female children.
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Similarly, the third vignette asks whether care robots are an affront to the dignity 
of elderly people. 

AI for Good and the UN’s Sustainable Development Goals (Chap. 8) 

The first vignette shows how seasonal climate forecasting in resource-limited settings 
has led to the denial of credits for poor farmers in Zimbabwe and Brazil and the 
accelerated the layoff of workers in the fishing industry in Peru. 

The second vignette deals with a research team from a high-income country 
requesting vast amounts of mobile phone data from users in Sierra Leone, Guinea 
and Liberia to track population movements during the Ebola crisis. Commentators 
argued that the time spent negotiating the request with seriously under-resourced 
governance structures should have been used to handle the escalating Ebola crisis. 

This is a book of AI ethics case studies and not a philosophical book on ethics. 
We nevertheless need to be clear about our use of the term “ethics”. We use the 
concept of ethics cognisant of the venerable tradition of ethical discussion and of 
key positions such as those based on an evaluation of the duty of an ethical agent 
(Kant 1788, 1797), the consequences of an action (Bentham 1789; Mill 1861), the 
character of the agent (Aristotle 2000) and the keen observation of potential biases 
in one’s own position, for instance through using an ethics of care (Held 2005). 
We slightly favour a Kantian position in several chapters, but use and acknowledge 
others. We recognize that there are many other ethical traditions beyond the dominant 
European ones mentioned here, and we welcome debate about how these may help 
us understand further aspects of ethics and technology. We thus use the term “ethics” 
in a pluralistic sense. 

This approach is pluralistic because it is open to interpretations from the perspec-
tive of the main ethical theories as well as other theoretical positions, including more 
recent attempts to develop ethical theories that are geared more specifically to novel 
technologies, such as disclosive ethics (Brey 2000), computer ethics (Bynum 2001), 
information ethics (Floridi 1999) and human flourishing (Stahl 2021). 

Our pluralistic reading of the ethics of AI is consistent with much of the relevant 
literature. A predominant approach to AI ethics is the development of guidelines 
(Jobin et al. 2019), most of which are based on mid-level ethical principles typically 
developed from the principles of biomedical ethics (Childress and Beauchamp 1979). 
This is also the approach adopted by the European Union’s High-Level Expert Group 
on AI (AI HLEG 2019). The HLEG’s intervention has been influential, as it has 
had a great impact on the discussion in Europe, which is where we are physically 
located and which is the origin of the funding for our work (see Acknowledgements). 
However, there has been significant criticism of the approach to AI ethics based on 
ethical principles and guidelines (Mittelstadt 2019; Rességuier and Rodrigues 2020). 
One key concern is that it remains far from the application and does not explain how 
AI ethics can be put into practice. With the case-study-based approach presented in 
this book, we aim to overcome this point of criticism, enhance ethical reflection and 
demonstrate possible practical interventions. 

We invite the reader to critically accompany us on our journey through cases of 
AI ethics. We also ask the reader to think beyond the cases presented here and ask
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fundamental questions, such as whether and to what degree the issues discussed here 
are typical or exclusively relevant to AI and whether one can expect them to be 
resolved. 

Overall, AI is an example of a current and dynamically developing technology. 
An important question is therefore whether we can keep reflecting and learn anything 
from the discussion of AI ethics that can be applied to future generations of technolo-
gies to ensure that humanity benefits from technological progress and development 
and has ways to deal with the downsides of technology. 
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