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Abstract
Artificial intelligence (AI) is producing highly beneficial impacts in many domains, from 
transport to healthcare, from energy distribution to marketing, but it also raises concerns 
about undesirable ethical and social consequences. AI impact assessments (AI-IAs) are a 
way of identifying positive and negative impacts early on to safeguard AI’s benefits and 
avoid its downsides. This article describes the first systematic review of these AI-IAs. 
Working with a population of 181 documents, the authors identified 38 actual AI-IAs and 
subjected them to a rigorous qualitative analysis with regard to their purpose, scope, organ-
isational context, expected issues, timeframe, process and methods, transparency and chal-
lenges. The review demonstrates some convergence between AI-IAs. It also shows that the 
field is not yet at the point of full agreement on content, structure and implementation. 
The article suggests that AI-IAs are best understood as means to stimulate reflection and 
discussion concerning the social and ethical consequences of AI ecosystems. Based on the 
analysis of existing AI-IAs, the authors describe a baseline process of implementing AI-
IAs that can be implemented by AI developers and vendors and that can be used as a criti-
cal yardstick by regulators and external observers to evaluate organisations’ approaches to 
AI.
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1 Introduction

Artificial intelligence (AI) is expected to revolutionise many aspects of our lives, drive effi-
ciency in organisations, improve processes and make better use of resources. Its significant 
potential economic, social and health (Iqbal et al. 2016; Topol 2019) benefits are, however, 
counterbalanced by potential disadvantages (Whitby 1991). The Covid-19 pandemic has 
provided many examples of benefits as well as pitfalls of AI use to address key social chal-
lenges (Sipior 2020; Peng et  al. 2022). There are concerns about consequences for indi-
viduals, not only, for example, when biased systems promote unfair discrimination (Access 
Now Policy Team 2018) and affect access to social services (Stone et al. 2016), as well as 
consequences for groups and society, for example, differential profiling and treatment of 
groups (Persson 2016), political interference (Muller 2020) or when AI leads to concentra-
tion of wealth and power (Zuboff 2019), thus exacerbating existing inequalities.

The discussion of how benefits and disadvantages of AI can be understood and bal-
anced covers a range of stakeholders and disciplines. Proposals for proactively addressing 
possible problems range from ethical guidelines (Jobin et al. 2019) and codes and profes-
sionalism (Mittelstadt 2019) to organisational risk management (Clarke 2019a), promotion 
of explainability (Gunning et al. 2019; Minh et al. 2021) regulatory actions (Clarke 2019b), 
the strengthening of human rights (Access Now 2018; Council of Europe 2019) and the 
creation of new institutions (Erdélyi and Goldsmith 2018; Wallach and Marchant 2019). 
These different responses to negative ethical and human rights consequences of AI need to 
be seen in conjunction. It is unlikely that any one of them individually will be able to over-
come these issues, but collectively they promise ways of understanding and engaging with 
these issues. There are frequent references to ‘AI ecosystems’, in particular, in the policy-
oriented literature (Expert Group on Liability and New Technologies 2019; OECD 2019; 
UNESCO 2020) that indicate a realisation that a holistic approach will be required.

However, even when using a holistic approach, the question of a suitable starting point 
remains. When a new AI system transitions from the conceptual stage to design, devel-
opment and deployment, its technical features, organisational and societal uses become 
increasingly clear, which then calls for critical reflection of the balance between benefits 
and downsides. One way to understand possible problems early in the system life cycle and 
put in place appropriate mitigation measures is to undertake impact assessments for AI. 
Impact assessments are not a new idea and have a long history in the form of social impact 
assessment (Becker 2001), environmental impact assessment (Hartley and Wood 2005), 
human rights impact assessments (Mantelero 2018) as well as more topic-specific impact 
assessments such as privacy impact assessments (Information Commissioner’s Office 
2009; CNIL 2015), data protection impact assessments (Ivanova 2020) and ethics impact 
assessments (CEN-CENELEC 2017).

An early example of the application of specific impact assessments geared towards AI 
was provided by the Ada Lovelace Institute (2022). This test took place within the con-
text of the UK’s National Health Service (NHS). The NHS is a large state-run organisa-
tion that provides healthcare to all UK residents. It supports research that aims to improve 
services, reduce cost and support healthcare innovation on a significant scale. The Ada 
Lovelace Institute’s example focused on the proposed National Medical Imaging Platform 
from the NHS AI lab. This platform collects NHS data and aims to make it available to 
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private sector and academic researchers which raises interesting questions about the inter-
section between non-profit and for-profit organisations and resulting questions concerning 
accountability, liability and distribution of benefits. The project aimed to develop and con-
solidate an AI-IA process. It involved a literature review, 20 expert interviews and a pro-
cess development. While this example was still more geared towards the evaluation and 
assessment of the potential of AI-IAs it gives an indication of what an AI-IA may look 
like. At the same time, this example shows that AI-IAs are still at an early development 
stage, thus calling for a systematic review of current approaches.

The idea to apply an impact assessment approach to AI has been proposed in the aca-
demic literature (Calvo et al. 2020; Stix 2021) and has found resonance in national policy 
(UK AI Council 2021) international bodies, such as the European Data Protection Supervi-
sor (EDPS) (2020), the European Fundamental Rights Agency (FRA) (2020) and UNE-
SCO (2020). Such an impact assessment could be supported and/or mandated by a rel-
evant regulatory framework, such as the one proposed by the European Union (European 
Commission 2021). It could help organisations understand their obligations by providing a 
basis for their risk assessment of AI (Clarke 2019a) and regulators to ensure that organisa-
tions address issues appropriately. It could be a crucial component in the AI ecosystem to 
ensure that ethical and human rights aspects are taken into consideration and dealt with 
appropriately.

In this article, we review the current landscape of AI-IAs to understand whether domi-
nant themes and topics can be identified. This allows for the description of a baseline AI-IA 
that can inform the development of specific AI-IAs as well as organisational, national and 
international AI policy.

2  Methodology

We undertook a systematic review of AI-IAs publicly available as of August 2021. Sys-
tematic literature reviews constitute a well-described and well-understood research method 
(Boell and Cecez-Kecmanovic 2015). Rowe (2014), following Schwarz et al. (2007), sug-
gests that literature reviews can have several goals: to summarise prior research, to criti-
cally examine contributions of past research, to explain the results of prior research found 
within research streams and to clarify alternative views of past research. In our case, we 
establish a baseline of existing impact assessments to support good practice in future 
AI-IAs.

There are different ways to undertake a systematic literature review. The main type of 
input data in which we were interested was text describing existing impact assessment 
specifically focused on AI. Impact assessments are typically practice-oriented documents 
that can originate from professional bodies, companies, standardisation bodies and regula-
tory bodies. There are no comprehensive databases that collect such work. We therefore 
undertook a multi-pronged approach to identify relevant guidance documents for impact 
assessments by looking at three bodies of work: (a) a systematic review of the academic lit-
erature, (b) general Internet search and (c) snowball and peer searches. The data collection 
protocol follows precedent on systematic reviews of ethical issues in IT (Stahl et al. 2016) 
rather than meta-review methods in the biomedical science (Liberati et  al. 2009), which 
is based on methodological assumptions (quantitative data, representativeness of samples 
etc.) that do not hold for the qualitative data of the AI-IAs in which we are interested.
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A crucial question for any systematic review is the definition and limitation of the sub-
ject area. From prior general awareness of the literature, we knew that there is a large num-
ber of impact assessments that may have some bearing on AI. The following figure pro-
vides an overview by indicating three tiers of relevance.

The three tiers are a broad approximation that helped us identify sources to analyse. The 
actual distribution of sources is more of a continuum from the broadest to very specific 
impact assessments. Examples of general impact assessments with possible AI relevance 
include environmental impact assessments (Park and Um 2018; Liu et al. 2021) or human 
rights impact assessments (Lindblad Kernell et  al. 2020). In addition to these general 
impact assessments, there is a significant number of assessments that touch on one or more 
aspects that are well established issues in AI such as privacy impact assessments (Clarke 
2009; Wright and Friedewald 2013), or technology ethics impact assessment (Wright 
2011). We decided for the purpose of manageability of the work but also clarity of analysis 
to focus on what we call “AI-IA proper” in Fig. 1. We furthermore excluded documents 
that may serve as part of AI-IA but that have a broader scope, such as the recent IEEE 
Standard 7000-2021 (IEEE Computer Society 2021), which focuses on systems develop-
ment more broadly and the CEN/CENELEC CWA 17145 (CEN-CENELEC 2017), which 
explores ethics assessment for research and innovation more broadly. We realise, however, 
that some of the broader impact assessments may have a bearing on the practice of assess-
ing AI impact and will therefore return to them in the discussion.

Key questions of relevance to all three types of sources relate to the two core concepts 
of AI and impact assessment. Our focus is on general applicability and visibility, which is 
why we used the search terms “artificial intelligence” and “AI”. We added the term “algo-
rithm*” as several examples of AI-IAs use this term, as in “algorithmic impact assess-
ment” (AI Now Institute 2018a; Corriveau 2022; Metcali et al. 2021). We only included 
documents that proposed impact assessments of AI.

Another methodological choice we made was to focus on AI-IAs guidance documents 
and exclude documents that only discuss AI-IAs without providing practical guidance on 
how to implement them. The International Association for Impact Assessment suggests 
that an impact assessment is “a structured a process for considering the implications, for 
people and their environment, of proposed actions while there is still an opportunity to 
modify (or even, if appropriate, abandon) the proposals” (IAIA). Such impact assessments 

Fig. 1  Stratification of docu-
ments identified during search 
using three tiers of relevance
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are meant to be applied to decision-making. We therefore only included documents that 
provided clear evidence of being intended as AI-IAs, e.g., by detailing required processes, 
scoring criteria or decision relevance. In practice, the dividing line between AI-IAs and 
texts about them was not always clear, which led the authors to case-by-case discussions 
and decisions on inclusion/exclusion.

We searched four databases: IEEE, Scopus, ISI and ACM, covering both general aca-
demic literature and key databases in the AI/computer science field. These databases were 
chosen because they include two generic databases covering most academic fields (Scopus, 
ISI) and computer science (IEEE and ACM) where we expected much of the AI-related 
literature to be accessible. We focused on papers published since 2015 because the cur-
rent generation of AI technologies became socially relevant after 2015. The searches of the 
academic databases and identification of academic papers took place between January and 
June 2021. Table 1 gives an overview of the searches of the academic literature.

The bibliographic data of all papers was downloaded into a reference management tool 
(Zotero) for further processing. After removal of duplicates, 122 documents remained.

Realising that most current AI-IAs are practice-oriented and not published in academic 
outlets, we undertook searches using three search engines (Google, Bing, DuckDuckGo). 
We used the same search terms as in the academic search: “impact assessment” AND 
(“artificial intelligence” OR algorithm). In each case, we checked the top 50 hits individu-
ally to see whether they contained AI-IAs. We also undertook a set of snowball searches 
and sought peer input. Snowball searches were triggered by references in any of the other 
search methods. Realising that there may be AI-IAs in use or in development in organisa-
tions that are not (yet) publicly shared, we directly contacted 242 organisations whom we 
knew to be active in the AI field. We also sent out a request for contributions to eight email 
lists. We pointed all of these contacts to a web-based survey page where we shared the 
AI-IAs we had already identified and asked for further suggestions. The email requests for 
input were sent out between June and August 2021. The web-based survey was closed on 
01.09.2021. The collection of documents to be included in the full analysis was concluded 
on 09.09.2021. No further documents were included after this point, to ensure the consist-
ency and appropriateness of data analysis.

Defining a deadline for data collection and excluding further documents on the basis 
that they become available after this deadline is a practical necessity for any published sur-
vey. It has the disadvantage, however, that more recent contributions to the body of work 
are not captured and the analysis may not be fully up to date. To some degree this is una-
voidable in the traditional academic journal publishing exercise. In our case, however, as 
we undertook the analysis in the very fast-moving field of AI, this constitutes a more sig-
nificant concern. We therefore decided to retain our cut-off date for inclusion of documents 
in the analysis but to reflect on more recent developments that occurred during the review 
process of the paper (until October 2022) in the Sect. 4.

Figure 2 represents the logic of our method of identifying AI-IAs.
The method of identifying documents as described in Fig. 1 led to the identification of 

181 unique documents, after duplicates were removed, to be included in our initial analy-
sis. This sample then underwent a check using the exclusion criteria described above. The 
application of the exclusion criteria led to the exclusion of approximately ¾ of the sample. 
In most cases, they were excluded because they used AI in other types of impact assess-
ment, e.g., environmental impact assessment or because they discussed AI-IAs but did 
not provide practical guidance on how to undertake them. The remaining 43 documents 
were included in the analysis described below. During the analysis, another five documents 
were excluded, as more detailed reading revealed that they fell under the exclusion criteria. 
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Initial decisions about inclusion and exclusion were made by the individual authors who 
were responsible for identifying documents from a specific source (database or search 
engine). Where the application of the criteria was not straightforward the cases were dis-
cussed by the authors to ensure consistency of selection. In cases where no unanimous 
view was achieved, the default position was to include the source document.

The final set of 38 documents1 that fulfilled our criteria of representing AI-IAs turned 
out to be highly heterogenous. They included short blog posts as well as elaborate doc-
uments. Many were presented as separate files in pdf formats, but some were websites, 
online surveys or spreadsheets containing evaluation criteria. Some had undergone peer 
review and were published in academic journals, but most were published on the web-
sites of the organisations that had compiled them. We found IA-AIs originating from aca-
demic institutions (16), public sector bodies including regulators (9), standardisation and 
professional bodies (3), civil society organisations (5) and companies or industry bodies 
(5). However, these boundaries are not clearly drawn with authorship and ownership of 
the documents often transcending boundaries. The heterogenous nature of the documents 
meant that the application of inclusion and exclusion criteria in many cases required delib-
eration that led to individual judgement calls (Fig. 3).

The analysis of the AI-IAs was undertaken collectively using the qualitative data anal-
ysis software tool NVivo Server version 11. To ensure consistency of analysis, we con-
structed an analysis framework using thematic analysis principles (Aronson 1995; Braun 
and Clarke 2006). We started with a set of top-level analysis nodes that were defined 

Fig. 2  graphical representation of the methodology employed to systematically identify AI-IAs

1 The final set of AI-IAs that were fully analysed are publicly available via a Zotero group library (https:// 
www. zotero. org/ groups/ 40428 32/ ai_ impact_ asses sments).

https://www.zotero.org/groups/4042832/ai_impact_assessments
https://www.zotero.org/groups/4042832/ai_impact_assessments
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according to a general view of likely content of an impact assessment. We hypothesised 
that an impact assessment could plausibly include the components listed in figure 4.

This figure embodies our assumptions about AI-IAs as follows: We assumed that they 
would state a purpose for an IA. They could specify their scope and organisational context 
in which they are undertaken. We expected to find a description of the issues they are likely 
to face and the timeframe in which the AI-IA is to be undertaken. We assumed that there 
would be a specification of processes and methods used as well as a sanction for failure 
to do the AI-IA. We expected there to be a reference to how transparent the AI-IA itself 
would need to be and a general description of challenges that can arise during the AI-IA.

These eight concepts constituted the starting point for our analysis and thus the main 
nodes of analysis. The analysis was based on the principle of thematic analysis (Aron-
son 1995; Braun and Clarke 2006), which is a well-established type of qualitative data 
analysis(Miles and Huberman 1994). To ensure that the analysis process was open to 
the identification of new insights and to allow us to show particular areas of interest, we 
allowed the creation of sub-nodes where these represented either important concepts or 
captured frequently named topics. For example, we created nodes on “benefits” or “motiva-
tion” as sub-nodes under “purpose” or “data protection”, “human rights”, “safety” or “eth-
ics” as sub-nodes under “issues”. These sub-nodes were created following the proposal of 
one or more coders during regular team meetings and data sessions.

A pilot data analysis was undertaken on two high-profile documents that that constitute 
AI-IAs (AI Now Institute 2018a; AI HLEG 2020). This allowed us to check the original 
nodes and to ensure inter-coder reliability. The Kappa-coefficient was determined to be 
between 0.648 and 0.792 in a pairwise comparison between the lead coder and team mem-
bers. The Kappa coefficient calculation covered all nodes that were in use during pilot cod-
ing phase, not just top-level codes. A Kappa coefficient of between 0.40 and 0.75 is seen 
as a fair-to-good agreement with a Kappa over 0.75 counting as excellent (QSR). Being 
satisfied that inter-coder reliability was sufficient, the project team met on a 2-weekly basis 

Fig. 3  Overview of sample, inclusion and exclusion, following (Liberati et al. 2009)
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to discuss findings and agree on the development of the coding scheme on the basis of 
insights generated during data analysis.

The coding process was done in a distributed manner following the pilot coding process. 
This means that source documents were distributed among co-authors who then coded 
their allocated papers. During the coding phase the team met on a fortnightly basis to dis-
cuss progress of coding, open questions, and in particular suggested developments of the 
coding structure. The principle of coding was that we wanted to remain open to insights 
from the literature and therefore discussed which changes and addition to the coding struc-
ture would be required. Team members could propose new codes where they felt that the 
existing coding structure failed to provide include important aspects of the literature. This 
openness included the entire coding structure and would have allowed us to amend the 
baseline codes listed above. However, it turned out that the top-level codes that we defined 
in advance and that were also used to structure the findings section in this article were 
of sufficient quality and granularity to capture key insights. The modification of the cod-
ing structure therefore focused on the sub-nodes underneath the main nodes. Decisions on 
new nodes were discussed in the team with the explicit aim of balancing the required level 
of detail with the manageability of the overall coding exercise. All 38 papers were fully 
coded, which means that multiple occurrences of an idea would be coded to the same node. 
This approach has the disadvantage that it may skew the overall findings in the direction 
of larger documents that strongly emphasise specific points. However, this disadvantage is 
outweighed by the advantage that the approach shows the overall emphasis on particular 
issues across the literature. Being aware of the drawbacks of this approach, however, we 
are careful not to overstate the statistical significance of the coding distribution.

3  Findings

The final set of selected 38 documents constitutes a heterogenous mix. Some of the AI-
IAs are traditional documents published by individuals. Several of them do not show indi-
vidual authors but are attributed to organisations or public bodies. Some implement the 

Fig. 4  Main analysis topics
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assessment activities in their presentation or structure, for example, when they are imple-
mented as interactive online tools (Corriveau 2022) or where they point to supplementary 
material to be used for assessment purposes (UnBias 2018).

The findings of our analysis are structured along the main analysis nodes as indicated 
in Fig. 4 above and reflected in the structure of this section. In total, we coded 3975 refer-
ences to 44 nodes with the codes distributed as shown in Fig. 5.

The remainder of this section presents our findings.

3.1  Purpose

Most of the AI-IAs we analysed state their motivation and purpose, which often included 
a definition of the AI-IA they offer. The motivation for creating an AI-IA can start with 
current gaps, such as the insufficiency of purely technical assessments (Mantelero 2018), 
a lack of hard law and absence of established quality assessment methods (Winter et al. 
2021). The motivation for the creation of the assessment then covers intended outcomes, 
such as safeguarding the benefits of AI (AI HLEG 2020), understanding its impacts (Gov-
ernment Accountability Office 2018; IEEE 2020; Raji et  al. 2020), assessing system 

acceptability (AI Now Institute 2018a) and promoting trustworthy AI (Calvo et al. 2020; 
AI HLEG 2020). These goals are intended to be achieved or promoted by processes that 
motivate the development of AI-IAs, such as improvements of communication (Gebru 
et al. 2020), provision of specific methodologies (Brey 2022) that promote good practice, 
e.g., in data protection (ICO 2020) and more broadly supporting reflection (Gebru et  al. 
2020).

The AI-IA documents we surveyed suggest that undertaking such an assessment can 
have numerous benefits that can be split as functional, organisational, individual and social 

Fig. 5  Distribution of most widely used codes during the analysis
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benefits. Functional benefits are those that suggest that undertaking an assessment will lead 
to better AI systems. AI-IAs aim to achieve this by pointing to known weaknesses, such as 
biases in machine learning, strengthening accountability and reproducibility and thereby 
helping researchers and practitioners to select appropriate tools and datasets to mitigate 
these (Raji et al. 2020). Functional benefits include AI systems that are better tailored to 
their users’ needs (PWC 2019), that are more responsible (AI HLEG 2020) and thus per-
ceived to be legitimate (Kaminski and Malgieri 2019).

The functional benefits of AI-IAs can easily be translated into benefits for organisa-
tions using AI. Making use of AI-IAs is portrayed as a way of improving organisational 
processes (AI Now Institute 2018a) that support reflection (AI HLEG 2020) and awareness 
raising (UnBias 2018; Williams 2020) and help identify concerns. The use of assessments 
promises to strengthen robust governance structures (PWC 2019) that promote organi-
sational oversight (Kaminski and Malgieri 2019), help the organisation define its ethical 
framework (AI HLEG 2020) and ensure compliance with current as well as future regula-
tion (ICO 2020). Having these mechanisms in place is described as a source of competitive 
advantage for private companies (PricewaterhouseCoopers 2019; Williams 2020) and good 
practice in the public sector (UK Governmental Digital Service 2020).

In addition to benefits for organisations, the AI-IAs analysed list benefits for individuals 
and society. Individuals can benefit by strengthening their rights as data subjects (Williams 
2020) and safeguarding their dignity and human rights (Mantelero 2018; Kaminski and 
Malgieri 2019) and their wellbeing (IEEE 2020). These individual benefits scale on a soci-
etal level to the support of fundamental rights more generally (Council of Europe 2019; 
FRA 2020; Winter et al. 2021). In addition, societal benefits can include the promotion of 
particular policy goals that can range from furthering the Sustainable Development Goals 
(ECP Platform for the Information Provision 2019; Williams 2020; AI HLEG 2020) to the 
more immediate vicinity of AI policy that covers the promotion of responsible innovation 
(AI HLEG 2020), an increase in trust and avoidance of backlash against new technologies 
(AI Now Institute 2018a).

There are different views of what constitutes or is conceptualised as an AI-IA. They are 
frequently described as tools (Williams 2020), which often take the form of self-assess-
ments (Mantelero 2018) that can be used for various purposes, such as audits (ICO 2020) 
and meeting legal or other requirements (e.g., standards). The description of many AI-IAs 
makes significant use of the concept of risk management (Oswald 2018; ICO 2020; AI 
HLEG 2020). AI-IAs are described as facilitating risk estimation (Devitt et al. 2020), risk 
analysis (Raji et al. 2020), audit (Raji et al. 2020) and mitigation (Brey 2022, p. 1; ICO 
2020).

3.2  Scope

The AI-IAs define their scope in different ways. Most of them include reference to the 
technology covered, the application area or domain or the uses of technology. In many 
cases, they cover more than one of these. In some cases, this is done as an explicit delimita-
tion of the scope of the document, whereas others explain the scope through examples or 
case studies.

The technical scope described in the AI-IAs, not surprisingly, has an emphasis on AI 
(ECP Platform for the Information Provision 2019; Council of Europe 2019). It is worth 
noting, however, that the terminology is not used uniformly; some documents use terms 
such as ‘intelligent systems’ (Calvo et al. 2020; IEEE 2020), ‘algorithmic systems’ (Ada 
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Lovelace Institute 2020) or ‘automated decision systems’ (AI Now Institute 2018a). Some 
cases refer to particular types, notably ‘machine learning’ (PWC 2019; Winter et al. 2021), 
or relevant features of AI, such as  autonomy53 or the ability to learn (ECP Platform for 
the Information Provision 2019; Brey 2022). While this focus is dominant, there are refer-
ences to broader families of technology, such as emerging (Brey 2022, p. 1) or disruptive 
(Deloitte Australia 2020) technologies. We also found references pointing beyond particu-
lar technologies to the technology ecosystem in which AI is used (Zicari et al. 2021).

The second group of delimitations of scope refers to the application area or domain 
where AI is to be applied. It is a frequent occurrence for an AI-IA document to highlight 
the importance of the domain and/or to list various domains calling for particular atten-
tion (AI Now Institute 2018a; Corriveau 2022; Government Accountability Office 2018; 
PWC 2019; Brey 2022; IEEE 2020; Gebru et  al. 2020; AI HLEG 2020; Andrade and 
Kontschieder 2021; Zicari et  al. 2021). Among the domains explicitly named, one can 
find many of those discussed in the media, such as healthcare (Mantelero 2018; Raso et al. 
2018; Deloitte Australia 2020; IEEE 2020; Williams 2020; Andrade and Kontschieder 
2021; Gardner et  al. 2021), finance (Government Accountability Office 2018; Schmitt 
2018; Raso et  al. 2018), security and law enforcement (Oswald 2018; Mantelero 2018; 
Kaminski and Malgieri 2019; Deloitte Australia 2020), education (Raso et al. 2018; IEEE 
2020; Gardner et al. 2021), transport (Government Accountability Office 2018; Brey 2022, 
p. 1) and public services (AI Now Institute 2018a; Leslie 2019; Ada Lovelace Institute 
2020; IEEE 2020).

A final set of delimitations of the scope points to specific uses of AI that are deemed 
to be problematic and in need of an AI-IA (Andrade and Kontschieder 2021; Gardner 
et al. 2021). These include highly contested uses of AI, for example, for surveillance using 
facial recognition (Deloitte Australia 2020), natural language processing (Andrade and 
Kontschieder 2021) and cybersecurity (Government Accountability Office 2018).

3.3  Issues

The AI-IAs cover a broad range of issues that can be grouped into the following catego-
ries: human rights, ethics, data protection and privacy, security, safety, and environmental 
impacts. The most frequent topic explicitly referenced is human (or fundamental) rights (AI 
Now Institute 2018a; Government Accountability Office 2018; Microsoft and Article One 
2018; Oswald 2018; Schmitt 2018; Mantelero 2018; Raso et al. 2018; Council of Europe 
2019; Kaminski and Malgieri 2019; Deloitte Australia 2020; European Union Agency for 
Fundamental Rights 2020; ICO 2020; IEEE 2020; Institute for the future of work 2020; 
Ivanova 2020; UK Governmental Digital Service 2020; Williams 2020; Gebru et al. 2020; 
AI HLEG 2020; Andrade and Kontschieder 2021; Gardner et  al. 2021), with numerous 
citations to rights as articulated in core international human rights documents (UN Gen-
eral Assembly 1966; European Union 2010). When assessing ethics (AI Now Institute 
2018a, b; Oswald 2018; Mantelero 2018; Raso et al. 2018; ECP Platform for the Informa-
tion Provision 2019; Leslie 2019; PWC 2019; Council of Europe 2019; Calvo et al. 2020; 
Deloitte Australia 2020; Institute for the future of work 2020; Ivanova 2020; UK Govern-
mental Digital Service 2020; AI HLEG 2020; Zicari et al. 2021; Gardner et al. 2021), the 
most common ethical issues referenced are bias and non-discrimination, fairness and mis-
use of personal data. Closely related are issues of data protection and privacy (AI Now 
Institute 2018a; Oswald 2018; Mantelero 2018; Raso et al. 2018; PricewaterhouseCoopers 
2019; PWC 2019; Kaminski and Malgieri 2019; Deloitte Australia 2020; ICO 2020; UK 
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Governmental Digital Service 2020; Williams 2020; Gebru et al. 2020; AI HLEG 2020; 
Zicari et  al. 2021), with about half the AI-IAs referencing legal compliance obligations, 
most frequently those under the EU General Data Protection Regulation (GDPR 2016). 
Fewer AI-IA include dedicated discussion on safety (Government Accountability Office 
2018; AI Now Institute 2018b; PricewaterhouseCoopers 2019; PWC 2019; Devitt et  al. 
2020; AI HLEG 2020; Zicari et  al. 2021) or security (AI Now Institute 2018a; Govern-
ment Accountability Office 2018; PricewaterhouseCoopers 2019; PWC 2019; Devitt et al. 
2020; ICO 2020; Williams 2020; AI HLEG 2020; Andrade and Kontschieder 2021), the 
former focused on harm to humans resulting from AI systems and the latter concerned 
with vulnerabilities of the AI system itself. The final category of issues—environmental 
impacts (IEEE 2020; UK Governmental Digital Service 2020; AI HLEG 2020) was less 
frequently included. Additional issues outside of these categories, mentioned only once 
or twice, include impacts on the labour market and employment (PWC 2019; AI HLEG 
2020), accuracy of AI systems (AI HLEG 2020) and impacts on Western democratic sys-
tems (Zicari et al. 2021).

3.4  Organisational context

AI-IAs can be embedded in organisational processes and structures in various ways. They 
can be viewed as part of a broader governance system (Kaminski and Malgieri 2019; ICO 
2020) that contributes to AI’s responsible governance (PWC 2019). An AI-IA might be 
embedded in existing processes, including design, assessment and marketing of an AI sys-
tem (Williams 2020), quality assurance (Raji et al. 2020) or any existing pre-acquisition 
assessment (AI Now Institute 2018a). But IA-IAs can also be used on their own (Williams 
2020). An AI-IA is sometimes carried out by a dedicated team from within the organisa-
tion (Raji et al. 2020) or an external body (Mantelero 2018), or both, in those cases where 
the AI-IA includes a self-assessment phase and an assessment by other stakeholders (AI 
Now Institute 2018a). If the AI-IA is an internal process, the documents reviewed note the 
risks of a conflict of interest or a lack of independence of the body/organisation implement-
ing it (Mantelero 2018; Zicari et al. 2021).

The responsibility for the AI is described as falling on the organisations using it, and 
they are the ones responsible for the IA (AI Now Institute 2018a; ECP Platform for the 
Information Provision 2019; UK Governmental Digital Service 2020). The documents 
reviewed suggest that public bodies should be required to conduct self-assessment of AI 
systems (AI Now Institute 2018a; Council of Europe 2019). At the same time, different 
aspects of responsibility reside with various actors for ensuring that AI-IA is completed. 
For example, governments are responsible for setting out procedures for public authorities 
to carry out an assessment (Council of Europe 2019)and for affected individuals or com-
munities to participate (AI Now Institute 2018a).

AI-IAs have roots in the tradition of impact assessments in different domains, par-
ticularly environmental protection, human rights, and privacy (AI Now Institute 2018a; 
Kaminski and Malgieri 2019). Other types of IAs on which the AI-IAs can draw, overlap 
and sometimes complement can be broadly grouped into two categories. The first are IAs 
mainly interested in data: data protection impact assessments (DPIA) (Mantelero 2018; 
Calvo et al. 2020; European Union Agency for Fundamental Rights 2020; ICO 2020), pri-
vacy impacts assessments (PIA) (Mantelero 2018; Kaminski and Malgieri 2019) or surveil-
lance impact assessment (Kaminski and Malgieri 2019). The second category are IAs that 
focus on societal and ethical impacts. These include ethical impact assessments (Mantelero 
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2018; Kaminski and Malgieri 2019), societal impact assessments (Mantelero 2018), and 
equality impact assessments (UK Governmental Digital Service 2020). The assessments 
differ in terms of their mandatory or voluntary nature (Mantelero 2018). It has been sug-
gested that AI-IAs may be integrated with the DPIA (ICO 2020). In contrast to DPIAs, 
AI-IA are rarely mandatory (European Union Agency for Fundamental Rights 2020). What 
distinguishes AI-IAs from other impact assessments is their technology-specificity.

3.5  Timeframe

Regarding the timing of potential AI impacts, only one AI-IA recognized the need to dis-
tinguish between short, medium, and long-term risks (Zicari et al. 2021). In terms of the 
point at which the IA is carried out, if the AI is purchased from another organization, it has 
been suggested that the IA is implemented before the AI deployment (AI Now Institute 
2018a; Institute for the future of work 2020) or, when possible, before its acquisition (AI 
Now Institute 2018a; Council of Europe 2019). In the case of organizations that design and 
develop AI, the IA is recommended at the beginning of the project (Corriveau 2022; ECP 
Platform for the Information Provision 2019). Besides the start of a project, the documents 
analysed suggest the AI-IA is carried out regularly at several other points of the AI lifecy-
cle (AI Now Institute 2018a; Council of Europe 2019). The documents suggest that AI-IA 
is revisited and revised at each new phase of AI lifecycle (Council of Europe 2019), when 
significant changes are introduced (Brey 2022, p. 1), e.g., changes to data collection, stor-
age, analysis or sharing processes (UK Governmental Digital Service 2020) and before the 
production of the system (Corriveau 2022). It has been suggested that the assessment be 
renewed at a set time, every couple of years (AI Now Institute 2018a). There is a consensus 
that AI-IA should be iterative, and the new iterations should be informed by contemporary 
research and feedback from the AI implementation (European Union Agency for Funda-
mental Rights 2020; IEEE 2020; AI HLEG 2020).

3.6  Process and methods

Having a recognisable process that allows users to undertake an AI-IA was a criterion for 
including a document in our sample which ensured they all provided some practical guid-
ance. The structure and detail of the processes covered differ greatly. Most of the IA-IAs 
describe an explicit structure consisting of phases or steps associated with an AI-IA (AI 
Now Institute 2018a; ECP Platform for the Information Provision 2019; Ada Lovelace 
Institute 2020; Brey 2022; Calvo et al. 2020; IEEE 2020). These can start with the deter-
mination of what counts as acceptable uses of AI (Deloitte Australia 2020), which can 
draw upon shared values and principles (Mantelero 2018). This can be part of the prepara-
tory activities of an AI-IA which can also include a definition of benefits expected from 
the AI (UK Governmental Digital Service 2020) and the need for the impact assessment 
(ECP Platform for the Information Provision 2019) and the development of skills required 
to undertake it (ICO 2020). A further preliminary step is the attribution of responsibility 
for the AI-IA (ECP Platform for the Information Provision 2019; PricewaterhouseCoopers 
2019; PWC 2019).

The next steps can start by setting up procedures for documentation and accountability 
(ECP Platform for the Information Provision 2019) as well as a description of the AI in 
question (ECP Platform for the Information Provision 2019; Kaminski and Malgieri 2019) 
and the justification of its use (ECP Platform for the Information Provision 2019). A core 
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component of the AI-IAs is typically a set of questions in the form of a questionnaire or 
checklist to which the AI-IA seeks responses (Mantelero 2018; Kaminski and Malgieri 
2019; Raji et al. 2020; Gebru et al. 2020). These questions are often justified on the basis 
of existing normative guidance ranging from human rights (Schmitt 2018; Williams 2020; 
AI HLEG 2020) and existing legislation such as the GDPR, (Kaminski and Malgieri 2019) 
to lists of ethical issues (Devitt et  al. 2020), principles of sustainability (AI Now Insti-
tute 2018a; AI HLEG 2020) and responsible innovation (Raji et  al. 2020). These ques-
tions cover the various issues associated with AI such as data protection (AI Now Institute 
2018a; Kaminski and Malgieri 2019; AI HLEG 2020), data quality and representativeness 
of data (UK Governmental Digital Service 2020), fairness (Schmitt 2018), reproducibility 
(UK Governmental Digital Service 2020), explainability (UK Governmental Digital Ser-
vice 2020), transparency and accessibility (AI HLEG 2020). Often, there is a recognition 
of trade-offs between some of these issues (ICO 2020). Often, these questions lead to a 
quantitative scoring of issues and risks (Corriveau 2022; ICO 2020) or the determination 
of key performance indicators. These draw on scientific insights (AI Now Institute 2018a; 
IEEE 2020; AI HLEG 2020) from various disciplines, such as psychology (Calvo et  al. 
2020) or foresight analysis (Brey 2022).

A further aspect shared by many of the AI-IAs is the inclusion of stakeholders in the 
assessment process (AI Now Institute 2018a; Mantelero 2018; Kaminski and Malgieri 
2019; IEEE 2020; Raji et al. 2020; AI HLEG 2020). Considerable effort is spent on the 
identification of suitable stakeholders who are typically expected to cover the relevant areas 
of expertise of the AI application as well as the groups affected by it. Examples of such 
stakeholder groups include AI users (Andrade and Kontschieder 2021), external experts 
(Kaminski and Malgieri 2019; Ada Lovelace Institute 2020), technology providers (ECP 
Platform for the Information Provision 2019), senior manager (ICO 2020) and civil society 
more broadly (Kaminski and Malgieri 2019).

Following the identification of issues, most AI-IAs proceed to outline specific steps that 
can be used to mitigate undesirable consequences of AI (Council of Europe 2019; Brey 
2022, p. 1; ICO 2020; Ivanova 2020). There are numerous categories of mitigation meas-
ures (ECP Platform for the Information Provision 2019; Kaminski and Malgieri 2019; 
Andrade and Kontschieder 2021) including technical measures such as de-biasing train-
ing data (Ivanova 2020) or code inspections (Ada Lovelace Institute 2020) and organisa-
tional measures (PricewaterhouseCoopers 2019; AI HLEG 2020) such as the creation of 
accountability structures (AI HLEG 2020), documentation (UK Governmental Digital Ser-
vice 2020), evaluation and monitoring of systems use (UK Governmental Digital Service 
2020) but also enabling human interventions (Ivanova 2020). One can find suggestions for 
inclusion and diversity(AI HLEG 2020), promoting training and education of the work-
force (Brey 2022, p. 1; UK Governmental Digital Service 2020; Andrade and Kontschieder 
2021), the inclusion of external experts (Kaminski and Malgieri 2019) and the definition 
of redress mechanisms (AI HLEG 2020). These mitigation measures all suffer, however, 
from the uncertainty of future occurrences (Deloitte Australia 2020) that can require situa-
tion-specific responses (Deloitte Australia 2020) and call for the maintenance of mitigation 
mechanisms over time (Zicari et al. 2021).

3.7  Transparency

The AI-IA documents share a common standpoint concerning the importance of transpar-
ency and communication in AI systems. Transparency means that actions, processes and 
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data are made open to inspection by publishing information about the project in a com-
plete, open, understandable, easily-accessible and free format (UK Governmental Digital 
Service 2020).

The key is to help humans understand why a particular decision has been made and pro-
vide the confidence that the AI model or system has been tested and makes sense. Trans-
parency about how an AI application works gives individuals the opportunity to appreciate 
the effects of the application on the freedom of action and the room to make decisions 
(ECP Platform for the Information Provision 2019). In practice, this can mean various 
things. It may mean that there is access to the source code of an AI application, that to a 
certain extent, end-users are involved in the design process of the application or that an 
explanation is provided in general terms about the operation and context of the AI applica-
tion. Transparency about the use of AI applications may enlarge the individual’s autonomy, 
because it gives the individual the opportunity to relate to, for instance, an automatically 
made decision (ECP Platform for the Information Provision 2019).

However, limitations in the ability to interpret AI decisions not only is frustrating for 
end-users and customers, but can also expose an organisation to operational, reputational 
and financial risks (PWC 2019). To instil trust in AI systems, people must be able to look 
“under the hood” at their underlying models, explore the data used to train them, expose 
the reasoning behind each decision and provide coherent explanations to all stakeholders in 
a timely manner (PWC 2019). Individuals must perceive that they have a reasonable voice 
in the decision-making process, that the decision-makers have treated them respectfully 
and that they regard the procedure as fair (Deloitte Australia 2020).

A trustworthy approach is key to enabling ‘responsible competitiveness’, by providing 
the foundation upon which all those using or affected by AI systems can trust that their 
design, development and use are lawful, ethical and robust (AI HLEG 2020). A crucial 
component of achieving trustworthy AI is transparency, which encompasses three ele-
ments: (1) traceability, (2) explainability and (3) open communication about the limitations 
of the AI system (AI HLEG 2020).

It has been suggested that, with every deployment of AI, the organisation look at what is 
required for transparency and what that means for the design of the technology, the organi-
sation or the people working with the technology (ECP Platform for the Information Pro-
vision 2019). For example, companies could be required to publicly disclose information 
about each automated decision system, including details about its purpose, reach, potential 
internal use policies or practices, and implementation timeline (AI Now Institute 2018a). 
The initial disclosure provides a strong foundation for building public trust through appro-
priate levels of transparency, while subsequent requests can solicit further information or 
present new evidence, research or other inputs that the agency may not have adequately 
considered (AI Now Institute 2018a).

Currently, few organisations are explicitly mandated to disclose anything about the sys-
tems they have in place or are planning to use. Instead, impacted communities, the public 
at large and governments are left to rely on what journalists, researchers and public records 
requests have been able to expose (AI Now Institute 2018a). However, government bodies 
and external auditors can play a crucial role in enabling open transparency between the AI 
technology and its users, but robust processes must be in place to carry out the audit effec-
tively. Auditing tools must be explicit and clear about which definitions they evaluate, what 
those definitions mean and in what ways they are limited (Institute for the future of work 
2020). Auditing must fit within a broader approach to evaluate the impact of AI systems on 
equality. This comprehensive evaluation should include consideration of impacts on equal-
ity of opportunity and outcome, and focus companies on making adjustments to mitigate 
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identified adverse impacts (Institute for the future of work 2020). Furthermore, the auditors 
must live up to an ethical standard themselves in order to enhance fairness and evaluate the 
impact of the AI system over time.

3.8  Challenges

Assessing the impact of AI raises significant challenges, starting from the variety of AI 
applications themselves, which makes it more difficult to understand the nature of AI and 
its consequences and how these are reflected in social norms (Deloitte Australia 2020). For 
example, assessing the impact of an AI solution may involve the consideration of fairness 
in terms of the existence of bias, but it may involve trade-offs that render it impossible to 
be fair to everybody (PWC 2019). However, even though there is continuous demand for 
more regulation (Calvo et al. 2020), the arguments on the flipside, e.g., that such regulation 
slows innovation, are increasing. The open nature of AI as a general-purpose technology 
renders prediction of consequences difficult, which contributes to challenges of governance 
(Raji et al. 2020).

Assessing an AI system’s impact, considering both ethics and innovation, is an impor-
tant part of an AI impact assessment, but the impact itself is difficult to model (Calvo et al. 
2020), especially because AI-based systems are not static, as usually assumed by tradi-
tional impact assessments; instead, they are dynamic as they are adding new data, learning 
and refining models (Calvo et  al. 2020). In addition, to accurately capturing the system 
itself, assessors must give attention to the way that the system is used in a particular organi-
sation and the structure of any impact assessment procedure such that it does not end up 
being excessively burdensome and complex (Mantelero 2018). Additionally, defining val-
ues as benchmarks in an impact assessment procedure becomes challenging just because 
of the variety and complexity of such values and the need to tailor them to the specific 
application (Mantelero 2018). This refined assessment approach may generate additional 
burden on companies as they may be expected to identify and mitigate every conceivable 
risk (Andrade and Kontschieder 2021).

4  Discussion

Our analysis has shown that there is broad interest in AI-IAs from various quarters. AI-IAs 
offer a practical approach to the ethical and social issues of AI that is missing from the 
guideline-centric approach that currently dominates the debate (Stix 2021). Our research 
suggests that there is a certain level of convergence between AI-IAs. However, the research 
also shows that a number of open questions remain. We structure this discussion around 
some key issues: conceptual questions, the impact of AI-IAs, costs and benefits, driving 
forces behind AI-IAs, framing of AI-IAs and we finish with a brief review of the rapidly 
changing landscape in which AI-IAs develop.

4.1  Conceptual questions

A first set of questions pertain to concepts and definitions. While AI is broadly discussed 
and definitions of AI abound, there is no universally accepted and unambiguous definition 
of AI (Elsevier 2018), which makes it difficult to delineate the exact scope of an AI-IA. 
This is reflected in the titles of many of the documents reviewed, which use other terms 
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such as ‘algorithm’ or ‘big data’. These other terms do not solve the problem, as they intro-
duce new ambiguities. Exact definitions of terms are usually difficult to agree. In the case 
of AI-IAs, this lack of a clear definition of the technology to which it refers is problematic 
for several reasons. A broad definition of the underlying technology may call for a sweep-
ing application of such AI-IAs, which could be prohibitively costly and at the same time 
not plausible. If, for example, one were to undertake a full impact assessment of all techni-
cal systems that are based on or incorporate algorithms, then this would cover most outputs 
of computer programming, which would be far too broad. A narrow scope, for example, 
one focusing on particular types of applications of deep learning only, might miss new 
developments and not capture developments that have significant potential for risk. A fur-
ther problem of the lack of a clear definition of AI is that it renders a general application of 
AI-IAs unlikely, as owners and users of AI may justifiably argue that it is not clear which 
systems exactly are to be subject of such an assessment.

Further conceptual questions arise with regard to the scope and scale of AI-IAs. Some 
of the documents analysed have a broad scope and ambition whereas others focus on spe-
cific applications or issues. Some are predominantly focused on the technology in question 
whereas others think more broadly in terms of organisational embedding of technology, 
required capacities by staff to deal with them, etc. This breadth of scope is not problematic 
per se, but it raises the question about how many AI-IAs are needed. A large number may 
be useful in catering for many applications, but it has the disadvantage of making it diffi-
cult for potential users to understand the landscape and choose the most appropriate AI-IA.

4.2  Impact of AI‑IAs

A further fundamental question is whether a particular AI will have an impact at all or an 
impact that calls for an AI-IA. Any use of an AI will have some impact; otherwise, there 
would be no point in employing it. However, only when there is reason to believe that an 
AI is likely to lead to socially or ethically relevant changes does it make sense to consider 
whether these changes are positive, negative, call for mitigation measures, etc. Impact, in 
many cases, can be defined rigorously, though what definitions optimally capture the most 
important aspects in a given use case can be a challenging question. A good example of 
impact definition is provided by Berk (2017) in the context of the use of machine learning 
forecasts by a parole board to help inform parole release decisions. The article defines and 
evaluates the impact of the forecasts through stating and addressing the following three 
questions: Did the overall proportions of inmates released by the Board change because of 
the forecasts? Did the forecasts lead to changes in the kinds of inmates the Board released 
on parole? What impact, if any, did the forecasts have on arrests after individuals were 
paroled?

Defining impact in such a manner can enable us, in principle, to evaluate it via statisti-
cal hypothesis testing. A key challenge in applying a mathematically rigorous method is, 
of course, the availability of datasets satisfying certain requirements. In the case described 
by Berk (2017), for example, because the machine learning system was introduced into the 
Board operations gradually, it was possible to split a large set of parole cases into the treat-
ment group and the comparison group, and the randomness assumption about the com-
position of the groups appeared plausible. While such datasets may not always be readily 
available for deployed AI-powered systems, we think that their designers, integrators and 
operators often have sufficient control for enabling an impact assessment.
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The question whether an AI has an impact introduces numerous considerations. One 
observation from our analysis is that many of the AI systems under discussion are still 
under development or found in a research setting. In such cases, even the intended out-
comes may not be clear, which makes it difficult to determine which impacts to look for. 
The aim of AI-IAs to deliver technical, individual, organisational and societal benefits 
makes the determination of relevant impacts challenging. Many of the documents analysed 
refer to ethical principles or human rights. In some cases, the impacts on these will be pos-
sible to capture, as the example of parole decisions indicates. In other cases where impacts 
are based on broader concepts, such as human dignity or social justice, this will be more 
challenging.

4.3  Costs and benefits

The issue of measuring impacts leads to questions of trade-offs within AI-IAs as well as the 
cost–benefit balance of the AI-IA approach as a whole. Trade-offs can be expected in many 
impact assessments where an aspect deemed desirable leads to consequences that are unde-
sirable. In AI, for example, it is likely that trade-offs will appear between privacy of indi-
viduals versus transparency of the AI. Many similar trade-offs are conceivable and should 
be captured and evaluated by an AI-IA. The cost–benefit balance of the AI-IA approach 
as a whole is a special type of trade-off. The benefits of an AI-IA not only depend on the 
identifiability of impacts but also on whether the impact assessment has consequences that 
support desired impacts. Measuring such impacts will be difficult, if not impossible. This 
is caused by the potential of long-term impacts which are difficult to measure in the short 
term and may be impossible to measure or to quantify at all. The costs of undertaking 
an AI-IA may be easy to measure on an organisational level. However, in addition to the 
immediate financial costs of undertaking an AI-IA, there may be side effects, such as slow-
ing down the rate of innovation or self-censoring by innovators, which can be counted as 
costs impossible to measure on a societal level.

Such questions are not confined to AI-IAs, but similarly apply to other types of impact 
assessment or risk management measures. It is, therefore, important to consider the embed-
ding of AI-IAs in existing structures. Our analysis has shown that many AI-IAs reference 
other types of impact assessment and it therefore seems reasonable to embed them in 
established activities, such as due diligence or risk management processes that may already 
cover environmental or other impact assessments. One important part of the discussion 
that has the potential to significantly affect the cost–benefit analysis from an organisational 
point of view is that of sanctions for undertaking (or omitting) AI-IAs. If an organisation 
could be fined or if its liability threshold were to change because of an AI-IA, this would 
change its willingness to undertake one. Interestingly, however, our analysis of the existing 
AI-IAs found little reference to such external sanctions. The majority of the AI-IAs investi-
gated relied on positive messages and the benefits of AI-IAs with little reference to legal or 
other mandates to undertake them or negative sanctions for failing to do so.

The current landscape of AI-IAs thus retains numerous open questions. While signifi-
cant efforts have been undertaken in defining and trialling such IAs, there remain a num-
ber of concerns. Existing AI-IAs are intended to do good, but it is often not clear who 
will benefit from them or how competing interests are considered, e.g., when organisa-
tional benefits conflict with societal ones. The current landscape furthermore shows the 
danger of fragmentation. Our sample included 38 AI-IAs and we can expect the number to 
grow. This leads to problems for the user in choosing an appropriate AI-IA model. More 
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importantly, it makes it difficult to assess who will benefit from applying any individual 
AI-IA. In addition, the application of AI-IAs is fraught with uncertainty and subjectivity. 
Many of the aspects of AI-IAs are open to interpretation. Abstract criteria and grading 
scales are sometimes provided but grading can be highly subjective. There is a trade-off 
between being generic (and proposing an IA process that can be applied to virtually any 
use case) and scientific precision, which may be impossible to achieve.

4.4  Driving forces of AI‑IAs

The question of costs and benefits of AI-IAs discussed in the previous sub-section links 
directly to the question why one would undertake such an assessment in the first place. 
As the analysis of the purposes of AI-IAs in Sect. 3.1 has shown, there is a mix of inten-
tions whose relationship is not always obvious. One way of approaching the mix of motiva-
tions is to look at two extreme or ideal typical positions. On the one hand, an AI-IA can 
be undertaken for purely functional reasons, i.e., in ways that will benefit the organisa-
tion. Such an approach would be anchored in cost–benefit analysis and interpret ethical and 
social concerns arising from AI as a potential threat to the organisation that needs to be 
addressed to avoid possible damage. On the other hand, an AI-IA might be driven by more 
altruistic motivations, such as a desire to do the ethically right thing or to uphold human 
rights.

It is easy to see that these two positions may come into conflict, e.g., where an AI sys-
tem jeopardises human rights but it does so in ways that have no likely implications for the 
organisation. Similarly, there may be risk to the organisation which do not involve signifi-
cant ethical or human rights concerns. In such cases, the reaction to the issue in question 
would differ significantly, depending on the main driving force motivating the implementa-
tion of AI-IA.

While this consideration of ideal typical position is instructive in understanding how AI-
IAs can be interpreted from the perspective of the organisation employing them, in practice 
this distinction between different driving forces is much less clear. Most of the more elabo-
rate documents we analysed have a general introduction setting the scene and providing a 
rationale for introducing the AI-IA. These typically refer to broader societal aims, includ-
ing ethical considerations and the need to adhere to human rights. The emphasis on these 
general justifications differs between different documents but they are generally visible. 
At the same time, the implementation of broader ethical and human rights aims can be 
achieved through risk management processes that are based on cost–benefit considerations. 
Costs and benefits can be purely financial, but they do not have to be. The scope of such 
considerations depends on the interpretation of the organisation in question. Similarly, a 
human rights-based can be expressed in terms of costs and benefits which again can but do 
not have to be financial.

One can thus conclude that the driving forces behind the implementation of an AI-IA 
can differ broadly, ranging from the purely defensive and egotistical to a broad embrace 
of the public good. In practice, however, this intention does not seem to be determined or 
clearly represented by the chosen approach or method.

4.5  Framing of AI‑IAs

These concerns lead to a larger one that AI-IAs will be used for what is sometimes called 
‘ethics washing’ (Wagner 2018). Several authors have observed that the AI ethics debate 
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is in constant danger of being hijacked by particular interests, most notably the interests 
of large corporations who have a vested interest in using ethical rhetoric to avoid regu-
lation and deflect scrutiny (Nemitz 2018; Coeckelbergh 2019; Mittelstadt 2019; Findlay 
and Seah 2020). The use of AI-IAs would be a good tool for such purposes, as it remains 
within the remit of the organisation to implement and publicise disseminate it. As we have 
shown, there is a strong emphasis on transparency of findings and stakeholder inclusion 
in many of the AI-IA processes investigated, both of which can be read as mechanisms 
to avoid the dominance of vested interests. It is not clear, however, whether they will suf-
fice or whether independent and potentially governmental control, regulation and oversight 
would be required to address this concern.

A further concern is that of the functional or techno-optimist underpinnings of AI-IAs. 
The majority of the documents investigated started by outlining the benefits of AI, then 
balances these against the downsides and suggests that an AI-IA is a mechanism that will 
increase the likelihood that the benefits can be retained while managing risks and down-
sides. The techno-optimist view is that AI is fundamentally an ethically and socially good 
thing. In this mindset, AI-IAs are purely functional tools to ensure that AI’s benefits can 
unfold. This narrative pervades the AI literature and the AI policy landscape. It is, how-
ever, by no means certain that this is the only or best framing of AI in general or of specific 
AI technologies and applications. It may well be that the world would be better off without 
some particular AI technologies or applications. AI-IAs, by offering a tool to address the 
downsides of AI, may stifle a much broader societal debate about what future we are col-
lectively trying to achieve and what role particular technologies should play in that future.

4.6  Rapidly changing landscape

To conclude the discussion of AI-IAs, it is important to highlight that we are facing a rap-
idly changing landscape. The integrity of the methodology of a systematic literature review 
calls for a clear end date of data collection to ensure that the methodological rigour of the 
systematic approach can be preserved. The cut-off date for data inclusion is required to 
ensure that all sources of information are treated equally and fairly. However, this has the 
practical disadvantage that recent developments cannot be captured. The analysis of the 
data following the cut-off date takes time, as does the drafting of the paper and the review 
process. This means that any academic paper, by definition, is to a degree behind the curve 
of current and most recent publications.

This section, therefore, provides a brief overview of more recent developments and was 
written as part of the review process [October 2022; for a further recent overview see (Ece-
ani et al. 2021)]. A first observation is that the development of AI-IAs continues at pace. 
Examples include contributions from regional and national governments, albeit all at dif-
ferent stages of development. (Ministerie van Algemene Zaken 2021; CAHAI 2022; Gov-
ernment of Canada 2022; NIST 2022). At the regional level in the Council of Europe, in 
February 2022 the Ad Hoc Committee on Artificial Intelligence (CAHAI) published the 
outcome of its work on the possible elements of a legal framework for AI, which includes 
discussion of non-legally binding model for an AI-IA focused on human rights, democ-
racy, and the rule of law (CAHAI 2022). For an example at the national level, algorithmic 
impact assessments are mandatory in Canada under the Directive on Automated-decision 
Making (Government of Canada 2022). In contrast, developments in the US have come in 
the form of voluntary standards and policy. In August 2022, the US National Institute of 
Standards and Technology (NIST) published a revised draft of its recommended AI risk 
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management framework, which includes AI-IA; the first version is due out in early 2023 
(NIST 2022).

One notable aspect of these recent developments it that they provide growing levels of 
detail and thus seem to aim to provide increasingly applicable templates for undertaking 
AI-IAs. The examples cited also have a strong emphasis on human rights (rather than gen-
eral ethical considerations) which may not be surprising as governments tend to visibly 
embrace human rights.

Similarly unsurprising, but still important, is the observation that these documents tend 
to strongly emphasise the legal environment in which they exist. These recent develop-
ments thus need to be interpreted in the light of developing legislation around AI which 
many jurisdictions around the world are currently considering. Examples of these broader 
developments in the field of AI would include the proposed EU AI Act, the European AI 
Liability Directive (European Commission 2022) or the proposal by the US government 
for an AI Bill of Rights (Office of Science and Technology Policy 2022) which calls for 
pre-deployment algorithmic impact assessments that are independent and publicly-avail-
able. A more detailed analysis of this legal landscape would call for a separate systematic 
review and is beyond the scope of this paper.

While various legislative agendas are progressing, the academic research on the topic 
also moves ahead quickly. The ethics of AI debate remains buoyant and continues to iden-
tify and analyse topics that are likely to have a bearing on how AI-IAs may be imple-
mented (see e.g. Madaio et al. 2022). Furthermore, research on AI-IAs in the immediate 
sense of the term used in this article continues with recent work updating and specifying 
earlier contributions (see e.g. Mantelero and Esposito 2021).

What these recent developments point to are at least two issues that will be covered in 
the following section: Firstly, they raise the question of how a potential user of an AI-IA 
could determine whether a particular approach is suitable for their purposes. Secondly, the 
increasing emphasis on the legal but also the organisational embedding of AI-IAs calls for 
a more detailed understanding of their role in the broader socio-economic-technical eco-
systems in which they are to be applied.

5  Choosing, deploying and evaluating suitable AI‑IAs

The work presented so far provides an analysis of the literature on AI-IAs. It thus fulfils 
the key evaluation criteria for systematic reviews which is the provision of a synthesis of 
the literature under investigation (Tate et al. 2015). In addition to this synthesis, it is fre-
quently acknowledged that a systematic review should go beyond analysis and description 
and provided added value to the intended audience (Levy and Ellis 2006; Schwarz et al. 
2007). This is often framed in terms of theory development, where the systematic review 
serves as the basis for identifying gaps in current theory and that insights from the review 
can help to address this gap. As Xiao and Watson put it, a systematic literature review 
“goes beyond a summary of the data and attempts to build upon the literature to create 
new, higher-order constructs” (Xiao and Watson 2019, p. 100). In this paper we make use 
of the development of higher-order constructs to provide a synthesis of our insights that 
can help potential users of AI-IAs to select and evaluate relevant approaches that align 
with their needs. This section therefore aims to transform the insights gained on the dif-
ferent aspects of AI-IAs discussed in the previous section into a more generic approach to 
measuring the impact of AI. It is aimed at an audience of academics or practitioners who 
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are interested in understanding and applying AI-IAs and aims to develops a process to sup-
port AI-IA users in choosing and deploying an AI-IA suitable to their needs. We start by 
describing a generic AI-IA based on our detailed analysis and then proceed to argue that, in 
order to be successful, AI-IAs cannot be used in isolation but need to be seen as a part of a 
broader responsible AI ecosystem.

5.1  A generic model of AI‑IAs

This section aims to synthesise the insights derived from the data analysis describe in the 
previous sections. It is based on our insights around purpose, scope, issues, organisational 
context, timeframe, process and methods, transparency and challenges of AI-IAs. It is writ-
ten with a possible organisational user of an AI-IA in mind, someone who has responsibil-
ity for developing or implementing an AI system in or for an organisation. Such a user may 
have an interest in an AI-IA as a way to mitigate risk, they may be under an obligation to 
consider likely outcomes or they may simply want to do the right thing. In order to navi-
gate the multitude of existing AI-IAs and ascertain whether a particular example of such 
an assessment is appropriate for the use in the specific context, they will benefit from this 
description of a generic AI-IA which may be used to evaluate a specific AI-IA method or 
tool.

The first point for such a potential user to keep in mind is that an AI-IA process is trig-
gered by a plan to develop or use an AI. This requires the definition of roles, most impor-
tantly for the purposes of this article, of owner(s) (person(s) responsible for) of the AI sys-
tem itself, as well as AI-IA. The first task of the AI-IA owner will be the definition of the 
purpose of the AI, its technical description as well as the intended benefits. This conceptual 
work will draw on the technical expertise and the overall project management structure of 
the AI, which will cover similar grounds. The first unique step required by an AI-IA will 
then be to answer the question whether the AI is expected to have social impact. In most 
cases, one would assume this to be the case; otherwise, it would raise the question why 
make an investment in AI in the first place. However, it is conceivable that an AI project 
simply improves and optimises existing processes and hence does not have any novel social 
consequences. In such a case, an AI-IA could end at this early stage.

In most cases, one would assume that the development and use of an AI system will 
have social impact. This impact may be beneficial or detrimental to society, but it will 
rarely be neutral. Thus, the next step would be the identification of the types of stakehold-
ers and stakeholder categories that are likely to be affected (e.g., stakeholders internal to 
the organisations, market participants, such as customers or suppliers, policy stakehold-
ers or broader societal stakeholder groups including vulnerable communities). A thorough 
AI-IA also calls for the identification of representatives who can legitimately speak on 
behalf of the stakeholder groups and who should be consulted throughout all subsequent 
steps of the AI-IA.

A further step could be the review of existing AI-IAs to check whether a process 
or template exists that is appropriate for the technology in question and that can be 
adopted. If so, it can save the AI-IA owner(s) considerable time and effort, as several 
of the subsequent steps may already be well-defined and the existing process can be 
adopted. If no such appropriate AI-IA exists, then more thought must be dedicated to 
the following steps. Key among them is the identification of possible issues that the 
AI is likely to raise. These range from human rights violations and the infringement 
of other laws to considerations of human safety and security, environmental impact, 
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societal issues, ethical impacts etc. In addition to identifying these issues, it is impor-
tant to define metrics that can be used to capture them and assess possible changes and 
impacts caused by the AI.

In order to develop sensitivity to these issues and ensure they are appropriately 
addressed, it is desirable to integrate the AI-IA in established organisational practices, 
including other impact assessments, risk management and/or due diligence activities.

The steps outlined so far have set the scene for the AI-IA and defined the process. 
The subsequent steps can be interpreted as the implementation of the AI-IA. This will 
include the collection of data concerning possible issues and consequences, drawing 
on the metrics defined earlier. In light of the need for transparency, it is important to 
keep logs of data collection, so that later steps can draw on the evidence collected. The 
data and its analysis provide insights into the empirical consequences of the AI. To a 
large extent, the insights derived from collecting and analysing data will drive the way 
in which the organisation mitigates consequences of its AI implementation. Some gen-
eral mitigation strategies may be defined at an earlier stage, but the detailed responses 
to the practical consequences of the AI implementation will often have to wait until 
these consequences are clearer. The understanding of practical consequences and miti-
gation strategies can then inform a practical action plan for the organisation.

The organisation needs to decide how much of these activities can be made public 
and then publish an appropriate amount of detail on the general approach, data and the 
action plan, so that its approach to the AI-IA and the consequences of this approach 
are open to scrutiny.

This concludes the first round of the AI-IA. However, there should be a monitoring 
system in place that will trigger new rounds/repetition of the AI-IA if there are either 
new technical and/or legal developments that may affect the insights from the first 
round or if unexpected consequences arise. These can then be fed back into the rele-
vant step in the process to ensure the AI-IA remains up-to-date and relevant. The open-
ness to re-start the AI-IA should remain in place for the duration of the use of the AI 
and only comes to an end once the AI is withdrawn from service or decommissioned.

This flowchart (Fig. 6) of an organisational approach to an AI-IA should not be read 
as a process that has to be strictly followed. The steps do not always have to follow this 
order. In some cases, some steps may be skipped, or additional steps taken. Its pur-
pose here was to demonstrate that an organisation can draw on the prior work on AI-
IAs, as analysed earlier in the article, to plan and implement a practical intervention to 
ensure that possible consequences of AI are considered early. To reiterate the point, an 
AI-IA is not a panacea. It cannot guarantee that all issues are identified or addressed. 
It should be seen as part of the organisation’s arsenal of proactively interacting with 
its environment to ensure that its AI-related activities are acceptable, desirable and 
sustainable.

Furthermore, the generic organisational perspective developed here is just one 
possible perspective. The logic described here could also be employed by regulators 
or critical observers to deconstruct an organisational approach and critically query 
whether it is sufficient. Moreover, AI-IAs can be considered at different levels of dif-
ferent systems. They could be instituted at the industry level, at the level of a region or 
in a technology application area. In all cases, we believe that the review of the AI-IA 
literature provided in this article allows a better understanding of what an AI-IA can 
look like, what it can reasonably achieve and where its limitations are.
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Fig. 6  Flowchart for applying an AI-IA from an organisational perspective



 B. C. Stahl et al.

1 3

5.2  AI‑IA as part of a responsible AI ecosystem

This last point about different levels of abstraction and observation highlights a further 
aspect of AI-IAs that is worth considering from a theoretical as well as a practical perspec-
tive. The key point is that AI-IAs need to be understood in the context of the broader AI 
ecosystem in which they are used. AI is not a specific technology that has clearly deter-
mined consequences in specific use cases. Instead, we propose that it is more useful to 
understand AI as a core aspect of a rapidly evolving ecosystem, or even as a system of 
ecosystems. This paper does not offer the space to develop the idea of AI as an ecosys-
tem in detail, which we have done elsewhere (Stahl 2021; Stahl et al. 2021). However, it 
should be easy to see that all AI systems are complex socio-technical systems. Such sys-
tems are made up of many different components, some of which are technical artefacts, 
some are social artefacts, which includes individual humans, organisations and other social 
structures. The complexity of these systems and the idea that they interlink in many, often 
unpredictable, ways has given rise to the use of the metaphor of an ecosystem when talking 
about AI, in particular from a policy perspective (AI HLEG 2019; Digital Catapult 2020; 
UNESCO 2020; UK Government 2021).

The application of the metaphor of ecosystems to socio-technical systems is well estab-
lished in fields such as innovation studies (Moore 1993; Adner 2006) where it is used 
to explain the way in which such systems grow, change and develop. It can also be used 
instrumentally to develop organisational strategy (Adner 2017) and position organisations 
in their environment. We believe that this perspective is helpful when exploring the way 
in which AI is developed and used. It can therefore also provide insights into the role and 
possible limitations of AI-IAs which form part of the broader perspective of AI ecosystems 
that covers ethical and social issues and that might be called responsible AI ecosystems. 
This perspective facilitates practical insights that can inform the choice, use and interpreta-
tion of appropriate AI-IAs.

We now demonstrate this way of thinking about AI using a fictitious example. In our 
example, Organisation A is planning to introduce an AI, say a machine learning system 
aimed to support radiologists in identifying breast cancer. The following eight shows that 
our example organisation, which itself has the character of an ecosystem, is part of other 
innovation ecosystems. Figure 7 shows that Organisation A partly owns Organisation C but 
also has competitors, in this case, Organisation B. The market in question is Market X, the 

Fig. 7  Institutional location of AI 
user Organisation A
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market of radiological diagnostics systems. This is not the only market in which Organisa-
tion A is active. At the same time, Organisation A is partly located in the territory of State 
Z which drives the regulatory requirements of the market in Z’s jurisdiction.

In this context, the aim of an AI-IA is not so much the precise prediction of the conse-
quences of use, but the initiation of a reflection process that aims to achieve acceptable, 
desirable and sustainable outcomes. In adopting such a systems-oriented view of AI, pos-
sible users of an AI-IA need to realise that an AI-IA is not a stand-alone activity, but that 
it forms part of an array of interventions that share the aim of ensuring beneficial con-
sequences of AI development and use. Such other interventions range from international/
national regulation, certification schemes (AIEI Group 2020), standards (IEEE Computer 
Society 2021), professional guidance (Brinkman et al. 2017), ethics frameworks (AI HLEG 
2019), development methodologies (Martin and Makoundou 2017; Fjeld et al. 2020) etc. 
Similarly, the actors involved in AI ecosystems are multiple and overlapping, spanning 
across the public and private sectors and ranging from international organisations such as 
the UN or OECD to nation states, regulators, developers, system deployers, users and civil 
society.

This example is typical for many organisations planning to use AI. The purpose of intro-
ducing it here is to underline the nature of overlapping innovation ecosystems that influ-
ence AI decision-making and thus the possible use of AI-IAs. Similar diagrams could be 
drawn for the technology in question or for the application area. Its main purpose is to 
underline the character of AI as a socio-technical system embedded within other systems 
that precludes simple and straightforward interventions.

The benefit of applying the ecosystem concept to AI for the purposes of this paper is that 
it demonstrates that AI-IAs are not fixed tools and that it is not a simple matter of applying 
a standard format to a new technology with a reasonable expectation that this will solve 
the social and ethical problems associated with AI. Instead, they should be seen as part of 
numerous ongoing processes where many technical, human and organisational actors have 
roles to play in reflecting on the technology, its possible consequences and ways to deal 
with these. This context is important to consider when working with an AI-IA as proposed 
in the previous section and Fig. 6 as it shows that the context to consider when undertak-
ing an AI-IA may vary substantially depending on the AI ecosystem that it is meant to be 
applied to. Clarifying the link of the AI-IA to other components that are meant to render 
the AI ecosystem responsible, such as standards, methodologies, assurance mechanisms 
etc. will render it more likely that the AI-IA is impactful and achieves the intended aim of 
highlighting issues and facilitating their resolution.

6  Conclusion

This article offers the first systematic review of AI-IAs. In light of growing interest in the 
ethics and regulation of AI, it can be expected that AI-IAs will play an important role in 
future AI governance. The article therefore will be of interest to researchers working on AI 
ethics and AI policy. It also makes a practical contribution that is relevant to both policy-
makers who are considering how to implement AI policies and organisations interested in 
using an AI-IA to better understand and reflect on their technologies or aiming to broaden 
their risk management processes.

As any research, this article has limitations. We set out to undertake a systematic review 
of AI-IAs. However, the nature of these documents rendered it difficult to arrive at an 
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incontrovertible population of documents. We believe that our multi-pronged search strat-
egy allowed us to identify all or, at least, the most relevant AI-IAs. We cannot prove this 
and new AI-IAs will have become available since we undertook the search in the summer 
of 2021. In addition, the conceptual fuzziness of AI means that it is challenging at best to 
precisely delineate the inclusion and exclusion criteria. Due to our search strategies, our 
sample included some documents that focus on closely related questions such as data eth-
ics (UK Governmental Digital Service 2020) and were found to fall within our definition 
of AI-IAs, but we concede that different interpretations are possible, leading to a different 
population of AI-IAs. It is unlikely, however, that the inclusion of additional AI-IAs or the 
removal of parts of the documents we analysed would fundamentally alter our findings.

This article should provide a sound basis for the next step in developing AI-IAs. The 
documents analysed include several well-researched, mature and reflected examples that 
can be implemented by organisations. What seems to be missing now is a more compre-
hensive overview of their role in the AI ecosystem. We have shown that there is much 
attention to other types of impact assessments, calls for the coordination with such impact 
assessments, consideration of the integration of AI-IAs into other organisational processes 
such as risk management as well as numerous references to relevant regulation.AI-IAs 
need to be understood in this broader context.

At present, there is little guidance on the role of AI-IAs in the broader context of the AI 
innovation ecosystems. This makes it challenging for organisations planning to use AI to 
identify the most appropriate AI-IA for their specific needs. This contributes to the chal-
lenge of evaluating whether a particular AI-IA is fit for purpose and whether an organisa-
tional application of it can or will have the desired outcome.

Some of these problems are likely to be temporary and upcoming legislation, regula-
tion, professional guidance and case law will make the role of AI-IAs in their ecosystems 
clearer. Meanwhile, there is need for research to better understand the impact of AI-IAs. 
They are typically framed in terms of the benefits they offer for individuals, organisa-
tions and society as a whole. It is currently unclear whether the application of an AI-IA 
actually leads to the promised benefits and how this could be measured. Such research is 
urgently needed to ensure that AI-IAs can contribute to addressing the ethical and social 
consequences of AI use, while simultaneously not overloading them with unachievable 
expectations. We hope that this research has provided a robust evidence base for such fur-
ther research and thereby contributes to the overall aim of ensuring that AI contributes to 
human flourishing.

Acknowledgements The authors would like to acknowledge the contribution of colleagues from the 
SHERPA project as well as other researchers with whom this work was discussed. This article draws from 
research undertaken by the EU-funded projects SHERPA (www. proje ct- sherpa. eu) and the Human Brain 
Project SGA3 (www. human brain proje ct) that have received funding from the European Union’s Horizon 
2020 Framework Programme for Research and Innovation under Grant Nos. 786641 and 945539. This work 
was supported by the UK Engineering and Physical Sciences Research Council [Horizon Digital Economy 
Research ‘Trusted Data Driven Products: EP/T022493/1]

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly 
from the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

http://www.project-sherpa.eu
http://www.humanbrainproject
http://creativecommons.org/licenses/by/4.0/


A systematic review of artificial intelligence impact…

1 3

References

Access Now (2018) Human rights in the age of artificial intelligence. Access Now
Access Now Policy Team (2018) The Toronto declaration: protecting the right to equality and non-discrimi-

nation in machine learning systems. Access Now Policy Team, Toronto
Ada Lovelace Institute (2020) Examining tools for assessing algorithmic systems the Black Box. Ada Love-

lace Institute, London
Ada Lovelace Institute (2022) Algorithmic impact assessment: a case study in healthcare. Ada Lovelace 

Institute, London
Adner R (2006) Match your innovation strategy to your innovation ecosystem. Harv Bus Rev 84:98–107
Adner R (2017) Ecosystem as structure: an actionable construct for strategy. J Manag 43:39–58
AI Now Institute (2018a) Algorithmic impact assessments: a practical framework for public agency account-

ability. AI Now Institute, New York
AI Now Institute (2018b) Algorithmic impact assessments: toward accountable automation in public agen-

cies. https:// medium. com/@ AINow Insti tute/ algor ithmic- impact- asses sments- toward- accou ntable- 
autom ation- in- public- agenc ies- bd985 6e6fd de. Accessed 26 Apr 2021

AIEI Group (2020) From principles to practice—an interdisciplinary framework to operationalise AI ethics. 
VDE/Bertelsmann Stiftung

Andrade NNG, Kontschieder V (2021) AI impact assessment: a policy prototyping experiment. OpenLoop
Aronson J (1995) A pragmatic view of thematic analysis. Qual Rep 2:1–3
Becker HA (2001) Social impact assessment. Eur J Oper Res 128:311–321. https:// doi. org/ 10. 1016/ S0377- 

2217(00) 00074-6
Berk R (2017) An impact assessment of machine learning risk forecasts on parole board decisions and 

recidivism. J Exp Criminol 13:193–216. https:// doi. org/ 10. 1007/ s11292- 017- 9286-2
Boell SK, Cecez-Kecmanovic D (2015) On being ‘systematic’ in literature reviews in IS. J Inf Technol 

30:161–173. https:// doi. org/ 10. 1057/ jit. 2014. 26
Braun V, Clarke V (2006) Using thematic analysis in psychology. Qual Res Psychol 3:77–101
Brey P, King O, Jansen P, Dainow B, Erden YJ, Rodrigues R, Resseguier A et al (2022) SIENNA D6.1: 

Generalised methodology for ethical assessment of emerging technologies, Zenodo. https:// doi. org/ 
10. 5281/ zenodo. 72668 95

Brinkman B, Flick C, Gotterbarn D et al (2017) Listening to professional voices: draft 2 of the ACM code of 
ethics and professional conduct. Commun ACM 60:105–111. https:// doi. org/ 10. 1145/ 30725 28

CAHAI Ad Hoc Committee on Artificial Intelligence (2022) Possible elements of a legal framework on arti-
ficial intelligence, based on the Council of Europe’s standards on human rights, democracy and the 
rule of law. CAHAI Ad Hoc Committee on Artificial Intelligence, Strasbourg

Calvo RA, Peters D, Cave S (2020) Advancing impact assessment for intelligent systems. Nat Mach Intell 
2:89–91

CEN-CENELEC (2017) Ethics assessment for research and innovation—part 2: ethical impact assessment 
framework. CEN-CENELEC, Brussels

Clarke R (2009) Privacy impact assessment: its origins and development. Comput Law Secur Rev 25:123–
135. https:// doi. org/ 10. 1016/j. clsr. 2009. 02. 002

Clarke R (2019a) Principles and business processes for responsible AI. Comput Law Secur Rev 35:410–422
Clarke R (2019b) Regulatory alternatives for AI. Comput Law Secur Rev 35:398–409
CNIL (2015) Privacy impact assessment (PIA) methodology. CNIL
Coeckelbergh M (2019) Artificial intelligence: some ethical issues and regulatory challenges. Technol Regul 

1:31–34. https:// doi. org/ 10. 26116/ techr eg. 2019. 003
Council of Europe (2019) Unboxing artificial intelligence: 10 steps to protect human rights. https:// www. 

coe. int/ en/ web/ commi ssion er/ view/-/ asset_ publi sher/ ugj3i 6qSEk hZ/ conte nt/ unbox ing- artifi cial- intel 
ligen ce- 10- steps- to- prote ct- human- rights. Accessed 11 April 2022

Deloitte Australia (2020) A moral license for AI - Ethics as a dialogue between firms and communities. 
https:// www2. deloi tte. com/ us/ en/ insig hts/ focus/ cogni tive- techn ologi es/ artifi cial- intel ligen ce- impact- 
onsoc iety. html. Accessed 21 April 2021

Devitt K, Gan M, Scholz J, Bolia R (2020) A method for ethical AI in defence. Australian Government - 
Department of Defence, Canberra

Digital Catapult (2020) Lessons in practical AI ethics: taking the UK’s AI ecosystem from ‘what’ to ‘how.’ 
Digital Catapult, London

Eceani G, Koene A, Kumar R et al (2021) A survey of artificial intelligence risk assessment methodolo-
gies: The global state of play and leading practices identified. Ernest & Young LLP and Trilateral 
Research, London

https://medium.com/@AINowInstitute/algorithmic-impact-assessments-toward-accountable-automation-in-public-agencies-bd9856e6fdde
https://medium.com/@AINowInstitute/algorithmic-impact-assessments-toward-accountable-automation-in-public-agencies-bd9856e6fdde
https://doi.org/10.1016/S0377-2217(00)00074-6
https://doi.org/10.1016/S0377-2217(00)00074-6
https://doi.org/10.1007/s11292-017-9286-2
https://doi.org/10.1057/jit.2014.26
https://doi.org/10.5281/zenodo.7266895
https://doi.org/10.5281/zenodo.7266895
https://doi.org/10.1145/3072528
https://doi.org/10.1016/j.clsr.2009.02.002
https://doi.org/10.26116/techreg.2019.003
https://www.coe.int/en/web/commissioner/view/-/asset_publisher/ugj3i6qSEkhZ/content/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
https://www.coe.int/en/web/commissioner/view/-/asset_publisher/ugj3i6qSEkhZ/content/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
https://www.coe.int/en/web/commissioner/view/-/asset_publisher/ugj3i6qSEkhZ/content/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
https://www2.deloitte.com/us/en/insights/focus/cognitive-technologies/artificial-intelligence-impact-onsociety.html
https://www2.deloitte.com/us/en/insights/focus/cognitive-technologies/artificial-intelligence-impact-onsociety.html


 B. C. Stahl et al.

1 3

ECP Platform for the Information Provision (2019) Artificial intelligence impact assessment. https:// ecp. 
nl/ wp- conte nt/ uploa ds/ 2019/ 01/ Artifi cial- Intel ligen ce- Impact- Asses sment- Engli sh. pdf. Accessed 18 
May 2021

EDPS (2020) A preliminary opinion on data protection and scientific research
Elsevier (2018) Artificial intelligence: how knowledge is created, transferred, and used—trends in China, 

Europe, and the United States. Elsevier, Amsterdam
Erdélyi OJ, Goldsmith J (2018) Regulating artificial intelligence: proposal for a global solution. In: Pro-

ceedings of the 2018 AAAI/ACM conference on AI, ethics, and society. Association for Computing 
Machinery, New York, pp 95–101

European Commission (2021) Proposal for a regulation on a european approach for artificial intelligence 
(COM (2021) 206 final). European Commission. https:// digit al- strat egy. ec. europa. eu/ en/ libra ry/ propo 
sal- regul ation- europ ean- appro ach- artifi cial intel ligen ce. Accessed 21 April 2021

European Commission (2022) Proposal for a Directive on adapting non contractual civil liability rules to 
artificial intelligence. European Commission, Brussels

European Union (2010) Charter of fundamental rights of the European Union. European Union, Brussels
European Union Agency for Fundamental Rights (2020) Getting the future right artificial intelligence and 

fundamental rights; report. European Union Agency for Fundamental Rights, Vienna
Expert Group on Liability and New Technologies (2019) Liability for artificial intelligence and other 

emerging digital technologies. European Commission, Luxembourg
Findlay M, Seah J (2020) An ecosystem approach to ethical AI and data use: experimental reflections. 

In: 2020 IEEE/ITU international conference on artificial intelligence for good (AI4G). pp 192–197
Fjeld J, Achten N, Hilligoss H, Nagy A, Srikumar M (2020) Principled artificial intelligence: Mapping 

consensus in ethical and Rights-based approaches to principles for AI. https:// dash. harva rd. edu/ 
handle/ 1/ 42160 420. Accessed 22 Nov 2020

FRA (2020) Getting the future right—artificial intelligence and fundamental rights. European Union 
Agency for Fundamental Rights, Luxembourg

Gardner A, Smith AL, Steventon A et al (2021) Ethical funding for trustworthy AI: proposals to address 
the responsibilities of funders to ensure that projects adhere to trustworthy AI practice. AI Ethics. 
https:// doi. org/ 10. 1007/ s43681- 021- 00069-w

GDPR (2016) Regulation (EU) 2016/679 of the European parliament and of the council of 27 April 2016 
on the protection of natural persons with regard to the processing of personal data and on the free 
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation). 
Official Journal of the European Union L119/1

Gebru T, Morgenstern J, Vecchione B, et  al (2020) Datasheets for datasets. https:// arxiv. org/ abs/ 1803. 
09010

Government Accountability Office (2018) Technology Assessment, Emerging Opportunities, Chal-
lenges, and Implications. Government Accountability Office, Washington, D.C.

Government of Canada (2022) Algorithmic impact assessment tool. Government of Canada, Ottawa
Government of Canada (2022) Algorithmic impact assessment tool, Government of Canada. https:// www. 

canada. ca/ en/ gover nment/ system/ digit al- gover nment/ digit al- gover nment- innov ations/ respo nsible- 
useai/ algor ithmic- impact- asses sment. html. Accessed 22 Sept 2022

Gunning D, Stefik M, Choi J et al (2019) XAI—explainable artificial intelligence. Sci Robot. https:// doi. 
org/ 10. 1126/ sciro botics. aay71 20

Hartley N, Wood C (2005) Public participation in environmental impact assessment—implementing the 
Aarhus Convention. Environ Impact Assess Rev 25:319–340. https:// doi. org/ 10. 1016/j. eiar. 2004. 
12. 002

Hleg AI (2019) Ethics guidelines for trustworthy AI. European Commission - Directorate-General for 
Communication, Brussels

Hleg AI (2020) Assessment list for trustworthy AI (ALTAI). European Commission, Brussels
IAIA Impact Assessment. https:// www. iaia. org/ wiki- detai ls. php? ID=4. Accessed 12 Sep 2021
ICO (2020) Guidance on the AI auditing framework—draft guidance for consultation. Information Com-

missioner’s Office
IEEE (2020a) IEEE 7010-2020a—IEEE recommended practice for assessing the impact of autonomous 

and intelligent systems on human well-being. IEEE
IEEE Computer Society (2021) IEEE standard model process for addressing ethical concerns during 

system design—7000-2021
Information Commissioner’s Office (2009) Privacy impact assessment handbook, v. 2.0
Institute for the future of work (2020) Artificial intelligence in hiring—assessing impacts on equality
Iqbal S, Altaf W, Aslam M et  al (2016) Application of intelligent agents in health-care: review. Artif 

Intell Rev 46:83–112. https:// doi. org/ 10. 1007/ s10462- 016- 9457-y

https://ecp.nl/wp-content/uploads/2019/01/Artificial-Intelligence-Impact-Assessment-English.pdf
https://ecp.nl/wp-content/uploads/2019/01/Artificial-Intelligence-Impact-Assessment-English.pdf
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-approach-artificialintelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-approach-artificialintelligence
https://dash.harvard.edu/handle/1/42160420
https://dash.harvard.edu/handle/1/42160420
https://doi.org/10.1007/s43681-021-00069-w
https://arxiv.org/abs/1803.09010
https://arxiv.org/abs/1803.09010
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-useai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-useai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-useai/algorithmic-impact-assessment.html
https://doi.org/10.1126/scirobotics.aay7120
https://doi.org/10.1126/scirobotics.aay7120
https://doi.org/10.1016/j.eiar.2004.12.002
https://doi.org/10.1016/j.eiar.2004.12.002
https://www.iaia.org/wiki-details.php?ID=4
https://doi.org/10.1007/s10462-016-9457-y


A systematic review of artificial intelligence impact…

1 3

Ivanova Y (2020) The data protection impact assessment as a tool to enforce Non-discriminatory AI. 
In: Antunes L, Naldi M, Italiano GF, Rannenberg K, Drogkaris P (eds) Privacy technologies and 
policy. Springer International Publishing, pp 3–24. https:// doi. org/ 10. 1007/ 978-3- 030- 55196-4_1

Jobin A, Ienca M, Vayena E (2019) The global landscape of AI ethics guidelines. Nat Mach Intell 1:389–
399. https:// doi. org/ 10. 1038/ s42256- 019- 0088-2

Kaminski ME, Malgieri G (2019) Algorithmic impact assessments under the GDPR: producing multi-
layered explanations. SSRN Electron J. https:// doi. org/ 10. 2139/ ssrn. 34562 24

Leslie D (2019) Understanding artificial intelligence ethics and safety. https:// www. gov. uk/ guida nce/ 
under stand ing- artifi cial- intel ligen ce- ethics- and- safety. Accessed 18 May 2021

Levy Y, Ellis TJ (2006) A systems approach to conduct an effective literature review in support of infor-
mation systems research. Informing Sci 9:181–212

Liberati A, Altman DG, Tetzlaff J et al (2009) The PRISMA statement for reporting systematic reviews 
and meta-analyses of studies that evaluate health care interventions: explanation and elaboration. 
PLOS Med 6:e1000100. https:// doi. org/ 10. 1371/ journ al. pmed. 10001 00

Lindblad Kernell E, Bloch Veiberg C, Jacquot C (2020) Human rights impact assessment of digital 
activities. The Danish Institute for Human Rights

Liu W, Zhao J, Du L et  al (2021) Intelligent comprehensive evaluation system using artificial intel-
ligence for environmental evaluation. Environ Impact Assess Rev. https:// doi. org/ 10. 1016/j. eiar. 
2020. 106495

Madaio M, Egede L, Subramonyam H et al (2022) Assessing the fairness of AI systems: AI practition-
ers’ processes, challenges, and needs for support. Proc ACM Hum Comput Interact 6:52:1-52:26. 
https:// doi. org/ 10. 1145/ 35128 99

Mantelero A (2018) AI and Big Data: a blueprint for a human rights, social and ethical impact assess-
ment. Comput Law Secur Rev 34:754–772. https:// doi. org/ 10. 1016/j. clsr. 2018. 05. 017

Mantelero A, Esposito MS (2021) An evidence-based methodology for human rights impact assessment 
(HRIA) in the development of AI data-intensive systems. Comput Law Secur Rev 41:105561. 
https:// doi. org/ 10. 1016/j. clsr. 2021. 105561

Martin CD, Makoundou TT (2017) Taking the high road ethics by design in AI. ACM Inroads 8:35–37
Metcali J, Moss E, Watkins EA, et al (2021) Algorithmic impact assessments and accountability: ACM. 

https:// doi. org/ 10. 1145/ 34421 88
Microsoft and Article One (2018) Human Rights Impact Assessment (HRIA) of the human rights risks 

and opportunities related to artificial intelligence (AI)
Miles MB, Huberman AM (1994) Qualitative data analysis: an expanded sourcebook. Sage, Thousand 

Oaks
Minh D, Wang HX, Li YF, Nguyen TN (2021) Explainable artificial intelligence: a comprehensive 

review. Artif Intell Rev. https:// doi. org/ 10. 1007/ s10462- 021- 10088-y
Ministerie van Algemene Zaken (2021) Fundamental Rights and Algorithms Impact Assessment 

(FRAIA). Government of the Netherlands
Mittelstadt B (2019) Principles alone cannot guarantee ethical AI. Nat Mach Intell. https:// doi. org/ 10. 

1038/ s42256- 019- 0114-4
Moore JF (1993) Predators and prey: a new ecology of competition. Harv Bus Rev 71:75–86
Muller C (2020) The impact of artificial intelligence on human rights, democracy and the rule of law. 

Council of Europe, Ad Hoc Committee on Artificial Intelligence (CAHAI), Strasbourg
Nemitz P (2018) Constitutional democracy and technology in the age of artificial intelligence. Philos 

Trans R Soc A 376:20180089. https:// doi. org/ 10. 1098/ rsta. 2018. 0089
NIST (2022) AI risk management framework: second draft. NIST, Gaithersburg
OECD (2019) Recommendation of the council on artificial intelligence. OECD, Paris
Office of Science and Technology Policy (2022) Blueprint for an AI bill of rights. In: The White House. 

https:// www. white house. gov/ ostp/ ai- bill- of- rights/. Accessed 4 Oct 2022
Oswald M (2018) Algorithmic risk assessment policing models: lessons from the Durham HART model 

and ‘Experimental’ proportionality. https:// doi. org/ 10. 1080/ 13600 834. 2018. 14584 55
Park D, Um M-J (2018) Robust decision-making technique for strategic environment assessment with defi-

cient information. Water Resour Manag 32:4953–4970. https:// doi. org/ 10. 1007/ s11269- 018- 2066-6
Peng Y, Liu E, Peng S et al (2022) Using artificial intelligence technology to fight COVID-19: a review. 

Artif Intell Rev. https:// doi. org/ 10. 1007/ s10462- 021- 10106-z
Persson A (2016) Implicit bias in predictive data profiling within recruitments. In: Lehmann A, White-

house D, Fischer-Hübner S et al (eds) Privacy and identity management. Facing up to next steps. 
Springer International Publishing, Cham, pp 212–230

PricewaterhouseCoopers (2019) Responsible AI Toolkit. PwC. https:// www. pwc. com/ gx/ en/ issues/ data- 
and- analy tics/ artifi cial- intel ligen ce/ what- is- respo nsible- ai. html. Accessed 2 Jul 2021

https://doi.org/10.1007/978-3-030-55196-4_1
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.2139/ssrn.3456224
https://www.gov.uk/guidance/understanding-artificial-intelligence-ethics-and-safety
https://www.gov.uk/guidance/understanding-artificial-intelligence-ethics-and-safety
https://doi.org/10.1371/journal.pmed.1000100
https://doi.org/10.1016/j.eiar.2020.106495
https://doi.org/10.1016/j.eiar.2020.106495
https://doi.org/10.1145/3512899
https://doi.org/10.1016/j.clsr.2018.05.017
https://doi.org/10.1016/j.clsr.2021.105561
https://doi.org/10.1145/3442188
https://doi.org/10.1007/s10462-021-10088-y
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1098/rsta.2018.0089
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://doi.org/10.1080/13600834.2018.1458455
https://doi.org/10.1007/s11269-018-2066-6
https://doi.org/10.1007/s10462-021-10106-z
https://www.pwc.com/gx/en/issues/data-and-analytics/artificial-intelligence/what-is-responsible-ai.html
https://www.pwc.com/gx/en/issues/data-and-analytics/artificial-intelligence/what-is-responsible-ai.html


 B. C. Stahl et al.

1 3

PWC (2019) A practical guide to responsible artificial intelligence (AI). PWC, London
QSR NVivo 11 for Windows Help—Run a coding comparison query. http:// help- nv11. qsrin terna tional. 

com/ deskt op/ proce dures/ run_a_ coding_ compa rison_ query. htm. Accessed 12 Sep 2021
Raji ID, Smart A, White RN, et  al (2020) Closing the AI accountability gap: defining an end-to-end 

framework for internal algorithmic auditing. In: Proceedings of the 2020 conference on fairness, 
accountability, and transparency. ACM, pp 33–44

Raso FA, Hilligoss H, Krishnamurthy V et al (2018) Artificial intelligence & human rights: opportuni-
ties & risks. Social Science Research Network, Rochester

Rowe F (2014) What literature review is not: diversity, boundaries and recommendations. Eur J Inf Syst 
23:241–255. https:// doi. org/ 10. 1057/ ejis. 2014.7

Schmitt CE (2018) Evaluating the impact of artificial intelligence on human rights
Schwarz A, Mehta M, Johnson N, Chin WW (2007) Understanding frameworks and reviews: a commen-

tary to assist us in moving our field forward by analyzing our past. SIGMIS Database 38:29–50. 
https:// doi. org/ 10. 1145/ 12782 53. 12782 59

Sipior JC (2020) Considerations for development and use of AI in response to COVID-19. Int J Inf 
Manag 55:102170. https:// doi. org/ 10. 1016/j. ijinf omgt. 2020. 102170

Stahl BC (2021) Artificial intelligence for a better future: an ecosystem perspective on the ethics of AI 
and emerging digital technologies. Springer International Publishing, Cham

Stahl BC, Timmermans J, Mittelstadt BD (2016) The ethics of computing: a survey of the computing-
oriented literature. ACM Comput Surv 48:55:1-55:38. https:// doi. org/ 10. 1145/ 28711 96

Stahl BC, Andreou A, Brey P et al (2021) Artificial intelligence for human flourishing—beyond princi-
ples for machine learning. J Bus Res 124:374–388. https:// doi. org/ 10. 1016/j. jbusr es. 2020. 11. 030

Stix C (2021) Actionable principles for artificial intelligence policy: three pathways. Sci Eng Ethics 
27:15. https:// doi. org/ 10. 1007/ s11948- 020- 00277-3

Stone P, Brooks R, Brynjolfsson E, et al (2016) Artificial intelligence and life in 2030. One hundred year 
study on artificial intelligence: report of the 2015–2016 study panel. Stanford University, Stanford. 
https:// ai100. stanf ord. edu/ 2016- report. Accessed 6 Sept 2016

Tate M, Furtmueller E, Evermann J, Bandara W (2015) Introduction to the special issue: the literature 
review in information systems. Commun Assoc Inf Syst. https:// doi. org/ 10. 17705/ 1CAIS. 03705

Topol EJ (2019) High-performance medicine: the convergence of human and artificial intelligence. Nat Med 
25:44–56. https:// doi. org/ 10. 1038/ s41591- 018- 0300-7

UK AI Council (2021) AI roadmap
UK Government (2021) National AI strategy
UK Governmental Digital Service (2020) Data ethics framework
UN General Assembly (1966) International covenant on economic, social and cultural rights
UnBias (2018) Fairness toolkit. In: UnBias. https:// unbias. wp. horiz on. ac. uk/ fairn ess- toolk it/. Accessed 2 Jul 

2021
UNESCO (2020) First version of a draft text of a recommendation on the Ethics of Artificial Intelligence. 

UNESCO, Paris
Wagner B (2018) Ethics as an escape from regulation: from ethics-washing to ethics-shopping. In: Bayamli-

oglu E, Baraliuc I, Janssens LAW, Hildebrandt M (eds) Being profiled: cogitas ergo sum. Amsterdam 
University Press, Amsterdam, pp 84–90

Wallach W, Marchant G (2019) Toward the agile and comprehensive international governance of AI and 
robotics [point of view]. Proc IEEE 107:505–508. https:// doi. org/ 10. 1109/ JPROC. 2019. 28994 22

Whitby B (1991) Ethical AI. Artif Intell Rev 5:201–204. https:// doi. org/ 10. 1007/ BF001 43762
Williams C (2020) A health rights impact assessment guide for artificial intelligence projects—abstract—

Europe PMC. Health Hum Rights J 22:55–62
Winter P, Eder S, Weissenböck J, et al (2021) White paper—trusted artificial intelligence: towards certifica-

tion of machine learning applications. TÜV Austria
Wright D (2011) A framework for the ethical impact assessment of information technology. Ethics Inf Tech-

nol 13:199–226. https:// doi. org/ 10. 1007/ s10676- 010- 9242-6
Wright D, Friedewald M (2013) Integrating privacy and ethical impact assessments. Sci Public Policy 

40:755–766. https:// doi. org/ 10. 1093/ scipol/ sct083
Xiao Y, Watson M (2019) Guidance on conducting a systematic literature review. J Plan Educ Res 39:93–

112. https:// doi. org/ 10. 1177/ 07394 56X17 723971
Zicari RV, Brodersen J, Brusseau J et al (2021) Z-Inspection®: a process to assess trustworthy AI. IEEE 

Trans Technol Soc 2:83–97. https:// doi. org/ 10. 1109/ TTS. 2021. 30662 09
Zuboff PS (2019) The age of surveillance capitalism: the fight for a human future at the new frontier of 

power, 01 edn. Profile Books

http://help-nv11.qsrinternational.com/desktop/procedures/run_a_coding_comparison_query.htm
http://help-nv11.qsrinternational.com/desktop/procedures/run_a_coding_comparison_query.htm
https://doi.org/10.1057/ejis.2014.7
https://doi.org/10.1145/1278253.1278259
https://doi.org/10.1016/j.ijinfomgt.2020.102170
https://doi.org/10.1145/2871196
https://doi.org/10.1016/j.jbusres.2020.11.030
https://doi.org/10.1007/s11948-020-00277-3
https://ai100.stanford.edu/2016-report
https://doi.org/10.17705/1CAIS.03705
https://doi.org/10.1038/s41591-018-0300-7
https://unbias.wp.horizon.ac.uk/fairness-toolkit/
https://doi.org/10.1109/JPROC.2019.2899422
https://doi.org/10.1007/BF00143762
https://doi.org/10.1007/s10676-010-9242-6
https://doi.org/10.1093/scipol/sct083
https://doi.org/10.1177/0739456X17723971
https://doi.org/10.1109/TTS.2021.3066209


A systematic review of artificial intelligence impact…

1 3

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.


	A systematic review of artificial intelligence impact assessments
	Abstract
	1 Introduction
	2 Methodology
	3 Findings
	3.1 Purpose
	3.2 Scope
	3.3 Issues
	3.4 Organisational context
	3.5 Timeframe
	3.6 Process and methods
	3.7 Transparency
	3.8 Challenges

	4 Discussion
	4.1 Conceptual questions
	4.2 Impact of AI-IAs
	4.3 Costs and benefits
	4.4 Driving forces of AI-IAs
	4.5 Framing of AI-IAs
	4.6 Rapidly changing landscape

	5 Choosing, deploying and evaluating suitable AI-IAs
	5.1 A generic model of AI-IAs
	5.2 AI-IA as part of a responsible AI ecosystem

	6 Conclusion
	Acknowledgements 
	References


