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ABSTRACT
Child-Computer Interaction (CCI) is predominantly studied with
school aged children. Working with preschool children, gener-
ally unable to read or write, involves addressing many challenges
around planning, recruitment, and interpretation of findings. There
are few examples in the literature of the challenges faced when con-
ducting evaluations of technology with preschool children and very
few evaluations conducted for commercial software companies. Our
case study paper describes a six-week, twelve session, evaluation
study of a commercial app (Lingokids) with children aged three and
four in two nursery (preschool / kindergarten) schools. We describe
challenges we met and describe how we adapted our plans to fit the
context. We show how we were able to explore engagement and
learning without gathering any personal data. With our practical
tips and reflections, we hope our work will encourage others to
work with young children in ways that respect their limited ability
to understand assent and participation.
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1 INTRODUCTION
When Hanna and Risden [10] wrote their 1997 work on evaluating
technology with children they probably didn’t imagine user evalua-
tions with children as young as three years. In 1997 preschool aged
children were not using computer technology. Storey [26] reports
how, in 1992, three schools in Newcastle, UK had installed BBC
Microcomputers in nursery schools for a two year evaluation to
determine their usefulness. When we look at computers currently
used by young children the tablet/iPad format often proves most
popular.

Since 1997 much has been written on evaluations of technology
with children; new methods have been suggested (e.g. peer tutoring
[11], Memoline [29], This or That [31]), and tutorials and courses
have been delivered (e.g., [17], [25]), but most of this effort has
focused on children between ages 5 and 11. The work on evaluating
technology with young children is difficult to locate and often
lacks practical tips to help new researchers navigate this exciting
but challenging space. Very few papers report on the operation
of commercially initiated evaluations where timescales, and focus,
may be prescribed.

1.1 Young Children and Technology Use
The first challenge in exploring technology use with young children
is to make sense of the definitions and terminology used in this
space. We refer to young children as being those who are not yet
in formal education and are typically unable to read. While limited
by the physical and social infrastructures around them, and the
level of funding / wealth available to their parents, these children
typically spend some of their time in institutions that provide a
structured environment for play and learning. This environment
may be variously described as a nursery school, a kindergarten, and
a preschool. When used in papers, these labels provide ambiguity,
as, e.g. kindergarten in Finland ends when children reach 6, in the
UK every 5-year-old is already in full time education. Research
papers are sometimes rather unclear; Chang et al. [5] describe a
study that at first sight is for kindergarten but uses children all aged
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over 72 months, Beşevli et al. [3] were designing for children aged
3+ but were unable to access that age for their user study so used
slightly older children. In the remainder of this paper, we refer to
preschool and nursery interchangeably to refer to venues, in our
case in the UK, where children aged 3 and 4 are learning through
play.

1.2 Evaluating Technology with Young Children
Evaluation methods in CCI vary according to child-involvement,
location, and design. There is an enthusiasm to develop commer-
cially appropriate evaluation methods that parents, and teachers,
can trust when selecting technology for the children in their care.
One review describes 11 papers outlining rubrics and checklists
for adults to use [22] including an ‘app map’ that guides an edu-
cator through an evaluation process [12], and the REVEAC tool
that scores apps on educational content, design, functionality and
technical characteristics [23].

In HCI the involvement of users in evaluation is considered core.
With young children this involvement varies from them being ob-
served using technology, to them being asked about technology
and on to them engaging in user studies. An example of an ob-
servational study in a preschool is from Marco et al. [18], where
technology was left in situ in a nursery so children could walk
up and play with it as they liked. The Lanterns evaluation, in a
Montessori nursery in the UK, was similar; giving children free
exploration of the interactive technology [7].

In some studies, insights are gathered in a slightly more struc-
tured way; in one study of robots, 40 preschoolers, and a similar
number of older children, spent 45 minutes with a robot before
being asked questions about their experiences [15]. An interactive
sleep companion was evaluated by comparing how children slept
before they had the HugVie technology with how they slept after
[21]. This method of evaluation was also seen in [28], who gave
a pretest to 30 preschoolers who then met an IT intervention (an
AR ABC app for an hour a day for a week) before doing a posttest.
These sorts of studies, whilst showing ‘significant’ results, raise
questions about the impact of the interactive technology on behav-
ior change (e.g., the children may have just slept better because
they were a couple of weeks older by then) and on learning (might
the children not have learnt things anyway irrespective of the AR)
as there is no ‘control’ group.

Control group studies have been reported; in one, children were
divided into two groups with one group learning with an app for
45 hours and with the other group not seeing the app [8]. Using a
pretest and posttest in this study showed an effect for the interven-
tion. Similarly Haller et al. [9] worked with 42 children who each
did one of three experiments. These designs raise some alarm bells
about the ethics of such an approach as some of the children do not
meet some or all the technology and so the principle of inclusion is
not well applied. The only way such a study can be made inclusive
is to rotate children so that each has a turn at each technology – this
adds complexity and time to the study but is more ethical. A CCI
challenge, especially for commercial work, is to have a study design
that gives useful results whilst also ensuring ethical participation
of children.

1.3 Challenges of Evaluating Technology with
Young Children

As described above, studies do exist that show different ways that
technology can be evaluated with young children, but in the main,
there is very little written about the practicalities and challenges of
working with this age of child. Challenges begin when contacting
nurseries which may have regulations that can pose barriers for re-
search work. In an evaluation of a reading app, researchers describe
how the preschool they worked with only allowed children to be
out of the classroom (on research activities) for 20 minutes at a time
[27]. In another study, on HCI requirements for preschoolers, diffi-
culties with getting consent forms were noted; despite giving out
24 consent forms, only 17 were returned [30]. Even once consented,
drop out can be a problem; research on a new evaluation tool for
young children was hampered by only getting ten children to stay
the course of the study [19]. In a card sorting study, researchers
had to access five nurseries to recruit enough children to give sta-
tistically reliable results [14]. There is a general feeling that much
work on learning in preschool involves too few children and too
many ‘uncontrolled’ studies [16]; robust studies are hard to manage
with this age.

Whilst in the minority, papers do exist that critically evaluate
evaluative work with preschool children. In a study, Antle et al., [2]
highlighted the difficulties around trying to do control designs in
field settings. In a case study around the evaluation of a software
app [4], key pointers for conducting work with this age group were
identified including bringing value, not just testing and running,
designing research to bring minimal discord and maximal evidence,
anticipating use scenarios and when measuring learning, being
specific and acknowledging that children of this age cannot read.
Our own work seeks to build on [4]’s observations on methods
whilst also speaking to the concerns over the ethical inclusion of
young children in robust evaluation studies.

2 CASE STUDY
We were asked by Lingokids to carry out an evaluation, with
preschool children, of their existing app that uses playful learning
to instruct children in early language skills. Lingokids wanted a con-
trolled study, that complied with recommendations for children’s
screen time use and that obviously caused no distress to children.
We were asked to compare the app (App) with two other modes
of learning; learning using worksheets (Worksheets) and learning
by being instructed by a ‘teacher’ using PowerPoint (PowerPoint)
slides.

2.1 Study Design
The company and the researchers spent several weeks co-planning
the study. Online meetings were held to discuss a protocol that
would ensure the fair evaluation of the materials but also allow
all participating children to experience all three conditions (App,
Worksheet, PowerPoint) and all six learning topics (ethics of in-
clusion), (robust evaluation). The study would last 6 weeks with
children attending twice a week, in twenty-minute sessions, with all
the children working at the same time with university researchers.
Thus, children would be typically in three groups of 4 – 5 children
in three areas of the nursery school; on the first day of each week,
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Figure 1: Set up for the True or False activity and a child com-
pleting a Worksheet on hand washing. Note the completed
before and after Smiley faces also in the picture.

they would meet a new learning topic, on the second they would
do reinforcement with no new material.

The initial plan was to break the children into 3 groups (A, B, C)
with each group meeting 1 of the 3 conditions for 4 sessions in a
row (viz. two weeks) before moving on to the next condition. Thus,
group A might use the App for two weeks, the Worksheets for the
next two weeks and then PowerPoint for the last two weeks, whilst
group B would start with Worksheets, group C with PowerPoint
and would then cycle same as group A.

As the company had familiarity with the content of the app and
a robust understanding of the learning objectives, they developed
instructional materials for the six learning topics which were rec-
ognizing feelings, counting, animals, body parts, colours and hand
washing (Figure 1) supplying the research team with a comprehen-
sive set of materials in the form of 12 worksheets and 12 slide decks
(for introductory and reinforcement activities) and instructions on
how to use them. They also delivering bespoke content to the app
in such a way that children would just see the appropriate week’s
topic when they logged in.

To measure learning, we decided to triangulate measures of self-
report of enjoyment from the children, using Smiley faces from the
Fun Toolkit [24], teacher / researcher reports of engagement using
the Leuven scale1, and an assessment of ‘momentary learning’ after
the second session of each week. In line with current thinking, a
choice was made not to use a pretest/posttest model but rather to
simply test learning in a playful way after the second session [20].

2.2 Ethics and Participation
The general principles around the ethics of doing HCI work with
children demand that we pay close attention to 1. how children are
treated, 2. how data is handled, and 3. how consent is gained. It is
very important to treat children with care while they are doing a
research study and close attention must be paid to their welfare
– their own comfort must be put ahead of any scientific need for
data. Personal data is governed by laws (e.g., GDPR) about its use
and should only be collected when necessary. Whilst consent can
be obtained from parents, the CCI community always seeks to
gather assent from children – aiming to ensure they understand
their participation is voluntary and their contributions are theirs
to keep or give [1].

1https://learningjournals.co.uk/what-is-the-leuven-scale-and-how-to-use-it/

On the first of these points, we were happy that our design
ensured that all children were well treated – they each interacted
with all the conditions of the study thus ensuring inclusion, and we
were content that our experience as a team (four researchers with
over 50 years combined experience working with school children),
and our belief in respecting children’s contributions, would ensure
a nice time for the children.

Personal data (2) and assent (3) went hand in hand in our think-
ing – the less data we gathered from the children, the easier it
would be to inform the children about our intentions and thus, we
could ‘claim’ a better version of assent; although in the action of
doing a study we must respect any dissent from a child, even if
inarticulate or poorly reasoned [13]. During the study we wanted
to maximize opportunities for children to ‘exercise agency’, for
example in deciding whether or not they wished to participate and
in choosing the form of participation’ as described in [6].

We decided to deal with data by collecting no personal data. Each
venueweworked in collected in, andmanaged, all the consent forms
and allocation of children to groups. We never knew any of the
children’s names (except when they announced them to us!) and we
kept no records of which children were in which groups. In terms of
data that we did collect, this was all captured on a group-by-group
basis. Data collected would only be labelled with information about
the session (date, location, group condition etc.) and nothing that
could reveal the identity of a child was recorded. An example can
be seen in Figure 1.

2.3 ACTIF - Momentary Testing of Learning
For each week of the study, we wanted to be able to capture a
momentary learning score for each of the three conditions. We
wanted this to be Anonymous, Comparative, Text-free, Inclusive,
and Fun. Our aim was to gather a group score that was contributed
to individually – we wanted to ensure that children were under
no pressure and gave no personal data. The testing activities we
designed, and their operation, are described in the next two sections.

2.3.1 Listen and Post. For five of the six weeks, we were testing
the children’s ability to match words and images; to test these we
designed activities based on the posting of numbered cards into
answer boxes (see Figure 2). We posed oral questions to children
which they ‘answered’ by posting a numbered card in an answer
box. The answer boxes represented items from the topics being
taught (e.g., numbers, colours, animals etc.). Each numbered card
related to a predefined question (and associated answer) that was
read out to the children from a sheet. For example, the child might
be asked to post their card in the box that represented the number
3. To discern differences between the conditions, we used different
coloured card for each of the groups (A, B, C). Once all the children
had participated in such a session, the research team emptied each
box and made a count of the correctly, and incorrectly posted cards
from each of the learning groups (see Figure 2 – right image).

In a variation to the use of boxes, one week we asked children
to post stickers on body parts (see Figure 3) and used different
coloured numbers to differentiate between the groups.

2.3.2 Right or Wrong. Whilst five of the learning activities (body
parts, colours, numbers, animals, and feelings) lent themselves to
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Figure 2: Boxes ready for children to post numbered cards into them and an example of a coding sheet used by researchers
showing the collections of numbered cards from filled boxes.

Figure 3: Body parts – where 3 was arm, 8 arm, and 5 hand
(all correct).

‘listen and post’, the topic one week was about hand washing. Here
the children were required to learn the order in which to carry out
activities (see the worksheet in Figure 1). To evaluate this activity,
we asked the children questions about the activities ‘what do we
put on our hands before we rinse them?’, then told them where to
‘post’ their answer based on whether their answer was correct or
incorrect. For fun we used disposable cups which were posted into
four coloured tubs; the facilitators knewwhich tubs were for correct
and incorrect answers. We did not tell the children if their answers
were correct or not, we simply said something like ‘Great! put that
in the ‘. . .green. . .’ tub.’ In this way children all felt their answers
were valued, there was no anxiety and the way we would count the
number of ‘correct’ answers, was hidden from them. The different
pictures on the cups let us know if the children’s ‘posts’ were from
the App, Worksheet or PowerPoint group (see Figure 1).

3 THE EXPERIENCE
3.1 Recruiting Children.
We recruited two nurseries to the study and immediately fell into
our first difficulty which was the requirement to work with children
for two sessions a week. When talking with the nursery managers
it became clear that the attendance patterns of children would se-
riously limit the numbers of children available to us and would
dictate which sessions would be most beneficial for us. As an ex-
ample, one of the nursery managers painstakingly mapped out
the children in nursery to provide a list showing how many chil-
dren we would have if we did, for example, Tuesday afternoon and
Thursday morning, or Monday morning and Wednesday afternoon.

After establishing our timetables, we endeavored to attend the two
nurseries on days that almost optimized our recruitment and the
nursery managers then sent out consent forms to the children’s
parents.

3.2 First Sessions.
Because all the consent forms hadn’t come in from the second
nursery, we began week one with just one of the two nurseries.
On arriving at the nursery for the first session, we found only
eight children in attendance and realized that breaking these into
three groups was not feasible. The research design needed quickly
adapting so, there, and then, we decided to run two groups instead
of three. The two groups were the App and PowerPoint learning.
We made that decision knowing that we could compensate for this
in the second nursery by running week one there with the App and
Worksheet learning.

Two researchers worked with the two groups, whilst the nursery
staff in the room engaged with the other children not participating
in the study. Children first had to fill in a Smiley face to record
how ‘good’ they thought the activity would be. It was clear several
needed help with this, so this took longer than we expected, it then
took a long time to log the individual children onto the App by
which time the group doing PowerPoint had almost finished. Luck-
ily there was a small library near the PowerPoint so the researcher
with that group filled in time by reading to the children. Children
filled in a second Smiley to indicate how much fun they had had,
again with some not quite getting this, and the researcher with
each group completed a score on the Leuven scale indicating each
child’s level of engagement. The children who had not played with
the App, on that first session, immediately wanted to play with the
App and were asking when their turn would be.

Two days later we had our first experience at testing learning
which was of emotion faces and this went better than we expected.
We laid out the six boxes with different faces on them representing
different emotions, for example happy, sad etc. The two researchers
brought their own groups of children to the room with the line of
boxes, and each gave each child a single numbered paper (see Figure
2), one at a time, with the instruction to put that paper in the box
labelled with a specific feeling such as ‘happy’ or ‘sad’ or ‘angry’
etc. Each number corresponded to a feeling on the master list that
the researcher had (see example in Figure 3). Using boxes with slits
ensured that children weren’t looking inside or worrying about
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what else was in the box. Each child got to post lots of numbers
into the boxes, as there were 30 in total to post. Some children were
less keen than others at participating and posted less; ethically they
were able to ‘opt out’ of participation without any worry.

3.3 Adjustments without compromise
In our initial plan, some children would have had to wait four weeks
before meeting the App. From our first session we realized that was
far too long. The children learning with the App were visible to the
other children as the nursery venues were open plan and we had to
work in sight of the nursery staff to comply with child protection, so
children were acutely aware of what they were missing, including
the pink and blue earphones that the children got to wear when
playing. We adjusted the protocol so that in each nursery one group
would use the App while the other group had either the Worksheet
or the PowerPoint activities and then the next week the groups
would switch. This meant that all the children used the App every
other week. We continued with the Smiley faces and did notice
that as the weeks went on the children found completing them
much easier and would complete them prior to prompting from
facilitators; in other words - they had learned what to do.

3.4 Detail
Over the six weeks, two researchers were present at each session
alongside nursery teachers. The four researchers attended both
nurseries but in most of the sessions the same two researchers were
in attendance. Over the 24 sessions carried out in total, the groups
of children varied from as few as two to as many as seven with most
sessions having four or five children in a group. We did not record
individual ages of children, but all were aged 3 – 4. No video or audio
recording took place. In each session we came into the nursery and
said hi and then the children were organized by the staff, and we
did the learning activities in two groups as described earlier – viz.
complete Smiley (child), do instruction (researcher), complete new
Smiley (child), complete Leuven scale (researcher). On the second
session of each week, after the learning activities we did the ACTIF
testing activity – for this we brought the children together, but each
group worked under the ‘direction’ of the researcher who had been
working with them earlier. On returning to the lab the results from
the ACTIF testing, the Smiley scores, and the Leuven detail was
analyzed by the researchers.

3.5 Findings
Some of the Smiley data had to be discarded as there were several
instances when children had ticked all the faces, had coloured the
sheets in or had given us something that we could not interpret.
Overall, however, the reported fun from the children (N = 26) was
highest when using the App (App: M = 4.3, PowerPoint: M = 3.61,
Worksheets: M = 3.45). Engagement was highest with the App and
Worksheets but not statistically different between the two. The
learning data varied on a week-by-week basis and while there were
some variations in the weeks, there was no significant difference
found overall between the three modes of learning.

The Lingokids team were happy to know that children could
learn from the App which was unsupervised and playful. Within
the learning evaluation activities some data was lost from time to

time; for example, on the week that involved the stickers, one child
opted to stick the stickers on herself rather than the paper. It was
evident that she knew the body parts, as when asked to stick it on
the arm she would place it on her own arm, it was not possible to
capture this data. The researcher opted not to force her to place the
stickers on the paper.

4 KEY LEARNING
We developed a robust protocol that did not include gathering
personal data (available at https://chici.org). Our methods of mea-
suring learning were specifically designed with this in mind, and
we encourage others to take this approach. Triangulating children’s
anonymous smiley data, anonymous scores on the Leuven scale
and group scores for momentary learning gave numeric rigorous
results for the company. In this paper we highlight how we had to
plan and adapt with this age group. Despite piloting our materials
with young children before we embarked on this study, we had
not realized the possible upset that our design would cause with
children working in open plan spaces. At both venues children were
seen to be upset and not keen to engage if they did not get to use
the App.

4.1 Practical Advice for Small CCI
In terms of practical advice, we offer the following:

• Be Very Prepared: Both before the activity and when setting
up the activity, run through setup in advance, design in data
collection safeguards, check/code the data soon as possible
after the activity in case there are unanticipated problems
that need to be resolved. Use debriefing sessions to reflect
on the activities and be willing to adjust future sessions. In
our work it often took several hours to design, pilot, prepare,
print, and package materials for each 20-minute session.

• Be Playful: Make things into games, include novelty (i.e.,
posting things), include competition, explore new ideas. Chil-
dren are naturally playful and if bored or disengaged can
turn data collection into an unexpected game of their own
invention (such as the example with the stickers), we may
sometimes have to accept some data will not make it.

• Have Realistic Expectations: preschools are not homoge-
neous, be prepared to adapt data collection and accept that
data collection might not be as rigorous as with older chil-
dren. Participant numbers may fluctuate unexpectedly, and
seemingly sensible data collection techniques may be reap-
propriated in unexpected ways (such as the child who placed
stickers on herself instead of the intended sheet).

• Have a (Bold) Leader: Someone may need to change things
in the moment. This could include the design of the study,
for example reducing groups and adapting timings. Changes
need to be rapidly made to maintain rigour in the study.

5 CONCLUSION
In a study evaluating a commercial app we were able to work with
young children in preschool / nursery settings and gain data that
could be used to draw defendable conclusions whilst ensuring that
children could play, join in, not join in, express themselves and
not be required to give any personal data (thus avoiding difficult
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conversations about assent). Whilst we always asked children if
they wanted to hand in the Smiley face grids that they had com-
pleted, we were happy for children to keep these and several did.
We believe our ACTIF methods for measuring momentary learning,
that ensured we could arrive at a score for a group whilst ensuring
children did not feel under pressure to either participate or get a
correct answer, were novel and were appropriate for a HCI style
evaluation of learning. We do not suggest that these methods suit
all contexts, they were bespoke designed for this evaluation. We
have described some of the challenges that we encountered with
the main aim to improve Small CCI that is HCI work with young
children. In this case study we believe that we delivered ‘minimal
discord and maximal evidence’ [4], whilst also delivering a playful
engaging experience. The contribution of this work is the insights
gathered from working with children and the reflections relating
to the methodology.

Having worked with Lingokids on this project we feel we have
learned skills in navigating a commercially initiated project and
have also learned much about working with this age group and in
preschool contexts. The work was complicated and required lots of
preparation, redesign, and resilience but we believe that engaging
with young children in the evaluation of apps is beneficial to the
companies and the children.

SELECTION AND PARTICIPATION OF
CHILDREN
To recruit children we wrote to, and visited nursery schools and
preschools in the area and engaged with the first two who re-
sponded positively to our request. The managers of those estab-
lishments handled consent sending home to the children’s parents
our consent forms and information sheets as mandated by the Uni-
versity ethics approval which we had gained prior to the study.
Children’s assent was managed as described in the paper and no
personal data was gathered. Children were free to drop out of par-
ticipation if they so wished.
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