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Abstract—In recent years, remote multi-agent human-robot
communication and remote agent telemanipulation have thrived
considerably in line with the rise of autonomy since Tesla‘s
invention of the “distant operator” with a patent (US613809A)
in 1898 for controlling wireless drones remotely. As a result of
taking on more and more tasks that require decision-making
skills, vehicles are becoming more and more automated using
intelligent control systems that are getting better with advanced
sensors and actuators using AI. While the ultimate goal of these
systems is full autonomy, it may take years/decades to make
these systems thoroughly integrated into mixed traffic due to
the varying expectations of stakeholders and their level of trust
in autonomous vehicles (AVs). To expedite this integration and
consequently exploit the benefits of these automated systems, in
all future scenarios of fully autonomous ground or air vehicle net-
works, human intervention is expected to take place in the form
of “human-in-the-loop (HITL)” remote immediate involvement.
In this direction, a scalable agent-based platform was designed
for the telemanipulation of autonomous unmanned aerial vehicles
(A-UAVs) from the perspective of human-multi-robot architecture
by which various HITL telemanipulation schemes can be tested,
evaluated and improved.

Index Terms—Telemanipulation, teleoperation, human-in-the-
loop (HITL), human–vehicle co-activity, autonomous unmanned
aerial systems (UASs), digital twins (DTs).

This report is an independent research funded by The European Regional
Development Fund’s (ERDF) business support programme (Project Number:
19R19P03775). This research was conducted based on the ethical approval of
the University of Central Lancashire (Reference number: SCIENCE 01031).

I. INTRODUCTION

The “everyday things” in our environment have been getting
more intelligent in recent years thanks to CPSs and improved
AI techniques, allowing them to make decisions for themselves
with a growing degree of autonomy with little to no assistance
from humans [1]. The audacious goal is for all vehicles to be
controlled centrally by 2040 [2]. Manipulating autonomous
unmanned aerial vehicles (A-UAVs), i.e. unmanned aerial
systems (UASs), beyond visual line of sight (BVLOS) op-
erations will be an influential subject over the next few years
while autonomous tasks are playing a crucial role in practical
applications such as in [3], [4], [5]. Research and commercial
interest in A-UAVs is growing exponentially in a diverse range
of fields [6], which is driving the development of autonomous
flying robots [7]. Readers are referred to [8], [9] for the
detailed analysis of the classified autonomy levels with UAVs
ranging from fully controlled level to fully autonomous level.
UAVs can perform more complex tasks and function in more
intricate environments with less operator interaction and less
prior knowledge as their level of autonomy rises [10] due to in-
telligent control systems that are getting better with advanced
sensors and actuators using AI. Fully autonomous vehicles
(AVs) in the future are anticipated to involve human interven-
tion in the form of a remote supervisory role [11]. With the use
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Fig. 1: HITL telemanipulation Schemes: “No-control (super-
visory)”, “co-activity (shared)”, “collaboration (joint)”, “full
control (master-slave)”, and “cooperation (all togetherness)”.

of cyber-worlds implanted in the real world, or digital twins
(DTs), we can now teleoperate distant objects thanks to recent
advancements in cyber-physical systems (CPSs) in the aspects
of Automation of Everything (AoE) and Internet of Everything
(IoE) [12]. A-UAVs are expected to be readily integrated into
mixed aerial traffic thanks to location-independent remote real-
time human-in-the-loop (HITL) approaches that use human
telemanipulators (HTMs) in a supervisory role. Real-time
HITL telemanipulation approaches during BVLOS operations
are expected to expedite the elimination of Visual Line-of-
Sight (VLoS) human operators with increased trust in A-UAVs
equipped with their advancing automation-in-the-loop (AITL)
abilities. There are still many limitations with AVs despite
several decades of earlier studies and a renewed focus from
the scientific community and major technology companies,
which is what makes the HITL concept a reasonable remote
involvement in managing AVs [13]. In this regard, remote
involvement of human telemanipulation expertise, just in case,
would increase the confidence of the general public, involving
all stakeholders, in A-UAVs [14].

When the new operator – AI/AITL agent – experiences
an unusual adverse condition that the autonomous capabilities
are unable to handle, HITL telemanipulation, which extends
human sensing and control capabilities, can aid in overcoming
difficult tasks [15]. DTs facilitate the mapping of physical
assets’ dynamic real-time properties into the counterpart cyber-
world in multidimensional space [16]. HTMs can monitor,
communicate with, and modify the states of remote aerial
robotic vehicles appropriately thanks to DTs of aerial traf-
fic [17] by leveraging two analogous remote environments [18]
— the actual AV ecosystem and the cyber-world mirroring
of this ecosystem, i.e. augmented DTs of aerial traffic. A
human telemanipulator (HTM) can be coupled with these DTs
to co-work with A-UAVs. The report in [19] examines the
telemanipulation schemes with A-UAVs whereas the report
in [20] explored the telemanipulation schemes with ground-
based self-driving vehicles (SDVs). In the context of human-
vehicle teamwork, this report elucidates the development of a
telemanipulation platform that enables real-time remote human
involvement with various HITL delay-sensitive telemanipula-
tion schemes with A-UAVs during BVLOS operations. “In-
vehicle teleoperator” and “human telemanipulator” are referred
to as “A-UAV or AITL agent” and “HTM or HITL agent”
respectively in this report. The following section summarises
the telemanipulation schemes with A-UAVs before scrutinising
the developed platform in Section III to be able to understand
the infrastructure and the functions of the platform better.

II. TELEMANIPULATION SCHEMES WITH A-UAVS

A-UAVs operate autonomously and need to receive assis-
tance whenever necessary. Sole human teleoperation without
using local vehicle intelligence is dependent on motor skills,
spatial orientation abilities and perceptual and cognitive ca-
pacities of HTMs to avoid risky adverse conditions, even with
an intact state and situation awareness (SSA) [21]. To this
end, it is important to use the intelligence at the remote site
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Fig. 2: Interface of the co-simulated platform (DTs of aerial traffic). The logic of telemanipulation is illustrated in Fig. 3

Fig. 3: Methodology of hooking and manipulation of A-UAVs through the interface in Fig. 2 using Algorithm 1 with an
immersive device.

and it is advantageous to co-work during the execution of
complex tasks that cannot be handled by autonomy. If A-UAVs
are capable of performing on their own, human intervention
is not needed, allowing human-on-the-loop (HOTL) systems
by which HTMs are not required to monitor the system.
Possible HITL micromanipulation schemes are “No-control
(supervisory)”, “co-activity (shared)”, “collaboration (joint or
traded control)”, “full control (master-slave)”, and “cooper-
ation (all togetherness)” as illustrated in Fig. 1. Readers are
directed to [19] for the comprehensive analysis of the possible
telemanipulation schemes with A-UAVs. These schemes are

summarised as follows:

No-control (supervisory) Scheme (Fig.1 A): This is a
time when AI’s superiority over humans can be demonstrated
empirically to such an extent that human direct operational
inputs could have a negative impact on task performance. The
involvement of HTMs is aimed to be minimised in this scheme.
As a task-specific HITL, the HTM encourages the indecisive
A-UAV to choose between options determined by the HTM
or those determined by the vehicle itself. The HTM assists A-
UAVs by both setting short-range sub-goals/subtasks for the
AITL agent to achieve independently to reach the final goal



and giving A-UAVs a high degree of freedom.
Co-activity (shared-control) Scheme (Fig.1 B): It’s possible

that some tasks cannot be achieved as desired by distributing
subtasks between HTMs and A-UAVs, which may lead to
compromising task performance. A simultaneous synergistic
tighter one-to-one or one-to-many co-activity, i.e. master-
master (i.e. more equal co-worker), needs to be built within
a simultaneous, reciprocal interaction with mutual trust and
shared effort to complete the task satisfactorily. The notion of
”shared autonomy” stems from the combination of human op-
erator inputs and autonomous system computation to generate
the desired robot behaviour [22].

Collaboration (joint or traded control) mode (Fig.1 C): A
series of assigned or distributed fine-granular sub-tasks need to
be performed individually either by the AITL agent or HITL
agent. HTMs do not have complete control over A-UAVs, and
A-UAVs do not have complete control over themselves where
these sub-tasks are traded back and forth between them to en-
able joint problem-solving. Partial control can be mainly used
for tightly coupled coordination between collocated HTMs and
A-UAVs to achieve joint task performance. In the collaborative
scheme, humans and robots converge to exchange ideas and
settle disagreements rather than a superior giving orders to a
subordinate [23].

Full-control (master-slave) mode (Fig.1 D): Complete tasks
may need to be performed by HTMs alone under extreme
conditions in this scheme. HTMs, as leading agents, take over
the control and lead A-UAVs as follower agents. Different
from the collaboration scheme, A-UAVs, piloted remotely by
HTMs, comply with HTMs’ manoeuvres under all conditions.

Cooperation (all togetherness) mode Swarms of A-UAVs
sometimes need to interact with each other to accomplish a
specific task faster than a single A-UAV or to solve difficult
tasks that are beyond a single A-UAV’s capability where each
A-UAV assists in the accomplishment of the desired goal
considering its specific capabilities, e.g. deploying several A-
UAVs for search and rescue missions, each with a distinct
targeted Region of Interest (RoI), or transporting a hefty
payload.

III. MODULES, TECHNIQUES, & INTERFACE

The interface of the platform developed in this study was
designed to be as simple as possible by avoiding overwhelming
HTMs with unnecessary information. The interface of the
developed platform is depicted in Fig. 2. The SSA of aerial
traffic is constantly generated using the global SSA strategy
implemented by the DACM system in the DTs of aerial
traffic using electronic conspicuity (EC) as explained in our
previous work inin [24]. Telepresence of HTMs within aerial
traffic is provided by the platform. The primary interface
elements are i) DTs of aerial traffic, ii) the immersive device
that is coupled between HTMs and A-UAVs within DTs, iii)
the interactive interface control elements, and iv) informative
elements. Either the HITL agent or AITL agent determines
the intervention mode and transitions between these modes as
outlined in [20]. Either with a button click on the immersive

device or with a selection from the interactive interface con-
trol elements, the HTM can switch between the interaction
states (i.e. HOTL and HITL) and the telemanipulation modes,
namely, no-control (supervisory), co-activity (shared-control),
collaboration (joint-control), full-control (master-slave), and
cooperation (all togetherness) (Fig. 1). The infrastructure of
the platform provides an improved easy-to-use graphical user
interface (GUI) for manipulating A-UAVs in the specified
aerial zone using an immersive device leading to fine gran-
ular force, direction, and amplitude. Additionally, it provides
HTMs with effective perception capabilities which allow
HTMs to focus on the particular sections of the interface with
which they are supposed to interact. For instance, the colour
of an A-UAV’s heading line turns black when that UAV is
suggested to the HTM to be hooked and manipulated during a
collision risk. The circles of probable and imminent collision
risk zones turn black to show that the A-UAV is hooked by
the HTM for manipulation. The manipulation of different types
of A-UAVs requires particular control parameters representing
the particular features of A-UAVs. The HTM can manipulate
the speed, altitude, and heading of A-UAVs considering the
other aerial vehicles in the environment both to avoid instant
collisions and not to cause new collision risks with the
generated manoeuvres as illustrated in Fig. 3 E.1. Commands
generated through the immersive device with 6DoF (Degree
of Freedom) such as a joystick or a force-sensitive mouse
(e.g. WING (https://www.worthingtonsharpe.com/wing)) are
transformed to the hooked A-UAVs using the off-the-shelf
drone controlling systems such as UgCS, DJI (Fig. 3 E.2.)
as elaborated in our previous research in [11]. The mapping
of the values acquired from the immersive device to drone
manoeuvres is shown in Algorithm 1. This mapping actuates
the hooked A-UAVs appropriately as illustrated in Fig. 3 E.1.
The HTM can choose the proper intervention mode within
the interface and can translate the inputs of the immersive
device into a particular transfer function that manipulates A-
UAVs accordingly. HTMs are immersed with A-UAVs through
force/torque applied or released to the rotational orientations
– roll (Φ), pitch (Θ) and yaw (Ψ) channels).

HTMs may need to intervene in the current actions of
A-UAVs for better task performance or to avoid hazards.
The flights that indicate a collision risk are highlighted in
the interface and the system turns into HITL state from
HOTL state. A HTM can hook one of these flights using the
immersive device to manipulate its actions. The interface may
suggest a specific A-UAV be hooked and manipulated during
a collision risk by turning its heading line black (Fig. 2). More
specifically, the system can recommend a specific A-UAV to
be hooked if there is a collision risk between that A-UAV and
Manned Aerial Vehicles (MAVs) where there is no possibility
to hook MAVs. Similarly, fixed-wing drones are recommended
by the system against rotary-wing drones while the battery
constraint feature of rotary-wing drones is evident. In the
same manner, the fixed-wing drone with a stronger battery
level is advised against the other fixed-wing drone with less
battery level whereas rotary-wing drones with stronger battery



Data: System input: ΨPmax & ΨPmin & ΨSmax & ΨSmin &
ΦPmax & ΦPmin & ΦPmax & ΦPmin & ΘFmax & ΘFmin

& ΘBmax & ΘBmin

Data: Instant input: RoI .flights.Data
Result: DH .Ψ & DH .Φ & DH .Θ & DH .heading & DH .speed & DH .alt
=> Create the hooked drone for manipulation & initialise variables;
HookedDrone DH = new HookedDrone(); DH = meD;
Φprev = 0; Θprev= 0; Ψprev = 0;DH .Φ = 0; DH .Θ = 0; DH .Ψ = 0;
while hooked do

=> Inputs from WING;
if ((Ws == ”RotationZ”)&&((DH .Ψ > −π)||(DH .Ψ < π)))

then
=> Assign the WING value to Yaw (Ψ);
Ψcur = Wval;
if (((Ψcur < ΨPmax)&&(Ψcur < Ψprev))||(Ψcur ==
ΨPmin)) then

=> Heading to left of the curret navigation direction;
DH .heading = DH .heading - DH .property(ΨDiffDeg);
DH .Ψ = DH .Ψ - DH .property(ΨDiffDeg);

else if (((Ψcur > ΨPmin)&&(Ψcur >
Ψprev))||(Ψcur == ΨPmax)) then

=> Heading to right of the curret navigation direction;
DH .heading = DH .heading + DH .property(ΨDiffDeg);
DH .Ψ = DH .Ψ + DH .property(ΨDiffDeg);

else
=> Continue to last specified navigation direction;

end
navigateDH (DH .Ψ, DH .Φ, DH .Θ, DH .heading, DH .speed,
DH .alt);

Ψprev = Ψcur ;
else if ((Ws == ”X”)&&((Wval < ΦSmax)||(Wval >
ΦPmin))&&((DH .Φ > −π/2)||(DH .Φ < π/2))) then

=> Assign the WING value to Roll (Φ);
Ψcur = Wval;
if (((Φcur < ΦSmax)&&(Φcur < Φprev))||(Φcur ==
ΦSmin)) then

=> Roll starboard: Heading to left of current navigation
direction with increasing speed;

DH .heading = DH .heading - DH .property(ΦDiffDeg);
DH .speed = DH .speed + DH .property(ΦDiffDeg);
DH .Φ = DH .Φ - DH .property(ΦDiffDeg);

else if (((Φcur > ΦPmin)&&(Φcur > Φprev))||(Φcur ==
ΦPmax)) then

=> Roll port: Heading to right of current navigation direction
with increasing speed;

DH .heading = DH .heading + DH .property(headDiff);
DH .speed = DH .speed + DH .property(speedDiff);
DH .Φ = DH .Φ + DH .property(ΦDiffDeg);

else
=> Continue to last specified navigation direction;

end
navigateDH (DH .Ψ, DH .Φ, DH .Θ, DH .heading, DH .speed,
DH .alt);

Φprev = Φcur ;
else if ((Ws == ”Y ”)&&((Wval < ΘFmax)||(Wval >
ΘBmin))&&((DH .Θ > −π/2)||(DH .Θ < π/2))) then

=> Assign the WING value to pitch (Θ);
Ψcur = Wval;
if (((Θcur < ΘFmax)&&(Θcur < Θprev))||(Θcur ==
ΘFmin)) then

=> Pitch forward: Reduce altitude;
DH .alt = DH .alt - DH .property(altDiff);
DH .speed = DH .speed - DH .property(speedDiff);
DH .Θ = DH .Θ - DH .property(ΘDiffDeg);

else if (((Θcur > ΘBmin)&&(Θcur >
Θprev))||(Θcur == ΘBmax)) then

=> Pitch backward: Increase altitude;
DH .alt = DH .alt + DH .property(altDiff);
DH .speed = DH .speed - DH .property(speedDiff);
DH .Θ = DH .Θ + DH .property(ΘDiffDeg);

else
=> Continue to last specified navigation direction;

end
navigateDH (DH .Ψ, DH .Φ, DH .Θ, DH .heading, DH .speed,
DH .alt); Θprev = Θcur ;

else
=> Return to original trajectory after released from hooking;
hooked = ”false”;
ReturnToOriginalTrajectory();

end
end

Algorithm 1: Manipulation of A-UAVs using the immer-
sive device, WING (Fig. 3 E.1).

levels are proposed against other rotary-wing drones with less
battery levels. Moreover, drones with the air-based mission
against drones with the ground-based mission are selected by
the system for hooking where drones with air-based missions
are not required to turn to their leaving point at the original
trajectory. Likewise, the slower drone can be recommended
against the faster one while the manoeuvring may be eas-
ier with the slower drone. The circles of the probable and
imminent collision risk zones turn black to denote that the
A-UAV is hooked by the HTM for manipulation. The HTM
can hook and manipulate multiple A-UAVs simultaneously.
While an A-UAV is implementing the last command in the
hooked state, e.g. heading to a new direction with a new
altitude, the HTM can hook other A-UAVs to manipulate their
actions. The actuation per A-UAV is performed using one of
the intervention modes (Fig.1). The liberated A-UAVs from
the hooking state return to their original trajectory using the
shortest path to implement their pre-planned missions.

The discrete microstructure values of 6DoF
(x, v, z,Ψ,Θ,Φ), corresponding to the geospatial orthogonal
axes (i.e. three state variables – translational coordinates
(x, v, z) and rotational coordinates (Ψ,Θ,Φ), are mapped to
the manoeuvrers of A-UAVs. The translational coordinates
are very much dependent on the angular coordinates in
our model as formulated in Algorithm 1. Taking this into
consideration, the maximum manoeuvrability of the A-
UAVs is determined according to the yaw, pitch and roll
orientation as (−π ⩽ Ψ ⩽ π), (−π/2 ⩽ Θ ⩽ π/2), and
(−π/2 ⩽ Φ ⩽ π/2). The A-UAV changes its trajectory as
the HTM applies the desired force on the immersive device.
The A-UAV follows the latest action taken by the HTM
if the HTM releases the force completely. In other words,
the A-UAV follows the heading with specified altitude and
velocity directed by the HTM even though the immersive
device leaves the drone for manipulating other A-UAVs
for the sake of simplicity assuming that the HTM is not
required to hold the immersive device for same actions
at a specific trajectory for a specific drone. In this way,
multiple A-UAVs can be hooked simultaneously. The A-UAV
follows similar actions continuously where the HTM applies
the maximum allowed force on the device. For instance,
the heading can change to the left or right of the original
direction by 15◦, which results in a circular trajectory. The
relationship between the inputs and outputs is managed by
mapping interactions’ inputs to desired outcomes concerning
the particular manoeuvrability capabilities of each A-UAV.
The number of actions in the specified direction (i.e. roll (Φ),
pitch (Θ) and yaw (Ψ)) executed by an A-UAV leading to the
change of rotation angles of the X, Y, and Z axis is dependent
on the DoF, the number of sequences executed by the HTM
and their values and timestamps. The hooked drone has to
co-work with the HTM by following the actions directed
by the HTM to increase its task performance and avoid
hazardous situations. Readers are referred to the 7-minute
recorded videos, namely, “01 No-intervention-no-CA.wmv”,
and “02 No-intervention-with-CA.wmv” in [25] to observe



merits of the platform. A specific drone can be released from
hooking when the specific button of the immersive device
is clicked at a point near the A-UAV. The circles denoting
probable and imminent collision risks and the heading line
turn into their original colour from black (Fig. 2) after the
A-UAV is liberated to indicate that they are performing their
tasks independently with AITL agent themselves. A-UAVs
orient themselves in Euclidean space by means of the
preplanned trajectory after being released from the hooking
considering their physical manoeuvring features and the
instant SSA environmental inputs.

IV. DISCUSSION AND CONCLUSION

The use of A-UAVs in the non-segregated UTM+ATM
aerospace requires integrated platforms for collective move-
ment to accomplish missions efficiently and safely. These
platforms can provide the desired cohesion to maintain multi-
DoF aerial vehicles with an acceptable distance in between.
Any unexpected event can be encountered during the au-
tonomous implementation of multiple UAV missions organised
by various entities where each mission cannot be considered in
isolation as they are using the same aerospace. In this regard,
this research aims to develop an integrated collective approach
to make HITL and AITL agents co-work in tackling uncertain-
ties and efficient implementation of autonomous tasks. The
developed approach enables the global operation of A-UAVs
BVLOS using a global state and situation awareness (SSA)
tracking system. BVLOS real-time HITL telemanipulation
approaches are expected to expedite the elimination of Visual
Line-of-Sight (VLoS) human operators with increased trust in
A-UAVs.

Utilizing the principles of biological brains and human
cognition for learning, recent groundbreaking developments
in cognitive science have propelled artificial intelligence (AI).
Specifically, Deep Reinforcement Learning (DRL), which
leverages the self-learning properties of RL and the poten-
tial generalization capabilities of data-hungry Deep Neural
Networks (DNN), has been developed and applied across
multiple domains [26]. The near future will show whether
DRL equipped with Federated Learning (FL) [27] can emulate
human cognition to the extent necessary to enable A-UAVs to
perform tasks at human and even higher levels.
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