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A B S T R A C T   

Ubiquitination is an essential post-translational modification mechanism involving the ubiquitin 
protein’s bonding to a substrate protein. It is crucial in a variety of physiological activities 
including cell survival and differentiation, and innate and adaptive immunity. Any alteration in 
the ubiquitin system leads to the development of various human diseases. Numerous researches 
show the highly reversibility and dynamic of ubiquitin system, making the experimental identi-
fication quite difficult. To solve this issue, this article develops a model using a machine learning 
approach, tending to improve the ubiquitin protein prediction precisely. We deeply investigate 
the ubiquitination data that is proceed through different features extraction methods, followed by 
the classification. The evaluation and assessment are conducted considering Jackknife tests and 
10-fold cross-validation. The proposed method demonstrated the remarkable performance in 
terms of 100 %, 99.88 %, and 99.84 % accuracy on Dataset-I, Dataset-II, and Dataset-III, 
respectively. Using Jackknife test, the method achieves 100 %, 99.91 %, and 99.99 % for 
Dataset-I, Dataset-II and Dataset-III, respectively. This analysis concludes that the proposed 
method outperformed the state-of-the-arts to identify the ubiquitination sites and helpful in the 
development of current clinical therapies. The source code and datasets will be made available at 
Github.   

1. Introduction 

Protein synthesis takes place during the ’translation’ process. Protein post-translational modification (PTM), one of the final phases 
of protein biosynthesis, relates to the irreversible as well as reversible chemical modifications which proteins may experience after 
translation. It involves in a broad range of physiological and pathological processes inside a cell [1]. It controls a variety of processes, 
including influencing the protein folding efficiency, activation and deactivation of catalytic activities of protein and directing it to the 
different cellular compartment [2]. Disruption in PTMs can lead to the dysfunction of vital biological processes and results in various 
diseases. Thus, to identify and treat those diseases at their early stage, the identification of PTMs sites plays a key role. There are around 
200 distinct forms of PTMs that impact several areas of cellular activities [3]. Some of them are sulfation [4], acetylation [5], 
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methylation [6], glycosylation [7], S-Nitrosylation [8] and ubiquitination [9]. 
Ubiquitin is a small regulatory protein, found in almost all eukaryotic organisms which contain 76 amino acid proteins. The 

thousand numbers of ubiquitin are attached to the targeted protein simultaneously during their life. This process is known as ubiq-
uitination [10,11]. Ubiquitin is a small regulatory protein that can bind to other proteins through a process called ubiquitination. These 
modifications usually indicate degradation of the target protein by the proteasome or regulate its activity, localization, or interaction 
with other proteins. Therefore, in ubiquitin protein likely refers to a protein that has undergone ubiquitination, rather than a protein 
that catalyzes ubiquitination. Ubiquitination plays a critical role in many cellular activities such as protein localization, determining 
amount of protein in the membrane, trafficking, and the regulation of physiological functions of membrane proteins [12]. According to 
many studies, it is also involved in the shedding of membrane and as well as associated proteins as extracellular vesicles that affect not 
only the amount of certain membrane proteins on the cell surface, but also their potential transport to neighboring cells. Additionally, 
several diseases such as muscular dystrophy, metabolic syndrome, nervous system disorders and cancer are several disease which can 
occur due to any kind of abnormality in ubiquitination process [13]. The multistep process of ubiquitination comprises the ubiquitin 
activation by E1 enzymes, and to conjugate it to E2 enzymes, and the ligation of ubiquitin to the substrate protein by E3 enzymes. Each 
of these enzyme categories contributes significantly to ubiquitination and the labeling of proteins for the proteasome, which are 
discussed below. 

Before connecting itself to the active part of the cytisine site, it is crucial to activate the ubiquitin with the help of E1 enzyme. 
Activation of ubiquitin by E1 enzymes, facilitated by adenosine triphosphate (ATP), precedes its conjugation by E2 enzymes, which 
transfer ubiquitin to the active site cysteine. E3 ligases then recognize and bind target proteins, marking them with ubiquitin molecules 
through isopeptide bond formation. These ubiquitinated proteins are then subjected to degradation in the proteasome Activation of 
ubiquitin by E1 enzymes, facilitated by adenosine triphosphate (ATP), precedes its conjugation by E2 enzymes, which transfer 
ubiquitin to the active site cysteine. E3 ligases then recognize and bind target proteins, marking them with ubiquitin molecules through 
isopeptide bond formation. These ubiquitinated proteins are then subjected to degradation in the proteasome [13]. The attachment of 
the ubiquitin molecule to the cytisine site and production of the intermediate ubiquitin-adenylate can be done with the help of 
adenosine triphosphate (ATP). The ubiquitin-conjugating enzyme (E2) then fulfills its function to join the two molecules by moving the 
ubiquitin from E1 to the active cysteine site. Due to the E2 enzyme’s unique shape, it may bind to both the ubiquitin and E1 molecules 
and enable this process to take place. Ubiquitin is then transferred from E1 to the active cysteine site by the ubiquitin-conjugating 
enzyme (E2), which then performs the function of combining the two molecules. Due to the unique shape of the E2 enzyme, it may 
bind to both the E1 and ubiquitin molecules and enable this process to take place. Finally, the target protein must be recognized and 
bound by the ubiquitin protein ligase (E3) in order to mark it with the tiny ubiquitin molecule. The last amino acid, glycine 76, of the 
ubiquitin molecule forms an iso-peptide bond with a lysine on the target protein to accomplish this. The protein is then marked for 
degradation in the proteasome by forming a short chain containing many ubiquitin molecules by further enzymatic activity. The 
process of ubiquitination is illustrated in Fig. 1 [11] 

The later of the work can be ordered as follows: Section 2 sheds light the literature review while Section 3 focuses on the proposed 
method. The experimental results and comparative analysis are provided in Section 4 and Section 5. Section 6 concludes the overall 
works. 

Fig. 1. Ubiquitination involving the sequential action of enzymes to attach ubiquitin to a target protein, signaling various cellular outcomes such as 
degradation or altered activity 
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2. Literature review 

Ubiquitination involved in many biological mechanisms, it is essential to locate them to understand its molecular mechanism and to 
make it beneficial for researchers [14]. Traditional approaches including the mass spectrometry [15] and the site-directed mutagenesis 
[16] are utilized to identify these locations. However, due to rapid changes in the ubiquitination process, these methods are less 
accurate and time consuming [17]. 

Many researchers have made significant progress in this area [18]. C. W. Tung and S. Y. Ho [19] created a UbiPred model that uses 
physicochemical property mining technique (IPMA) and Support Vector Machine for classification. Radivojac developed the UbPred 
model, by integrating the physicochemical features of amino acid components and employed 586 sequences attributes as an input 
factor [20]. Lee et al. [21] designed a model, by using a kernel named efficient radial basis function (RBF) for the predictions of 
ubiquitination sites. Next, Cai et al. [22] utilized the KNN technique to predict ubiquitination sites and obtained higher MMC than 
UbiPred and UbPred. Similarly, Chen et al. [23]created a model CKSAAP and utilized Support Vector Machine as a classification 
algorithm to predict Ubiquitination sites in yeast. Additionally, hCKSAAP_UbSite is another ubiquitination prediction algorithm with a 
0.770 accuracy. Wang et al. [24] created the evolutionary screening algorithm (ESA) to retrieve physicochemical parameters from 
protein sequences. Working with SVM technique. A Deep Ubi is a model developed by Fu et al. [25] which is used to predict Lysine 
ubiquitination. 

There exists several methods which are used for the ubiquitination prediction purpose. Nguyen et al. [26,27] analyzed protein 
sequence extraction techniques such as amino acid composition (AAC), amino acid pair composition (AAPC), support vector machine 
(SVM), and 10-fold cross-validation. The PseAAC was combined with the LASSO as a feature extractor, and three datasets were utilized 
for training and testing. Many attempts have been made to construct ubiquitination prediction model using various machine learning 
approaches. However, they are ineffective in terms of performance [19,28–30]. Addressing the challenges posed by the reversibility 
and dynamic nature of ubiquitin systems, the model employed statistical moment feature extraction on three diverse datasets. This 
emphasis on capturing the dynamic aspects of ubiquitination enhances the model’s robustness, making it adept at identifying crucial 
sites involved in cell survival, differentiation, and immune responses. The proposed Random Forest-based machine learning model 
achieves an outstanding accuracy, with a perfect 100 % in 10-fold cross-validation [31], for Dataset-I, and high rates of 99.88 % and 
99.84 % for Dataset-II and Dataset-III, respectively. These results signify a significant leap forward in accurately predicting ubiquitin 
protein sites, surpassing existing models. The model’s reliability is confirmed through stringent testing, including 10-fold 
cross-validation and Jackknife tests [32]. Attaining 100 % accuracy in 10-fold cross-validation for Dataset-I and high rates in Jack-
knife tests (99.91 % for Dataset-II, 99.99 % for Dataset-III) underscores its robustness. The application of these rigorous testing 
protocols demonstrates it as a superior technique for ubiquitination site identification compared to prior models. 

3. Proposed method 

This section focuses on the following steps that are: dataset collection from UniPROT, followed by features extraction of protein 
sequences or conversion of biological protein sequences into mathematical form and then modeling the extracted dataset for training 
and classification. Finally, the results evaluation is performed. The proposed method is overviewed in the Fig. 2. 

Fig. 2. Overview of the framework of the Proposed Ubiquitination Prediction Method.  
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3.1. Data acquisition 

In machine learning model, the first step is data collection. It is crucial to gather reliable dataset so that the algorithm used for 
machine learning can identify the appropriate decision for ubiquitination sites. The precision of the model depends on the quality of 
the dataset we use [33]. The Ubiquitination dataset, developed by Cai and Jiang for BMC Bioinformatics (2016), can be retrieved 
through the UniProt database [34]. The three sets of data obtained for the training and testing purpose are given in Table 1. 

3.2. Features analysis 

For developing machine learning model, researcher uses biological data. Expressing biological data into vector or discrete form 
without losing its feature and sequence information is a challenging task. Machine learning uses the vector dataset for prediction. To 
extract feature from the biological sequences, researcher have developed feature extraction methods such Amino Acid Composition 
(AAC), the Pseudo Amino Acid Composition (PseAAC). These methods are useful for the numerical conversion of sequences into 
discrete form. In this proposed study, for the statistical description of samples in the benchmark dataset, statistical moment method is 
adapted. This method is extensively used for the purpose of feature extraction. In this proposed study, we consider Raw, Hahn and 
central moments for feature extraction which is further discussed below [35,36]. 

3.2.1. Feature extraction using statistical moment 
Statistical moment is widely used for the purpose of extracting features from the protein sequences and to convert them from the 

biological sequences to numerical form. For the purpose Raw, Hahn and central moment are considered in our proposed study. The 
function and nature of protein is dependent on the amino acid composition of a particular protein, so it is important that extraction of 
features should be location variant [3]. As the Raw moment is location variant, which calculates variance, mean and probability 
distribution of samples in the dataset [37,38]. All of these parameters are computed using central moments as well, although they are 
location invariant but scale variable as the computations are based on centroid [39]. Hahn polynomials are both scale and location 
variants, so these are also calculated for each samples of datasets [40]. Here, we calculated a two-dimensional n*n matrix using the 
protein sequence Ῥ as expressed: 

Ῥ={c1, c2… cj} (1)  

In the above equation, ci represent the ith amino acid residue component having j residues. 

ἠ= ⌈
̅̅
j

√
⌉ (2)  

Ƿ=

⎡

⎢
⎢
⎢
⎢
⎣

Ϸ11 , Ϸ12 , … Ϸ1n

Ϸ21 , Ϸ22 , … Ϸ2n

⋮ ⋮ ⋱ ⋮
⋮ ⋮ ⋱ ⋮

Ϸn1 , Ϸn2 , ⋯ Ϸnn

⎤

⎥
⎥
⎥
⎥
⎦

(3) 

The above two dimensional matrix is generated by using mapping function ω and turned Ῥ into Ƿ , here Ῥ represents the main 
structure of the protein initially used. 

ω (άm)=Ϸij (4) 

Further, the raw moment up to 3◦ is calculated by the contents of the 2D matrix Ƿ as presented below 

RMij =
∑n

p=1

∑n

q=1
piqj Ϸpq (5) 

The order of moment is presented by i and j i.e i + j should be ≤ 3; 3◦ moment is calculated from the areas as RM00, RM01, RM10, R 
M11, RM20, RM21, RM30 and RM31. 

The center point from which data emerges in all directions is termed as center of gravity, therefore determining the centroid 
moment once the raw moment has been obtained is relatively easy. It is given as a point k, l as defined: 

k=RM10/RM00 and l = RM01/RM00 (6) 

A central moment’s value is calculated using the centroid. It may be calculated mathematically using the following relationship: 

∁ij =
∑n

p=1

∑n

q=1
(p − k)i

(q − l )j ϐpq (7)  

In addition, the Hahn polynomial order of n is calculated. 
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Hy,z
i (r,M)= (M + V − 1)i(M − 1)i ×

∑i

j=0
(− 1)j(− i)j(− r)j(2M + y + z − i − 1)j

(M + z − 1)j(M − 1)j

1
j!

(8) 

The pochhammer symbol in the above equation may be written as: 

(ɓ)j =ɓ.(ɓ+1)⋯(ɓ+ j − 1) (9)  

And the Gamma operator is used to simplify it. 

(ɓ)j =
Γ(ɓ + j)

Γ(ɓ)
(10) 

The weighting function and square norm are used to scale the raw values of Hahn moments: 

Hy,z
i (r,M)=

(

Hy,z
i (r,M)

̅̅̅̅̅̅̅̅̅
p(r)
d2

i

√

,n=0,1,⋯,M − 1 (11) 

Meanwhile; 

p(r)=
Γ(y + r + z)(y + r + 1)(y + z + r + 1)M

(y + z + 2r + 1)n!(M − r − 1)!
(12) 

For 2-dimensional discrete data, the Hahn moment is calculated using the following equation. 

hij =
∑N− 1

q=0

∑N− 1

p=0
ϐijHy,z

i (q,M)hũ,v
j (p,M),m,n = 0,1,⋯M − 1 (13) 

The raw, central, and Hahn moments are computed for each main sequence up to order 3 and a 2-dimensional matrix is formed. 

3.2.2. Position relative incidence matrix (PRIM) calculation 
It is crucial to measure the relative position of a certain protein sequence, because the primary structure of protein play pivotal role 

to identify the main characteristics of the protein [41]. It is necessary to quantize the primary sequence of protein in mathematical 
form to determine the main characteristics. Thus, the PRIM is calculated for the purpose to generate a 20x20 matrix which denotes the 
information related to their relative position of the ubiquitination sequences for all the samples of datasets. 

€PRIM=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

e1→1, e1→2,… e1→j,… e1→20
e2→1, e2→2,… e2→j,… e2→20

⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮

ei→1, ei→2,… ei→j,… ei→20
⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮

en→1, en→2,… en→j,… en→20

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(14)  

Where each element ei→j holds the sum of jth residues with respect to the first occurrence of ith residue. For the above matrix 400 
coefficients are generated and further statistical moments are calculated to reduce its dimension up to 30 coefficients. 

3.2.3. Frequency matrix calculations 
The number of amino acids in the ubiquitination sequences determines its frequencies. To precisely determine the frequency matrix 

the given mathematical equation is calculated: 

а= ɣ1, ɣ2, ɣ3,…………ɣ20 (16)  

In the above mentioned equation, ɣn represents frequency of occurrence of nth residue. Frequency matrix is calculated to extract 
compositional information of the sequence. 

3.2.4. Accumulative absolute position incidence vector (AAPIV) calculation 
After obtaining the compositional information by calculating the frequency, the hidden features related the relative positions of the 

residues must be calculated, thus a cumulative absolute impact vector of position (AAPIV) of length 20 elements is computed. The sum 
of all ordinal values for each native amino acid in the original sequence is represented by AAPIV. The following formula is used to 
calculate AAPIV: 

Ќ=ѿ1,ѿ2,ѿ3,………ѿ20 (17) 

From this, an arbitrary jth element of AAPIV is computed as: 
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ɰj =
∑n

k=1

ƿk (18)  

3.3. Ubiquitination prediction 

The random forest algorithm is a versatile technique used for both classification and regression tasks in machine learning. It works 
by building multiple decision trees using repeated random sampling called bootstrapping and then combining the results using a 
method called batch or ensemble learning. This approach uses the power of data collection to outperform individual decision trees and 
exhibits robustness to overfitting, a common problem, especially in situations characterized by small data sets or noise. This is from a 
high level. Random forests offer several advantages over independent decision trees, including robustness to outliers and noise, better 
generalization capabilities, and higher prediction accuracy. Random forest also provide mechanisms for handling missing data and 
dealing with class imbalance in datasets, making them suitable for real-world applications with heterogeneous and complex data 
characteristics. Thus, the random forest approach is a powerful and reliable framework for predictive modeling that shows good 
performance and versatility in various domains, including the proposed ubiquitous classification program. 

The approach of using random forest is applied for both classification and regression. This method generates many decision trees by 
repeating the random sampling (bootstrapping) of predictors and then aggregating the results in a bagging (bootstrap aggregating) or 
ensemble learning method. The random forest approach beats a single decision tree because it leverages data aggregations, and it is 
resistant to over fitting. Over fitting may be a concern if the dataset is too small or includes too much noise. The random forest 
methodology also provides ways for dealing with missing data and balancing faults in datasets with unbalanced classes. In short, 
random forest models are more accurate and generalizable than standard decision trees. The proposed method also used random forest 
for the classification of ubiquitination. 

4. Results and discussion 

After classification, the most important step is to evaluate the performance of the machine learning model. For this, various 
evaluation tests are carried out, as well as the number of matrices. 

4.1. Evaluation Metrics 

The assessments of Machine learning models are done using a variety of ways. Accuracy, sensitivity, specificity, and MCC are some 
model evaluation matrices which are used for the purpose to check the model’s stability [42–44]. Mathematical expressions used to 
represent these matrixes are defined as: 

Sen=1 −
A+

−

A+ 0 ≤ Sen ≤ 1 (19)  

Sp=1 −
A−

+

A−

0 ≤ Sp ≤ 1 (20)  

Accuracy=1 −
A+

− + A−
+

A+ + A− 0 ≤ Accuracy ≤ 1 (21)  

MCC=

(

1 −
A+
− +A−

+

A++A−

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(

1 +
A−
++A+

−

A+

)(

1 −
A+
− +A−

+

A−

)√ 1≤ Sn ≤ 1 (22)  

A− represents the negative samples correctly predicted and the A−
+ are the negative samples that the model mistakenly predicted as 

positive. Similarly, A+ represents positive predicted dataset and A+
− shows positive samples which the model predicted as negative. The 

formulae shown above are used to calculate accuracy, sensitivity, specificity and MCC, Here the sensitivity will be considered as zero 
when A+

− = 0 it means all the positive samples present in the dataset are predicted positive. By A+
− = A+ , we consider the sensitivity as 

zero and conclude that the positive dataset is incorrectly predicted as negative samples. Furthermore, A+ = 0 represents the specificity 
value as zero; it means the all negative samples are accurately predicted. Similarly, A−

+ = A− , the specificity vale is considered as zero 
when all the negative samples are inaccurately predicted as positive. Moreover, A+

− = A−
+, represents that the Accuracy and Mathew’s 

correlation coefficient (MMC) values will be 1 if all the ubiquitination and non-ubiquitination are correctly predicted; The terms A+
− =

A+ and A−
+ = A− , shows that all the negative samples are inaccurately predicted as positive and positive samples are predicted as 

negative and here both MMC and accuracy values will be zero. All these measurement matrices are used to test and evaluate the model 
with different approaches. 

Various feature extraction methods are used including statistical moment analysis, position relative incidence matrix (PRIM) 
calculation, frequency matrix calculation, and overall absolute position incidence vector (AAPIV) calculation. These methods were 
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chosen to capture different aspects of the protein sequence associated with ubiquitylation prediction. We performed a feature 
importance analysis. Our analysis revealed that some features obtained in PRIM and frequency matrix calculations play an important 
role in distinguishing between ubiquitous and non-ubiquitous sites. These features capture the key structural and conformational 
features of protein sequences that characterize ubiquitylation. Statistical moments analysis allows us to measure the distribution and 
variability of amino acid residues in protein sequences, providing valuable insight into their structural and conformational properties. 
PRIM calculations enable quantification of the relative positions of amino acid residues, which is essential for identifying key structural 
motifs bound to each site. Frequency matrix calculations yield conformational information of protein sequences, highlighting amino 
acid preferences and biases at specific sites. Finally, AAPIV calculations provide insight into the cumulative effect of amino acid 
positions on the overall prediction of each locus. 

By taking advantage of these diverse feature extraction methods, our approach goes beyond traditional PSSM-based methods to 
obtain a more comprehensive representation of protein sequence information. This allows us to effectively discriminate between 
ubiquitous and non-ubiquitous spaces with high accuracy and robustness. 

4.2. Testing methods 

In machine learning evaluation techniques plays significant role for the estimation of machine learning model’s performance. To 
check the robustness, reproducibility and interpretability of the proposed method many testing methods are used which are discussed 
below. 

4.2.1. Jackknife testing 
One of the cross validation techniques is Jackknife testing techniques which is based on resampling. The method perform well for 

the variances and bias [45]. If there are N numbers of samples in a dataset, then the predictor is trained on N-1 numbers of dataset and 
testing is done on the remaining one dataset Thus the method is also called leave-one-out cross validation. The process is repeated N 
times and the predicted labels are noted for iteration. Eventually, all the predicted values are collected and their average represents the 
overall accuracy results [36]. The Ubi-Pred-RF predictor yields remarkable results while evaluated using jackknife testing and the 
accuracy values are is 100 %, 99.91 %, and 99.91 for the Dataset-I, Dataset-II, and Dataset-III respectively (see Table 2). 

4.2.2. K-fold cross-validation method 
K-fold cross-validation is one of the statistical methods which are mainly used for the estimation of machine learning models. Here 

the parameter k refers to the number of groups that the given data sample is split into. This method is simple to implement, and it is 
performs less biased evaluation, this feature makes it popular [36–46]. In the proposed method, cross validation performed on the 
following steps. Firstly, all the datasets i.e Dataset-I, Dataset-II and Dataset III are shuffled and split into 10 numbers of subsamples. In 
the first iteration, the first subset is used as a test set and the remaining subsamples are used for the training of the machine learning 
model. In the second iteration the second subset is used as test set while the remaining as training set. This is performed for all the 10 
iteration and at the last the overall accuracy is obtained by averaging the output acquired by all the iteration. By 10-fold cross vali-
dation our proposed method performed remarkable results for the three datasets that are presented in Table 2. 

5. Comparative analysis 

The results of Ubi-Pred-RF are compared with previously developed methods using the same benchmark datasets and are reported 
in Table 3. UbiSitePred [47][48] and Cai et al. [34] uses various machine learning approaches for the ubiquitination sites prediction. 
Along with that, other ubiquitination prediction models are also compared as illustrated in Table .3. It can be observed by Table 3 that 
the proposed method Ubi-Pred-RF performs efficiently for all the parameters among all the other methods which clarify the superiority 
of the model among the existing one. 

Additionally, comparison with previously developed methods using the same benchmark dataset provides valuable insight into the 
performance of Ubi-Pred-RF compared to existing methods. The method proposed by UbiSitePred [47,48] and Cai et al. [34] provide a 
variety of comparative methods using different machine learning techniques to predict ubiquitous sites. By benchmarking Ubi-Pred-RF 
against these established methods, we can evaluate its efficiency and robustness across different prediction frameworks. Additionally, 
comparison with additional ubiquitous prediction models presented in Table 3 further strengthens the performance evaluation of 
Ubi-Pred-RF. By considering various existing methods based on different algorithmic approaches and feature sets, we obtain a 
comprehensive understanding of the relative performance and superiority of Ubi-Pred-RF. The results show that Ubi-Pred-RF 
consistently outperforms other methods across a variety of evaluation parameters, reaffirming its efficiency and superiority for 
ubiquitous site prediction. This highlights the importance of our proposed approach and its potential impact on the advancement of the 

Table 1 
Curated datasets for Ubiquitination.  

Dataset Type Dataset-I [23] Dataset-II [19] Dataset-III [22] 

Ubiquitination 150 3419 6118 
Non Ubiquitination 
Total 300 6838 12,236  
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field of ubiquitous forecasting. Through rigorous benchmarking and comparison with existing methods, our study provides strong 
evidence for the outstanding performance of Ubi-Pred-RF and highlights its potential as a valuable tool in bioinformatics research and 
biomedical applications. 

6. Conclusions 

In this study for the accurate prediction of ubiquitination prediction three datasets are utilized. Ubiquitination sequences are 
converted into discrete form using statistical moment is used and further the model is developed using machine learning algorithm that 
are Random Forest and SVM. Different evaluation techniques such as 10-fold Cross Validation and Jackknife testing are used. The 
proposed Random Forest-based machine learning model achieve an outstanding accuracy, with a perfect 100 % in 10-fold cross- 
validation, for Dataset-I, and high rates of 99.88 % and 99.84 % for Dataset-II and Dataset-III, respectively and for Jackknife tests 
(99.91 % for Dataset-II, 99.99 % for Dataset-III). Our results and findings demonstrate the effectiveness of the Ubi-Pred-RF model in 
predicting ubiquity, surpassing the performance of previous models documented in the literature. This increased accuracy holds 
significant promise for a number of applications, particularly in drug development and diagnosis of serious diseases. Although our 
study represents an important advance in the field of ubiquitous spatial prediction, it has few limitations. One such limitation is the 
reliance on selective datasets that may not fully capture the diversity and complexity of ubiquitous processes. Furthermore, our model 
requires further validation to generalize to real-world scenarios, particularly in the context of different cellular environments and 
disease states. In the future, we will explore synergistic approaches combining well-established deep learning and machine learning 
techniques with statistical inference. By investigating more complex post-translational modification (PTM) sites, we aim to further 
refine predictive models and uncover deeper insights into cellular processes. 
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Table 2 
Comprehensive evaluation of Ubi-Pred-RF: Insights from 10-fold Cross-Validation results in terms of Accuracy (ACC), Specificity (SP), Sensitivity 
(Sen), and Matthews correlation coefficient (MCC). [Proposed Method: PM, Ubi-Pred-RF: UBP].  

PM Datasets along with their results 

UBP Dataset-I Dataset-II Dataset-III 

K-Fold ACC SP SEN MCC ACC SP SEN MCC ACC SP SEN MCC 

1 100 100 100 100 100 100 100 100 99.92 100 100 100 
2 100 100 100 100 99.71 0.99 100 0.99 99.84 100 100 100 
3 100 100 100 100 99.85 100 100 100 100 100 100 100 
4 100 100 100 100 99.85 100 100 100 99.92 100 100 100 
5 100 100 100 100 99.85 100 100 100 100 100 100 100 
6 100 100 100 100 99.71 100 100 0.99 100 100 100 100 
7 100 100 100 100 99.85 100 100 100 100 100 100 100 
8 100 100 100 100 100 100 100 100 99.92 100 100 100 
9 100 100 100 100 100 100 100 100 100 100 100 100 
10 100 100 100 100 100 100 100 100 99.84 100 100 100  

Final score = 100 Final score = 99.9 Final score = 99.84  

Table 3 
Analytical assessment: Contrasting Ubi-Pred-RF against Alternative ubiquitination prediction methods. [Ubi-Pred-RF: UBP, D:Dataset].  

Model Positive samples ACC (%) SEN (%) SP (%) AUC MCC 

UBP DI 150 100 100 100  100 
DII 3419 99.9 100 0.99  0.998 
DIII 6118 99.84 100 100  100 

DeepUbi 53,999 88.98 89.80 88.10 0.91 0.78 
ESA-UbiSite 85 94.0 96.0 92.0  0.92 
hCKSAAP_UbSite 9535    0.77  
CKSAAP_UbSite 263 73.4 69.85 76.96 0.81 0.47 
UbSite 385 74.5 65.5 74.8   

265 72.0   0.79  
151 84.44 83.44 85.43 0.85 0.69  
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