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INTRODUCTION

• The goal in automotive industry is to accomplish full autonomy, i.e. level 5

• Autonomous vehicles will reach higher penetration levels in mixed air traffic,

✓smart control systems that are instilled with AI and 

✓equipped with advanced sensor and actuator technologies.

• There are still many limitations with AVs despite several decades of earlier research,

• Many years to come for autonomous drones to become completely self-sufficient,

• This report implements applications of machine intelligence for SDVs 

➢ through video capturing using Deep Learning (DL)

• Multiple techniques integrated for state and situation awareness (SSA) and better decision-making



VEHICLE INTELLIGENCE AND INDUSTRY

✓ Sensor and actuator technologies
✓ AI
✓ Telematics, 



VEHICLE INTELLIGENCE

• Sensors,

• Sensor Fusion,

• AI for decision-making, control systems, 

➢Deep Neural Network & Reinforcement Learning & Deep Reinforcement Learning

• Actuators, 

• 5G/6G Communication

• Vehicle-to-vehicle (V2V), 

• Vehicle-to-infrastructure (V2I) communications,

• Swarm Intelligence



DEVELOPMENT OF VEHICLE INTELLIGENCE IN THIS WORK

• Prototype application developed for autonomous vehicles

• Convolutional neural network (CNN) used,

• Faster Region-based Convolutional Neural Network (RCNN) used

• Text-to-speech, lane-detection, distance measurement and driving instructions integrated

• State and situation awareness (SSA) technique integrated

➢considering other vehicles and road lanes



DATASETS

✓ German Traffic Sign Benchmark dataset
✓ LISA dataset



Network Design and Training



ROC analysis for the best cut-off similarity value

ROC curve generated using multiple threshold 
values. Note: after 0.5, the 
sensitivity/specificity values did not change. 
This indicates a self-set threshold of 0.5 by the 
system. Note, data labels represent threshold 
value.

The ROC curve for the CNN detector indicates 
that the similarity value of 0.99 would be the 
ideal threshold.



Testing on Videos

➢ Video: Tesla driverless car
https://www.youtube.com/watch?v=tlThdr3O5Qo

Faster RCNN detected and drawn bounding boxes with 
labels around two signal ahead signs.

Faster RCNN detected and drawn bounding 
boxes with labels around two stop signs.



Testing on Videos

Faster RCNN detected and drawn bounding 
boxes with labels around two stop signs.

Signs, difficult to notice, can be detected



Integration of state and situation awareness (SSA) techniques 
processing of multiple tasks simultaneously 

• Lane-detection : Birds-eye-view of road used for lane detection

• Distance measurement and driving instructions: Distances from other 
vehicles and road lanes in region of interest (RoI)

• Text-to-speech: driving Information speech output, driving instructions 

• All tasks runs simultaneously simultaneously



Testing on Videos

SSA in Video 1 -- instant relative positioning of 
other vehicles with respect to the ego vehicle.

SSA in Video 2 -- instant relative positioning of 
other vehicles with respect to the ego vehicle.



Conclusion

➢ This study shows guidance about how to develop vehicle intelligence of SDV using DL

➢ Faster RCNN has shown promising results for autonomous vehicle.

➢ Accuracy rate > 0.9

➢ Sensitivity and specificity values above 0.9 were achieved during testing.

➢ The Faster RCNN detector has been incorporated into a lane and vehicle detection system as well as the 
instant relative positioning of other vehicles with respect to the ego vehicle to prove that the system can 
successfully work as a subsystem within a driverless vehicle. 

➢ Additionally, text-to-speech has been incorporated to provide driving instructions and information for 
passengers.

➢ The system can accurately detect and classify multiple targeted objects in a video and  can determine its 
actions accordingly.

➢ DRL, with its success in a diverse range of fields, seems a promising approach in improving the cognition of 
SDVs to mitigate the uncertainties in dynamic traffic.

➢ As a future work, we aim to integrate DRL into our system.
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