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Datacenters are major components of the Information and Communication Technologies (ICT) responsible for
storing, processing and transmitting enormous amounts of data every second. The significance and importance of
datacenters in the world economy can be identified from studies which report that in 2023, datacenter in-
frastructures consumed a total of 4 % of global electricity and contributed 3-5% of global carbon emissions,
whereas between the years of 2017-2021, datacenters added $2.1 trillion to the U.S. Gross Domestic Product
(GDP). A big portion of energy supplied in datacenters is consumed by the required cooling systems hence
companies do not favor developments in hot climate countries. However, due to environmental and climate
change concerns along with the steep increase of energy production costs in recent years made the industry look
for alternatives. This work includes an in-depth feasibility and comparative study of datacenter construction and
operation in hot and cold European countries and addresses the environmental impact of photovoltaics inte-
gration in the electrical supply system. The study considers cost parameters (land, operating expenses, photo-
voltaic system, etc.), the net present cost and levelized cost of energy which are different for each European
country under investigation. Furthermore, for every country under consideration, the PV generation was
simulated using the PVsyst software which includes multiple meteorological databases, whereas the feasibility
analysis was simulated using the HOMER Pro software which integrates components, resources and economic
calculations. An elaborate analysis of the results knocks down the common belief that datacenters have lower
operational and running expenses in cold climates because of lower cooling requirements. On the contrary, this
study shows that hot climates with high solar radiation levels may favor the operation of datacenters by
providing 45 % higher green energy and 35 % lower CO, emissions, whereas the cooling cost is only 5 % higher.
In addition, the break-even period for the photovoltaic system in Southern European countries with hot climates
is 3-4 times faster.

online public services, (I) Ensure 100 % of medical records and (J)

1. Introduction

Digitalization has been the primary objective of global societies over
the last decade. More specifically, “Europe’s Digital Decade” policy [1],
aims at enabling the digital transformation of various industries by the
year 2030, focusing on the following goals: (A) Improve the digital skills
to >80 % of the population, (B) Provide 5 G coverage in Europe, (C)
Availability of Gigabit connections to everyone, (D) Transform at least
10,000 micro-datacenters to climate neutral data-edge nodes, (E)
Introduce computers with quantum acceleration, (F) Encourage at least
75 % of EU companies to use cloud, Al and Big data, (G) Stimulate 90 %
of EUs SMEs to possess digital intensity, (H) Move entirely to 100 %
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Motivate 80 % of EU citizens to acquire EU identity.

The goals set by the EU and other global entities including the World
Economic forum [2] for digitalization by 2030, necessitate the use of
datacenters to store and process the data required for the digitalization
process. These set goals, positively affect the global datacenter (DC)
market industry trends which clearly show, for the period 2021 to 2030,
a compounded annual growth rate (CAGR) of 6.5 % which increases the
total annual worth from 57 to 132 billion [3-5]. Media and entertain-
ment maintain 35 % of datacenter usage whereas edge datacenters and
cloud service provider datacenters have the highest CAGR of 23.2 % and
17.7 % respectively which projects an increase from $10.4 billion in
2023 to $29.6 billion in 2028 [6-9]. Furthermore, artificial intelligence
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Nomenclature

Economics terms

NPC net present costs, (Euro)

LCOE levelized cost of energy, (Euro)
FiT fit in tariff, (Euro)

OPEX operational expenses, (Euro)
CAPEX capital expenses, (Euro)
Engineering

CRAC computer room air cooling

CRAH  computer room, air handling unit
DC datacenter

PUE power usage effectiveness

PV photovoltaic

BSS battery storage system

ICT information and communications technology

Weather categories
Af tropical rainforest climate
Am tropical monsoon climate

Aw tropical Wet and dry

As tropical savanna climate

BWh hot desert climate

BWk cold desert climate

BSh hot semi-arid climate

BSk cold semi-arid climate

Cfa humid subtropical climate

Cfb temperate Oceanic climate

Cfc subpolar Oceanic climate

Cwa monsoon influenced humid subtropical climate
Cwb subtropical highland climate

Cwc cold subtropical highland climate

Csa hot summer mediterranean climate

Csb war summer Mediterranean climate

Csc cold summer mediterranean climate

Dfa hot summer humid continental climate
Dfb warm summer humid continental climate
Dfc subarctic climate

Dfd extreme cold subarctic climate

(AI) occupies 20 % of global datacenter capacity and is expected to in-
crease revenue by 58 % by 2028 which translates to approximately $76
billion [10-13]. The overall datacenter positive impact on society is
identified with the significant contribution in the range of $2.1 trillion
towards the U.S. Gross Domestic Product (GDP) including employment,
labor income and tax contributions to federal state and local govern-
ments for the 5-year period of 2017-2021 [14].

Currently, the datacenter average size is 100,000 m? with the biggest
one owned by China Telecom occupying a staggering 1 million square
meters [3,4]. All this growth inevitably increases the demand for elec-
trical power and energy. In 2023, datacenters consumed an average of 4
% of global electrical energy which is expected to increase significantly
over the next few years [15-17]. Furthermore, the increase of peak
power demand globally between 2022 and 2023 was in the range of 55
%, from 4.9 GW to 7.4 GW respectively [12]. Worth mentioning the case
of Ireland, where in 2021 datacenters consumed 14 % of country’s total
energy and it is forecasted to increase to a staggering 25 % by 2030 [18].

Environmental concerns dictate the importance and monitoring of
CO; emissions. The annual required energy for datacenters and other
ICT nodes, micro-datacenters and ICT stations, is expected to exceed 38
PWh by the year 2030 with CO5 emissions reaching 20 Giga tons which
is equivalent to 5 % [16-20]. The EU has set some guidelines [21]
including the European Green Deal [22] and the Climate Neutral Data
Centre Pact [23] to minimize the environmental impact and CO5 foot-
print. It encourages innovative practices aiming towards the reduction
of energy consumption and the generation of carbon free green energy
with the integration of renewable energy sources. This encouragement
seems to be well accepted by industry and by the research community.
There is ample scientific research on heat recovery techniques, power
modeling and optimization [24-29]. New companies offering solutions,
optimization and power management increased revenue by 77.9 % in
2021 [7,30,31]. Furthermore, the industry proudly presents nearly
carbon free datacenters and recovering heat is now warming cities
during cold winter periods [32-34].

Worldwide there are approximately 10,978 datacenters which 50 %
are in the USA and 25 % in Europe [35-37]. Out of approximately 2745
European datacenters only 266 (9.7 %) are located in Mediterranean
countries (Cyprus, Greece, Italy and Spain) that favor the use of PV
systems [35-37] more than any other location. It should be noted that
PV system power generation profile aligns with the consumption profile
and demand trend of datacenters which peak around noon.

Traditionally, however datacenters are built in northern countries which
offer lower temperatures reducing the costs for cooling. Recommended
operating temperatures are in the range of 20-22 °C and should not
exceed 28 °C [38]. Cooling systems account approximately to 40 % of
power consumption whereas the IT equipment and servers account for
the remainder [39-41]. Server consumption is in the range of 200-1500
W and does not affect system efficiency. However, the fact that power
supplies are oversized by 20 % to 50 % significantly affects the system
efficiency decreasing it to approximately 80 % compared to 96 % offered
by a fully loaded power supply [42]. Datacenter energy efficiency is
determined by the Power Usage Effectiveness (PUE). PUE is the ratio of
total power consumed over the power used to run the servers and other
ICT equipment. Hence, minimizing the auxiliary power requirements,
for example those for cooling and increasing power supply efficiency
yields better PUE. Currently some state-of-the-art datacenters are
promising PUE <1.2 [31,32].

This work aims to verify the “common belief” that datacenters are
cheaper to run in cold (Northern) European countries because of lower
cooling requirements compared to hot (Southern) European countries.
In doing so, this study considers all parameters and concerns reported in
the literature and aims to provide a more comprehensive techno-
economic analysis by considering all costs associated with the deploy-
ment of a similar datacenter in different European countries with
different climatic conditions.

The study considers various cost parameters and for every country
under consideration the PV generation is simulated using PVsyst which
includes multiple meteorological databases. The feasibility analysis was
simulated using HOMER Pro software which integrates components,
resources and economic calculations. No previous work compares
techno-economically the deployment of datacenters with different
power supply scenarios (including PV solar) in hot and cold climates in
terms of Net Present Costs (NPC) and Levelized Cost of Energy (LCOE).

2. Methodology

The work initially investigated and identified the locations and
number of datacenters globally deployed, the parameters affecting their
capital and operational costs as well as the Net Present Cost (NPC). The
capital costs are directly related to the cost of land, building construction
cost, cost of PV systems and other initial investment costs. On the other
hand, the Operational Expenses (OPEX) include the cost of energy,
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followed by labor costs. It is important to note that the biggest OPEX in a
datacenter is the cost of energy which significantly affects NPC. Fortu-
nately, for each European country there is ample official online data
available which is required for the levelized cost of energy (LCOE) and
NPC.

In addition, any income from excess RES fed to the grid if applicable
was identified and included in the analysis. The specific parameters are
rigorously presented and discussed. Furthermore, this work identified
that climatic conditions in each European country are very important
and significantly affect (a) the datacenter cooling power consumption
which runs 24/7 throughout the year and (b) the energy generated by
the proposed renewable energy system. As anticipated, most datacenters
in Europe are found in Germany, England, the Netherlands, France, and
Ireland. This study explored the reasons behind the concentration of
datacenters in these specific countries with the primary factors being
their industrial capacity and supposedly favorable climatic conditions.
Consequently, Germany and the Netherlands were selected for this study
as they are the leading countries in datacenter deployment. To examine
the impact of climate on the energy consumption, three additional Eu-
ropean countries; Spain, Greece, and Cyprus were chosen.

These countries, located in the southern parts of Europe, experience
much warmer climates and they cover the entire length of the Medi-
terranean Sea. The attention was then addressed to the energy con-
sumption of the cooling systems. For this task a common 100 kW
datacenter ICT load was used as reference. To be able to simulate the
energy consumption in the five different countries an online tool was
used which uses weather data adopted from Weather Spark. Using this
online simulation software, the total annual energy consumption per
hour is calculated for each of the five countries. The simulation results
were further used to calculate the datacenter Power Usage Effectiveness
(PUE). To broaden the selection of climates, Egypt and Norway were
also examined in addition to the five main countries. It is shown that
even with more extreme weather conditions the consumption is not
significantly different and covering a broader region would not alter the
main results. This is because with new A3 and A4 technology ICT
equipment the climate does not play a significant role in energy con-
sumption as it may have done in the past.

Countries with higher temperature climatic conditions have also
higher solar irradiation. The power profile of the solar PV systems was
simulated using PVsyst for same system in each of the five countries.
PVsyst includes multiple meteorological databases and offers high ac-
curacy even on an hourly scale with horizontal resolution of the primary
solar data source of a global 1° x 1° latitude/longitude while the
meteorological data sources are %° x >/° latitude/longitude. The
meteorological data subsequently exported for further analysis in Homer
Pro.

The feasibility analysis is performed using Homer Pro which in-
tegrates components, resources and economic calculations such as LCOE
and NPC. HOMER Pro is a software that is developed from National
Renewable Energy Laboratory and its main target is the optimization of
micro-grid designs and all types of hybrid energy supply systems with
multiple energy resources and storage systems. The new optimization
algorithms of HOMER Pro identify the least-cost options for distributed
generation electrical power systems. The simulation model architecture
and economics considers a discount rate of 6 % and a project lifetime of
15 years. The parameters shown in Table 2 and the CO, emissions in Kg
per generated electrical kWh were used as inputs to the model. In
addition, results with regards the energy consumption of datacenters
were imported for each country. The average daily consumption of a
datacenter specified was 3078 kWh for Germany, 3187 kWh for Cyprus,
3167 kWh for Greece, 3145 kWh for Spain and 3074 kWh for
Netherlands. The calculated efficiency of the converter systems is 95 %.

The initial charging state of the BSS with Lithium batteries was
assumed to be 100 % and the Depth of Discharge (DOD) was set to 80 %.
The nominal voltage of the battery bank was set to 600 V, roundtrip
efficiency at 90 %, maximum charge current at 167 A (for 100 kWh
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battery bank) and maximum discharge current at 500 A. The lifetime of
the converter systems and batteries was set at 15 years as was for the
whole project. The CO, emission values specified are 337 g of CO5/ kWh
for Greece, 174 for Spain, 381 for Germany, 534 for Cyprus and 268 g of
CO5 / kWh for Netherlands. All calculations are performed in Euros (€)
as a base currency.

3. Results
3.1. Datacenter electrical energy consumption

To analyze the datacenter energy consumption, this study identified
and analyzed the respective equipment and systems. Internet and
Communications Technology (ICT) equipment are the most energy
hungry followed by the cooling systems. With regards the consumption
of the UPS systems efficiency improvement techniques such as PSU
multiplexing or cascading converters are suggested by recent literature
[43,44] with significant results especially on low loading conditions.

To minimize the energy consumption for cooling several researchers
promote two stage cooling techniques [45,46], scheduling [47], or other
technologies [48]. Considerations for energy efficiency improvements
are not accounted for in this work because similar efficiency datacenter
systems will be considered for all countries under consideration. The
energy distribution in a typical datacenter can be seen in Fig. 1.

As can be deducted from the literature, the cooling requirements
have a significant share to the PUE. As a result, warm weather countries
have the worst PUE. The types of climates compared in this work are
based on the Koeppen-Geiger classification [49] and these are: “Csa” for
hot Mediterranean summer climate, “BSh” semi desert climate, “Bsk”
Cold Semi-arid climate, “Cfa” for humid subtropical climate and “Cfb”
for temperate oceanic climate or subtropical highland climate. In
southern Europe with Csa and Bsh climatic classification there is obvious
disadvantage in datacenter deployment. Previous studies showed that
datacenters in hot climate countries had a very negative effect on
datacenter energy consumption [50,51] compared to colder climates.
Recent studies however reveal that this the difference is now very small
and that the effect of external weather conditions have less effect on the
energy consumption. This occurs because the new A3 and A4 technology
ICT equipment operate at temperatures up to 40 °C and 45 °C respec-
tively, permitting operating temperatures of 35 °C and minimizing in
this way the cooling energy consumption [52-54]. It is worth
mentioning that even in countries with Csa climates the average tem-
perature is <35 °C for nine months of the year. Furthermore, as stated by
Yingbo Zhang et al. [54], for A4 technology ICT equipment, free cooling
units can be used in all climates globally provided that the ambient
temperature is up to 40 °C. Their study is based on actual results from
different datacenters in Beijing, Kunming and Hong Kong, proving that
employing free cooling the savings between Dwa (Beijing), Cwb
(Kunming) and Cwa (Hong Kong) climates are negligible.

To evaluate the energy effectiveness of a datacenter, the “Power
Utilization Effectiveness” (PUE) metric is used. PUE is calculated by the
total Datacenter power consumption over the total IT power stream
consumption. PUE is the total IT load power consumed over the total
datacenter load (including cooling and other systems consumption).

P,
PUE = total (1)
Picr
Proat = Prcr + Pps + Ppist + Pcool 2
where:

e Picr is the Consumption of Information and Communications Tech-
nology (ICT) Equipment (IT and networking devices)

e Pp;s is the Energy loss due to power distribution (i.e. cable losses,
connection losses etc.)
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Heat Discipation
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Heat

Fig. 1. Typical electrical energy distribution in datacenters.

e Py is the cooling systems energy consumption

To calculate the load consumption of datacenters and their respec-
tive cooling systems in this work, a model consisting of 100 kW IT load
has been used. The energy consumption of the cooling systems is
simulated in different countries based on two scenarios:

e Computer Room Air Handling (CRAH - heat pump systems)
e Computer Room Air Conditioning units (CRAC).

The simulation is performed through the manufacturer supplied
software (INTARCON). The simulation of cooling consumption is
implemented based on temperature values of each of the five selected
countries and each individual month extracted from [55]. The cooling
consumption software calculates the energy consumption at any
instance using specific parameters such as the requested temperature
inside the datacenter, external weather conditions (temperature) and
heat energy to be extracted. To be able to identify the energy con-
sumption under different weather parameters, simulations for all
different conditions are given, and then the formula that associates the
parameters with the consumption is identified. The formula is then used
to identify the consumption of the datacenter at any instance. The
average energy consumption per hour using CRAC units can be seen in
Fig. 2. The respective consumption of the same datacenter with CRAH

150.0
145.0
140.0
135.0
130.0

125.0

Average Power per hour (kW)

120.0

115.0
Jan Feb Mar Apr May

e Ber|in em——Hamburg Nicosia

units is shown in Fig. 3.

CRAC cooling systems were simulated using the Intracon MDW with
compressor model 4MK-35X. CRAH cooling units were simulated using
the Intracon MWW TT version. The results from the simulations can be
validated from “cloudscene” datacenter market analysts [56], where it is
shown that the average PUE in Spain is 1.33 and for Germany 1.29. The
expected energy consumption of a datacenter in hot climates is higher
but taking into consideration new ICT technologies that can operate in
higher temperatures the energy difference is found to be between 0.2 to
4.7 % amongst the five European countries analyzed. Cyprus has the
highest energy consumption among the five European countries and
Germany (Hamburg) the lowest. A non-European mediterranean coun-
try is also included in the analysis to identify how weather conditions
affect energy consumption even in extreme weather scenarios.

Two additional countries, Egypt and Norway, with more extreme
climates compared to the selected five countries, were also included in
the analytical study as shown in Table 1. The results show that even in
extreme weather conditions such as those offered in Egypt and Norway,
the energy consumption increase does not justify broadening the
countries or regions under investigation. Netherlands and Germany
present very similar energy consumption profiles with the difference
being 0.2 %. The simulated average PUE per country using CRAH
cooling units is shown in Table 1.

Athens

Jun Jul Aug Sep Oct Nov Dec

Barcelona s CairQ e Amsterdam e Os|o

Fig. 2. Datacenter CRAC average hourly energy consumption with 100 kW IT load.
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Fig. 3. Datacenter CRAH average hourly energy consumption with 100 kW IT load.

Table 1
Simulated average PUE for 100 kW IT load with CRAH cooling units.

Country City Calculated Average PUE based on simulations (CRAH)
Germany Berlin 1.283
Cyprus Nicosia 1.328
Greece Athens 1.320
Spain Barcelona 1.311
Egypt Cairo 1.347
Netherlands ~ Amsterdam  1.281
Norway Oslo 1.264

3.2. Expected PV system output energy per country

Despite the negative effects of Csa, climates significantly favor the
use of PV systems for renewable energy generation. Using the software
PVwatts (https://pvwatts.nrel.gov/), simulations suggest that 1 kWp PV
system can generate annually 1615 kWh in Cyprus, 1566 kWh in Egypt,
1420 kWh in Greece, 980 kWh in Germany and 878 kWh in Netherlands.
Furthermore, the yield per month of a 5 kWp system is presented in
Fig. 4.

Performing similar simulations using PVsyst but with optimized
parameters, the values were slightly higher. The higher yield is a result
of the better power temperature coefficient of the modules used;
—0.29% / °C Vs —0.39%/ °C of those in the initial simulation. Simula-
tion results indicate that PV systems in Cyprus are expected to generate
more than double the annual energy compared to the Netherlands.
Therefore, the benefits of lower cooling energy consumption re-
quirements of datacenters in cold weather countries correlate with lower
PV generated energy. The output of PVsyst calculations was imported in
HOMER Pro to evaluate also the total cost of ownership, levelized cost of
energy and environmental impact of the energy generation systems in all
five different European countries.

3.3. Feasibility analysis of datacenters with solar PV systems

Due to the need to minimize the carbon footprint of industries
globally, the use of solar PV or other renewable energy sources is a
necessity. Solar PVs today have very low prices compared to other
renewable energy sources when used without energy storage as for

example net metering or net billing schemes. When energy storage is
incorporated into a solar PV system the cost is still a viable solution in
most cases, depending on the size of the storage needed in each case. By
default, datacenters incorporate battery storage systems (BSS) to remain
operational in the event of grid failure. The batteries can support the
whole datacenter load for a period from a few minutes up to half hour in
most cases [57]. The BSS in conjunction with a predictable load would
constitute the optimum scenario for solar PV integration. The tech-
noeconomic comparison with associated costs is presented in Table 2.
All associated costs for each of the aforementioned parameters under
consideration are tabulated in Table 2. Most of the tabulated values were
either directly obtained or derived from Eurostat [62,67,68] which is a
trustworthy source.

As seen in Table 2, Netherlands has the highest building cost, the
highest labor cost, the highest cost of land per hectare and the highest
cost of PV systems. This is due to the low solar irradiation and low
utilization of solar PV in Netherlands in relation to other renewable
energy sources such as biomass or wind energy. Cyprus has the highest
cost of grid electricity and second highest cost of land per hectare.
Cyprus however has the lowest building cost per square meter and
second lowest labor cost. Spain and Greece have the lowest cost of land
per hectare and the lowest grid electricity cost.

The costs acquired from the analysis shown in Table 2 are used to
simulate the financial costs of a datacenter with 100 kW ICT load. The
simulations identified the weather conditions and solar production in
each location and compare the operation of the datacenter supplied with
five (5) different scenarios namely:

Datacenter supplied from grid and a 200 kWp Solar PV system
(without sell back power option)

Datacenter supplied from grid and a 200 kWp Solar PV system
(without sell back power option) including 100 kWh Lithium-Ion
Storage system

Datacenter supplied from grid and a 300 kWp Solar PV system
(without sell back power option)

Datacenter supplied from grid and a 300 kWp Solar PV with option to
sell-back the excess energy to the grid.

Datacenter supplied from grid and a 500 kWp Solar PV with option to
sell-back the excess energy to Grid.
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Fig. 4. Average monthly energy generation for a 5 kWp PV system.

Table 2
Technoeconomic analysis cost results.
Cost of  Cost of Labor Electricity Buildings
PV/ Land/ cost/ Cost Cost per sqm
Wp hectare hour ©) ©)
©) ©) ©)
Cyprus €0.69 € 57,000.00 €20.10 €0.28 € 2597.00
[58, [61] [62] [63] [64]
59,60]
Germany €0.90 €27,242.12 € 41.30 €0.22 € 5515.00
[65] [66] [62] [63] [64]
Greece €0.52 €13,571.00 €15.70 €0.18 € 4727.00
[67] [68,69] [62] [63] [64]
Netherlands € 0.95 € 85,431.00 € 43.30 €0.23 € 7144.00
[70] [69] [62] [63] [64]
Spain €0.90 €10,263.00 € 24.60 €0.15 € 6363.00
[65] [69] [62] [63] [64]

The comparison was carried out in five countries for a 100 kW ICT
load and 200 kWp PV system. The simulations were carried out in
HOMER Pro. The results of Net Present Cost (NPC), Levelized Cost of
Energy (LCOE), Capital Expenses (CAPEX) and IRR for the same data-
center supplied from the grid and the 200 kWp solar PV system are
shown in Table 3. The analysis was evaluated for a period of 15 years.
The net present cost (or life-cycle cost) of the datacenter is the present

value of all the costs of installing and operating the datacenter over the
project lifetime minus the present value of all the revenues that it earns
over the project lifetime.

The results suggest that despite the highest cost of grid electricity and
land per hectare, Cyprus compares well in terms of NPC to Germany and
better than Netherlands. Despite the aforementioned higher costs, still
Cyprus offers lower Levelized cost of Energy at 0.233 €/kWh. On the
other hand, Netherlands has the highest LCOE and Spain the lowest. The
reason that the LCOE is comparatively considerably lower in Cyprus
compared to Germany and Netherlands is due to the higher energy yield
obtained from PVs because of the higher solar irradiation. This can be
easily proven by the heat map LCOE of PV systems in the five countries
as shown in Fig. 5. From Fig. 5, it can be deducted that the colder the
climatic area for the datacenter installation the higher the LCOE of the
solar PV system.

The Net Present Cost (NPC) and Levelized Cost of Energy (LCOE) are
given by the Eqs. (3) and (4):

n Ri
NPC = { > Tar —Inv} ©)

i=1

where:

o R; is the estimated net cash flow for i period

Table 3

Technoeconomic results for a datacenter of 100 kW ICT load and 200 kWp Solar PV system in different countries.
Category Unit Greece Spain Germany Cyprus Netherlands
Total NPC ©) 2576,184 2482,646 3464,699 3466,288 3798,103
Levelized COE (€)/kWh 0.1743 0.1692 0.2412 0.233 0.2662
Operating Cost (O] 156,200 130,192 213,383 239,345 225,026
CAPEX (exc IT systems cost) ©) 579,414 818,352 736,948 406,646 921,000
IRR for Solar system (200kWp) 50 24 19 61 15
Solar system payback (200kWp) years 2 4.1 5.2 1.6 6.1
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Fig. 5. Heat map of LCOE of 200 kWp PV systems deployment in Northern and Southern European Countries.

e ris the required rate of return per period
e nis the life of the project in years. For this project case was estimated
15 years.
e Inv is the initial investment.
n A;
Inv + Zizli(LHR)i