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A B S T R A C T

Zirconium-alloy cladding with a chromium coating is the most advanced of the near-term concepts amongst 
Accident Tolerant Fuel (ATF) materials for Light Water Reactor (LWR) applications. The ENIGMA fuel perfor
mance code has been updated to model the thermo-mechanical behaviour of such cladding in both normal and 
off-normal operating conditions. The focus was on accurately simulating the behaviour in Loss Of Coolant Ac
cident (LOCA) conditions to evaluate the increase in coping time during design-basis accidents. New low- 
temperature and high-temperature models were incorporated for cladding oxidation and hydriding and clad
ding creep which take into account the impact of the chromium coating on the overall cladding behaviour. 
Furthermore, the consumption of the chromium coating due to high-temperature diffusion of chromium into the 
cladding base alloy’s β-Zr phase is simulated. The new models have been validated using measurements on 
chromium-coated cladding from irradiated rods, high-temperature annealing experiments and semi-integral 
LOCA tests. The validation showed good agreement between ENIGMA’s predictions and the experimental 
data; thereby demonstrating the applicability of the new models for simulating the performance of LWR fuel rods 
with chromium-coated cladding in both normal operation and accident conditions.

1. Introduction

Light Water Reactors (LWRs) play a vital role in the global nuclear 
fleet, accounting for over 80 % of currently operating nuclear reactors 
(WNA, 2024a). They will continue to be the predominant reactor tech
nology for several decades, thanks to their proven track record, regu
latory familiarity and flexible operation characteristics that support 
decarbonisation efforts and renewable grid integration (WNA, 2024b; 
NEA, 2021; Hadri et al., 2021). Hence, the development of technologies 
that underpin the safety and performance of LWRs (particularly fuel 
forms) is critical for the future low-carbon energy system.

Zirconium alloys have been extensively used as cladding materials 
for LWR nuclear fuel rods due to their favourable mechanical properties 
and low neutron absorption cross-section. However, during Loss-Of- 
Coolant Accidents (LOCAs), zirconium alloy cladding undergoes signif
icant high-temperature oxidation, leading to substantial hydrogen gas 
generation. This can degrade safety performance characteristics, as 

evidenced by the Fukushima Daiichi accident. To mitigate such risks, 
several Accident Tolerant Fuel or Advanced Technology Fuel (ATF) 
cladding materials have been proposed. These new material concepts, 
such as chromium-coated zirconium alloys, can increase the ‘coping 
time’ in accident scenarios by enhancing high-temperature oxidation 
resistance and reducing hydrogen generation and embrittlement, 
thereby maintaining structural integrity longer during accident 
conditions.

ATF cladding materials can be broadly categorised into long-term 
concepts, which involve replacing zirconium alloys with new mate
rials, and near-term concepts, which focus on applying coatings to the 
surface of zirconium alloys. Among the near-term ATF cladding con
cepts, chromium-coated zirconium alloys are the most advanced (Yang 
et al., 2022). Chromium coatings exhibit excellent chemical stability and 
form a protective Cr2O3 layer during high-temperature oxidation under 
LOCA conditions. This Cr2O3 layer significantly slows oxidation and 
reduces hydrogen gas generation (Brachet et al., 2019; Steinbrück et al., 
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2011). Chromium coatings also decrease hydrogen absorption within 
the underlying zirconium alloy, reducing hydrogen-induced clad 
embrittlement, both under low-temperature normal operation condi
tions and high-temperature fault conditions. Moreover, the higher 
intrinsic creep resistance of chromium compared to zirconium (Hazan 
et al., 2021), combined with the increased oxidation resistance and 
reduced embrittlement, is expected to result in chromium-coated zir
conium alloy cladding having high residual strength and ductility in 
LOCA conditions (Yook et al., 2022).

For any new fuel form, it is crucial to predict its thermo-mechanical 
behaviour in order to assess its performance against various safety 
limits. In the UK, the primary computer code for predicting fuel thermo- 
mechanical behaviour is ENIGMA. This code models the evolution of the 
thermal and mechanical state of a fuel rod, in part via simulation of the 
underlying fuel microstructure (including the generation and redistri
bution of fission gas) and its evolution (Rossiter, 2011). The main pur
pose of ENIGMA is to determine various output parameters, including 
stresses, temperatures, strains and corrosion layer thicknesses, which 
are then compared with the aforementioned safety limits. Versions of 
the ENIGMA code in the UK are maintained and developed by EDF 
Energy and the National Nuclear Laboratory (NNL). For this study, the 
NNL version, specifically ENIGMA 7.8P6, has been used.

Given the importance of chromium-coated fuel as an ATF concept, a 
number of fuel performance codes, such as BISON and TRANSURANUS, 
have added capabilities to model these fuel forms (Wagih et al., 2018; 
Sweet et al., 2022; Aragon et al., 2025). BISON has demonstrated the 
benefits of chromium coatings in improving oxidation resistance and 
structural integrity during both steady-state and transient conditions 
(Wagih et al., 2018). Similarly, TRANSURANUS has been extended to 
simulate the behaviour of chromium-coated cladding, showing 
enhanced performance under accident scenarios (Aragon et al., 2025).

Having multiple codes with similar capabilities, such as ENIGMA, is 
essential for independent verification and cross-validation of results, as 
different codes are often based on distinct physical models and numer
ical methods. Adding new ATF capabilities to ENIGMA not only ensures 
alignment with other state-of-the-art fuel performance codes but also 
provides a more robust and diverse toolset for evaluating the perfor
mance of advanced cladding materials like chromium-coated fuel.

The ENIGMA fuel performance code already simulates a range of fuel 
forms relevant to light water reactors, including UO2, (U,Pu)O2, (U,Th) 
O2, U3Si2 and inert matrix fuel (Peakman et al., 2022; Rossiter, 2011). It 
is also capable of simulating various cladding materials, including 
Zircaloy-2, Zircaloy-4, ZIRLO®, Optimized ZIRLOTM and M5® (Rossiter 
and Peakman, 2024). This fuel and cladding simulation capability has 
been supplemented by recent enhancements to model UO2-Mo fuel and 
chromium-coated cladding. The former is described by Peakman and 
Rossiter (2024), while the latter is detailed in this paper.

The new models for chromium-coated cladding include models for 
low-temperature and high-temperature cladding oxidation and hydrid
ing (as described in Section 2.1), coating consumption due to chromium 
diffusion into the cladding base alloy’s β-Zr phase at high temperatures 
(see Section 2.2), and low-temperature and high-temperature cladding 
creep (discussed in Section 2.3). The new models have been validated 
using measurements on chromium-coated cladding from irradiated rods, 
high-temperature annealing experiments and semi-integral LOCA tests 
(as explained in Section 3).

2. Model development

2.1. Model for cladding oxidation and hydriding

There is a significant amount of measured data on the oxidation of 
Cr-coated cladding in water or steam in the open literature. However, 
the majority of this is for normal operation cladding temperatures 
(~300 ◦C) when oxidation is universally found to be minimal (Bischoff 
et al., 2018) (Krejčí et al., 2020; Bischoff et al., 2016). Thus, such data 

cannot be used to develop an oxidation model for Cr-coated cladding. 
The remaining data are for cladding temperatures in the range of peak 
values experienced during LOCAs (~800 to 1200 ◦C). However, most of 
these remaining data are for two-sided oxidation, where the low 
oxidation of Cr at the outer (coated) surface is dominated by the high 
oxidation of Zr at the inner (uncoated) surface, and/or for a single 
temperature. So, again, these data cannot be used to develop an oxida
tion model for Cr-coated cladding. Hence, the single-sided (sealed tubes) 
oxidation data for Framatome’s Cr-coated M5® cladding tested at 800, 
1000 and 1100 ◦C, as published in their EATF Phase 2 programme final 
report (Cross, 2018), represent a potentially unique resource (at the 
current time) for oxidation model development. These data – as repro
duced in Fig. 1 – have therefore been used here to develop a basic 
oxidation model. Given the oxidation data used in the model develop
ment, the model is nominally specific to the Cr coating technique used 
by Framatome and applicable only for high-temperature oxidation in 
steam. However, it is used here as a general Cr-coated cladding oxida
tion model which can also be applied for low-temperature oxidation in 
water (normal operation conditions). The model reproduces the 
observed behaviour at low temperatures, i.e. minimal (less than one 
micron oxide thickness) oxidation for typical irradiation times of several 
years.

The Framatome data are consistent with oxidation of the Cr coating 
(to form Cr2O3) following a parabolic rate law (which in turn is 
consistent with oxidation being limited by the rate of diffusion of oxygen 
through the oxide layer). Using the parabolic rate law from 
Ref. (Rossiter and Peakman, 2024) we have: 

dw
dt

=
Kp

2w
,Kp = Cpexp

(

−
Q
RT

)

(1) 

where w is the weight gain per unit surface area, Kp is the so-called 
parabolic rate constant (which is actually temperature dependent), t is 
time, Cp is a constant, Q is the activation energy for oxidation, R is the 
molar gas constant, T is the absolute temperature at the clad metal-oxide 
interface, and dw/dt is the rate of weight gain per unit surface area.

Values for Kp at 800, 1000 and 1100 ◦C were obtained by performing 
linear regression fits of the corresponding w2 versus t data: the results 
were 2.2401 × 10-6, 6.9789 × 10-5 and 6.0973 × 10-4 mg2 cm− 4 s− 1, 
respectively. The ln Kp values were then plotted against inverse tem
perature, and a linear regression fit to the three datapoints gave an 
intercept of 11.804484 mg2 cm− 4 s− 1 and a gradient of − 26740 K. It 
follows that Cp = exp(11.804484) = 133851 mg2 cm− 4 s− 1, or 0.133851 
g2 cm− 4 s− 1, and Q/R = 26740 K.

The new ENIGMA oxidation model for Cr-coated cladding 

Fig. 1. Single-sided oxidation (weight gain per unit surface area) measure
ments for Framatome Cr-coated cladding at 800, 1000 and 1100 ◦C 
(Cross, 2018).
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implements Equation (1) with the Cp and Q/R values just defined for 
outer surface oxidation (but not inner surface oxidation) of all clad base 
alloys while the Cr has not been fully consumed. Once fully consumed, 
outer surface oxidation is computed via the existing (low- and high- 
temperature) models for the relevant clad base alloy.2 The Cr is taken 
to be fully consumed when the outer surface oxide thickness is greater 
than or equal to the initial coating thickness multiplied by the Pilling- 
Bedworth ratio for the oxidation of Cr to Cr2O3 minus the beginning- 
of-life oxide thickness.3 Based on Cr and Cr2O3 densities of 7140 kg 
m− 3 (National Institutes of Health (2021a)) and 5220 kg m− 3 (National 
Institutes of Health (2021a)), the Pilling-Bedworth ratio is set to 2.00 
(compare with 1.56 for the oxidation of Zr to ZrO2).

For consistency with the uncoated cladding oxidation models: (a) 
weight gain rates per unit surface area are evaluated in mg dm− 2 d-1 

(milligrams per decimetre squared per day); (b) weight gains per unit 
surface area are not used directly; instead, they are indirectly calculated 
from the start-of-substep oxide thickness in metres using a conversion 
factor of 16.5x106 mg dm− 2 m− 1 (milligrams per decimetre squared per 
metre); and (c) oxide growth rates in m s− 1 (metres per second) are 
calculated from the computed weight gain rates per unit surface area in 
mg dm− 2 d-1 by dividing by the same conversion factor and by 86400  
s d–1 (seconds per day). Note that the conversion factor under (b) is 
different to that for oxidation of Zr used in the other cladding oxidation 
models.

Any Cr2O3 produced is treated as high-temperature oxide irre
spective of whether it was generated at low or high temperatures. Thus, 
the modelling of outer surface oxidation of Zr once the Cr is fully 
consumed treats the Cr2O3 as existing high-temperature oxide in the 
application of the weight gain differential equation. This implicitly as
sumes that the Cr2O3 formed has the same oxygen transport properties 
as ZrO2 and is opaque to steam.

Clad hydriding of uncoated cladding is not modelled explicitly in 
ENIGMA: instead, hydrogen pickup is calculated, and the hydrogen 
content averaged over the wall thickness is computed. In the case of Cr- 
coated cladding, this same approach is taken, but hydrogen is only 
assumed to be picked up when Zr (not Cr) is oxidising, and the hydrogen 
content is averaged over the thickness of the cladding base alloy, not the 
combined wall thickness of the base alloy and coating.4 The hydrogen 
pickup of the base alloy is modelled as per uncoated cladding.

Introduction of the new Cr-coated cladding oxidation and hydriding 
model into ENIGMA required some enabling functionality to be added 
for modelling Cr-coated cladding, in particular: 

• the existing low-temperature (normal operation) clad outer surface 
oxidation model for base alloys in PWR conditions was modified such 
that: (a) the transition from a parabolic/cubic to linear rate law only 
occurs when the ZrO2 thickness exceeds the existing transition value; 
and (b) the oxidation rate enhancement due to lithium precipitation 
in the oxide only occurs when the ZrO2 thickness exceeds the existing 
threshold value

• the calculation of oxygen weight fraction in the cladding in the clad 
burst stress model was modified such that only oxygen in ZrO2 (not 
oxygen in Cr2O3) is taken into account

• the calculation of equivalent cladding reacted (ECR) was modified 
such that only consumption of the base alloy metal (not consumption 
of the coating) is taken into account, and such that the relevant 
reference wall thickness is the effective wall thickness of the base 
alloy after

2.2. Model for coating thinning due to chromium diffusion

The new model for coating thinning due to diffusion simulates 
diffusion of chromium from the coating into the β-Zr layer of the base 
alloy at high temperature (for example, during a LOCA). This phenom
enon has been shown to be as important as clad oxidation for coating 
thinning during high-temperature transients: at 1200 ◦C the rate of 
coating thinning due to chromium diffusion is almost identical to the 
rate of coating thinning due to oxidation (Brachet et al., 2019). Thus, to 
accurately determine the ‘coping time’ benefit of ATF with Cr-coated 
cladding during high-temperature accidents requires both coating 
oxidation and chromium diffusion to be modelled.

The modelling assumes diffusion of chromium from the coating to 
the base alloy. In reality, a ZrCr2 intermetallic layer forms between the 
coating and the base alloy at the high Cr weight percentages immedi
ately adjacent to the base alloy-coating interface (Yang et al., 2021). 
Thus, the diffusion process as a whole involves diffusion of chromium 
from the coating into the ZrCr2 layer (which grows as chromium diffuses 
into it),5 diffusion of Cr through the ZrCr2 layer, and diffusion of Cr 
through the base alloy from the ZrCr2 layer. The Cr coating can also 
reform once it has been consumed via reduction of the coating oxide 
(Cr2O3) layer (Yang et al., 2022), and the cladding thermochemistry is 
complicated by formation of a Zr-Cr eutectic above ~1300 ◦C (Brachet 
et al., 2020a). However, (a) the ZrCr2 layer is relatively thin, and its 
presence does not affect the Cr weight percentages in the base alloy; (b) 
the decrease in oxidation rate due to the increasing thickness of the 
reformed Cr coating is offset to some extent by the increase in oxidation 
rate due to the decreasing thickness of the Cr2O3 layer, and ignoring the 
reformation is conservative from the perspective of demonstrating clad 
integrity; and (c) the eutectic formation is effectively a failure mecha
nism to be avoided in design-basis accidents6 rather than to be modelled 
(like clad melting). With respect to (a), the modelling approach taken 
effectively models the Cr and ZrCr2 layers as a combined Cr layer. This 
implicitly assumes that the ZrCr2 layer has thermo-mechanical proper
ties and oxidation behaviour comparable to that of the Cr coating, which 
is reasonable given its thinness and intermetallic nature.

Given the large radius to thickness ratio of the base alloy, the chro
mium diffusion in an isothermal anneal for time t at absolute tempera
ture T can be accurately predicted by an analytical solution of the 1-D 
time-dependent diffusion equation in Cartesian coordinates subject to 
the appropriate boundary conditions (Brachet, et al., 2019). That is, 

∂C
∂t

= D
∂2C
∂x2 (2) 

can be solved, assuming a semi-infinite medium, subject to boundary 
conditions C(x > 0,0) = Cinit and C(0,t) = Cs, where C = C(x,t) is the 
chromium concentration (atoms per unit volume) at time t at a distance 
x from the coating-base alloy interface, D = D(T) is the diffusion 

2 Both the pre- and post-consumption oxidation behaviour modelled are 
simplified given the parabolic growth data used to develop the model. The 
complexities of behaviour observed by Brachet et al (2020) due to the effects of 
formation of a ZrCr2 layer and subsequent transformation into Cr and ZrO2 are 
not simulated.

3 The beginning-of-life (i.e. beginning of irradiation) oxide thickness is sub
tracted because it is assumed that the initial coating thickness (input parameter) 
is the as-manufactured value after any (very rapid, but limited) out-of-reactor 
oxidation (which occurs during the manufacturing process itself).

4 In BWR conditions, the clad hydrogen content is set to the beginning-of-life 
value if the Cr has not yet been fully consumed. If the Cr has been fully 
consumed, the empirical function of burnup used for uncoated cladding is 
applied, but with the burnup replaced by an effective burnup equal to the actual 
burnup minus the burnup at which the Cr becomes fully consumed.

5 with zirconium also diffusing into the intermetallic layer, resulting in an 
interdiffusion process (necessarily, to obtain the ZrCr2 stoichiometry).

6 the relevant accidents for fuel performance modelling, which generally 
have maximum cladding temperatures below ~ 1300 ◦C by design; eutectic 
formation and clad melting are important for beyond-design-basis (severe) 
accidents, but these are modelled using severe accident codes like MELCOR and 
MAAP, which simulate the overall degradation behaviour of the core.
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coefficient of Cr in β-Zr, Cinit is the initial Cr concentration in the base 
alloy, and Cs = Cs(T) is the saturation concentration of Cr in β-Zr. The 
result is (Brachet, et al., 2019)7

C(x, t) = (Cs − Cinit)

[

1 − erf
(

x
2
̅̅̅̅̅
Dt

√

)]

+Cinit (3) 

where erf is the error function. The number of Cr atoms lost from the 
coating per unit length, 

alost = 2πrint

∫ ∞

0
(C(x, t) − Cinit)dx (4) 

where rint is the coating-base alloy interface radius, which has the 
solution 

alost = 4πrint(Cs − Cinit)

̅̅̅̅̅
Dt
π

√

(5) 

Also, 

C =
w

100
ρbase

52u
(6) 

where w is the Cr concentration as a percentage of the base alloy weight, 
ρbase is the base alloy density, and u is the unified atomic mass unit, and, 
equating Cr atoms lost per unit length with the Cr atoms per unit length 
in the thickness of Cr, xlost, that is lost, 

2πrintxlost
ρCr

52u
= alost (7) 

where ρCr is the density of chromium in the coating.
Combining Equations (5), 6 and 7, 

xlost =
2(ws − winit)

100
ρbase

ρCr

̅̅̅̅̅
Dt
π

√

(8) 

where ws = ws(T) is the saturation weight percentage of Cr in β-Zr, and 
winit is the initial weight percentage of Cr in the base alloy.

Unfortunately, Equations (3) to (8) do not apply to a multi-timestep 
scenario where temperatures vary from timestep to timestep. Thus, the 
approach above of evaluating Cr diffusion and thinning of the Cr coating 
cannot be employed in ENIGMA (or any other fuel performance code). 
Instead, a finite difference approximation to Equation (2) is solved on a 
substep-by-substep and axial-zone-by-axial-zone basis, with concentra
tion, C, replaced by weight percentage, w; that is, 

∂w
∂t

= D
∂2w
∂x2 (9) 

is solved.
For each axial zone in ENIGMA, the cladding base alloy thickness 

(which is treated as a plane wall) is discretised by N + 2 nodes, with 
node 0 at the clad bore, node N + 1 at the base alloy-coating interface, 
and N base alloy nodes inbetween. Given the strong increase in chro
mium weight percentage gradient as the interface is approached, the 
number of nodes for an accurate solution is minimised by a non-uniform 
node spacing whereby the separation, Δxi, of node i at distance xi from 
the clad bore and node i-1 at distance xi-1 from the clad bore is decreased 
according to a geometric sequence as i is increased; that is, Δxi+1 = α 
Δxi, where α (which must be less than unity) is the common ratio of the 
geometric sequence.

For each substep and axial zone, the end-of-substep Cr weight per
centages at base alloy nodes 1 to N, w1 to wN, are computed as a function 
of the corresponding start-of-substep Cr weight percentages, w1,p to wN, 

p, based on the current substep length, Δt, cladding metal-oxide 

interface temperature, T, saturation weight percentage of Cr in β-Zr, 
ws, and Cr diffusion coefficient in β-Zr, D. The end-of-substep coating 
thickness loss due to Cr diffusion, xlost, is then computed by numerical 
integration of the end-of-substep nodal Cr concentrations over the base 
alloy volume using the trapezoidal rule.

The start-of-substep Cr weight percentages are set to the as- 
manufactured Cr weight percentage in the base alloy, wBOL, at begin
ning of life. wBOL is in turn set to 0.1 for Zircaloy-2 and Zircaloy-4 
(Allegheny Technologies Incorporated ATI, 2015), and to zero for 
ZIRLO®, Optimized ZIRLOTM and M5® (Halligan et al., 2015; Mardon 
et al., 2010).

wN+1 is set equal to ws. ws is in turn set by linear interpolation (with 
respect to temperature) of datapoints from the Zr-Cr phase diagram 
(Okamoto, 1993), with an empirical reduction of 0.5 based on experi
mental data for the saturation weight percentage in Zircaloy-4 (Brachet 
et al., 2019).

From the boundary condition that ∂w/∂x = 0 at x  = 0, w0 is set equal 
to w1.

D is calculated using a standard Arrhenius expression whereby 

D = D0exp
(

−
E
kT

)

(10) 

where D0 = 7.334x10-6 m2s− 1 is a multiplier, E is the activation energy 
for Cr diffusion, k is Boltzmann’s constant, and E/k = 20241 K. The 
values of D0 and E/k are fitted to data from experiments performed at 
Karlsruhe Institute of Technology (KIT) in Germany (Yang, et al., 2021), 
as described further below.

Calculations are only performed if (a) the start-of-substep coating 
thickness loss due to both oxidation and Cr diffusion is less than the as- 
manufactured coating thickness; and (b) the temperature, T, is greater 
than or equal to the β-Zr transition temperature. Otherwise, the end-of- 
substep Cr weight percentages in each node and coating thickness loss 
due to Cr diffusion are set to their start-of-substep values. For consis
tency with the Zr-Cr phase diagram data used, the β-Zr transition tem
perature is set to 831 ◦C.

Similarly, the calculation is repeated iteratively with a reduced 
substep length if the end-of-substep coating thickness loss due to both 
oxidation and Cr diffusion (with the former estimated by the start-of- 
substep value) is greater than the as-manufactured coating thickness. 
The substep length is first halved, and then subsequent guesses for 
substep length are obtained by bisection. The iteration is terminated 
when the end-of-substep coating thickness loss due to both oxidation 
and Cr diffusion is within 0.5 nm of the as-manufactured coating 
thickness.

The ∂2w/∂x2 term in Equation (9) is approximated by a central finite 
difference (Cheney & Kincaid, 1985), while the ∂w/∂t term in Equation 
(9) is approximated by a forward finite difference scheme.

The number of Cr atoms lost from the coating per unit length, 

alost = 2πrint

(
∑N+1

i=1

[
1
2
(Ci− 1 + Ci)Δxi

]

− Cinit tbase

)

(11) 

Thus, from Equations (6) and (7), 

xlost =
ρbase

100ρCr

(
∑N+1

i=1

[
1
2
(wi− 1 + wi)Δxi

]

− winit tbase

)

(12) 

with ρbase set using existing ENIGMA values for the different base alloys, 
and with ρCr set to 7140 kg/m3 (National Institutes of Health (2021b)).

As noted above, D0 and E/k are fitted to data from experiments 
performed at KIT using data from (Yang, et al., 2021). These experi
ments involved isothermal annealing in an inert atmosphere (that is, 
with no oxidation) of specimens cut from Cr-coated Zircaloy-4 cladding 
tubes. Tests were performed at 1100, 1200 and 1300 ◦C for a number of 
different annealing times, and the post-test Cr and ZrCr2 (“Cr-Zr inter
layer”) thicknesses were used to determine the proportion of the as- 7 correcting a typographical error in the source reference.
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manufactured Cr thickness that had been lost due to Cr diffusion into the 
base alloy (“dissolution”). The cladding tubes were coated with either a 
magnetron-sputtered (MS) chromium layer of 13 µm average thickness, 
or a cold-sprayed (CS) chromium layer of 32 µm average thickness.

The MS data were used to determine D0 and E/k, and given the 
fluctuations in the CS data due to the irregularity of the coating thick
ness. Using Equation (8), the gradient of a linear regression fit of Cr 
thickness loss due to diffusion versus square root of annealing time at 
each temperature was multiplied by 100 ρCr √π, divided by 2 (ws-winit) 
ρbase, and then squared to give the diffusion coefficient, D, at that tem
perature (with ρCr, ws, winit and ρbase set as per the ENIGMA model). The 
results were 3.430, 5.545 and 22.892 μm2 s− 1 for temperatures of 1100, 
1200 and 1300 ◦C. The ln D values were then plotted against inverse 
temperature, and a linear regression fit to the three datapoints gave an 
intercept of 15.808 μm2 s− 1 and a gradient of − 20241 K. It follows that 
D0 = exp(15.808) = 7.334x106 μm2 s− 1 and E/k = 20241 K.

The number of base alloy nodes, N, and the node separation common 
ratio, α, are inputs to the model for the coating thickness loss due to Cr 
diffusion. Optimised values to be used for the validation cases were 
determined by examining the effect of different values of N and α on the 
Cr thickness loss predictions from an ENIGMA simulation of the KIT test 
where an MS-coated specimen was annealed for 120 mins at 1200 ◦C 
(resulting in a measured loss of around half the coating thickness). 
Predictions converged towards a value of 7.11 µm (compare with the 
measured value of 6.2 µm) at large N and α values. Values of 20 and 0.95 
were sufficient to give predictions equal to this asymptotic value to two 
significant figures.

2.3. Model for cladding creep

The model for creep of Cr-coated cladding was developed in two 
stages. Firstly, chromium creep data were reviewed and a thermal creep 
strain rate correlation for chromium was determined. This thermal creep 
strain rate correlation was then used in a new model for creep of a 
composite cladding where both the creep rates of the base alloy and 
chromium coating were combined to give a creep rate for the cladding as 
a whole.

Data relating to the high-temperature creep properties of pure 
chromium are scarce, due largely to the fact that it is typically used as an 
alloying element. The sources found relate to journal articles by Ste
phens and Klopp (1972), Kondo et al (1992, Kondo et al. (1993), and 
Allen (1966). All data are for tensile, uniaxial creep tests performed out 
of pile on unirradiated Cr wire or sheet samples. The Stephens and Klopp 
data were obtained for material with two different grain sizes – fine- 
grained material with an average grain diameter of 230 µm and 
coarse-grained material with an average grain diameter of 900 µm – in 
either a vacuum or an argon (inert) atmosphere at temperatures of 816 
to 1316 ◦C and stresses of ~ 5 to 100 MPa. The Kondo data were ob
tained for material with a single grain size in either an air or argon at
mosphere at temperatures of 900 to 1050 ◦C and stresses of ~15 to 70 
MPa. The Allen data, which consist of a single measurement, were ob
tained for material with a single grain size in an argon atmosphere at a 
high temperature of 1550 ◦C and a low stress of 0.04 MPa. The Kondo 
data in air are affected by nitridation of the creep specimens, which has a 
significant impact on creep rate via solid solution strengthening. These 
data are therefore not considered further here, leaving only 1993 data at 
1000 ◦C.

As per Ruano et al (Ruano et al. (1988), the chromium creep strain 
rate at low stress (LS) is assumed to be governed by a Harper-Dorn 
mechanism such that 

ε̇LS =
ALSbDL

kT
σ,DL = D0,Lexp

(

−
QL

RT

)

(13) 

and the creep strain rate at high stress (HS) is assumed to be gov
erned by a lattice and dislocation pipe diffusion driven power law creep 

mechanism such that 

ε̇HS =
AHSDeff

b2

(σ
E

)n
,Deff = D0,eff exp

(

−
Qeff

RT

)

(14) 

where ALS, AHS and n are dimensionless constants, b is Burgers’ vector, 
DL is the lattice diffusivity, Deff is the effective diffusivity for power law 
creep, σ is stress, E is Young’s modulus, k is Boltzmann’s constant, T is 
absolute temperature, D0,L and D0,eff are the lattice and effective diffu
sivity multipliers, QL and Qeff are the lattice and effective diffusivity 
activation energies, and R is the molar gas constant.

The total creep strain rate, 

ε̇ = ε̇LS + ε̇HS (15) 

Equations (13) to (15) are ‘generic’ equations which apply to 
‘consistent’ stresses and strain rates, i.e. either a uniaxial stress and 
uniaxial strain rate, or a generalised stress and generalised strain rate.

The lack of a grain size dependence is consistent with the Stephens 
and Klopp data, where indistinguishable creep strain rates were ob
tained for the fine- and coarse-grained material at the same tempera
tures and stresses. However, it should be noted that this assumed grain 
size independence has not been validated with data for the low grain 
sizes representative of ATF material.

It is further assumed that (a) the lattice diffusivity and effective 
diffusivity are identical – that is, D0,L = D0,eff = D0 and QL = Qeff = Q; (b) 
the Burgers’ vector is 0.25 nm (Ruano, Wadsworth, & Sherby, 1988); 
and (c) Young’s modulus can be described by Wagih et al’s expression 
(Wagih, Spencer, Hales, & Shirvan, 2018), 

E = C0 − C1T − C2T2 (16) 

where C0 = 2.6411x105 MPa, C1 = 10 MPa K− 1 and C2 = 2.50x10-2 MPa 
K− 2, which is in turn a fit to data obtained by Armstrong and Brown in 
the temperature range of 25 to 1250 ◦C (Armstrong & Brown, 1964).

Q is set equal to the value of 73.2 kcal/mole (306.269 kJ/mole) 
determined by Stephens and Klopp. This is turn was based on chromium 
self-diffusion coefficient measurements made by Askill and Tomlin in 
1964 (Askill & Tomlin, 1965). Fitting an equation of the form D = D0 exp 
(− Q/RT) to these data (National Institute of Standards and Technology 
(2013)) with a Q value of 73.2 kcal/mole, a D0 value of 1.55 × 10-5 m2 

s− 1 was obtained.
Given the settings of b, E, Q and D0 described above, the values of 

ALS, AHS and n were obtained by fitting Equation (15) to the combined 
(uniaxial) data for diffusivity-compensated creep strain rate (that is, 
creep strain rate divided by diffusivity) versus Young’s-modulus- 
compensated stress (that is, stress divided by Young’s modulus). The 
result, corresponding to ALS, AHS and n values of 8 × 10-10, 2.5 × 1011 

and 4.75, is illustrated in Fig. 2 (noting that 1823 K is the temperature to 
which the Allen datapoint corresponds). The ALS value is based on the 
single low-stress datapoint of Allen, and the temperature dependence at 
low stresses has been assumed identical to that at high stresses due to 
lack of data. This means that the fitted creep model is subject to sig
nificant uncertainty at low stresses.

The fitted Equation (15) (with fitted constants ALS, AHS and n) is used 
‘as is’ in ENIGMA for the creep of chromium with stresses and strain 
rates calculated consistently as generalised values.

The predicted creep rate versus stress behaviour of chromium at 
1000 ◦C relative to that of Zircaloy-4 and M5® base alloys (as predicted 
by the Donaldson and Kaddour-Massih high-temperature creep corre
lations (Rossiter and Peakman, 2024)) is illustrated in Fig. 3 and Fig. 4
(for a biaxial stress state applied to cladding tubes of typical dimensions 
via internal pressurisation). The much higher creep strength of chro
mium than of the base alloys is evident (in particular for base alloy 
material in the mixed α + β or β phases, which will quickly form at this 
temperature), and is a necessary requirement to explain the observed 
reduction in creep strain of Cr-coated cladding subjected to a high- 
temperature transient.
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The new model for creep of a composite cladding sets creep strain 
rates as for the base alloy when the temperature is below the threshold 
for high-temperature creep (650 ◦C for M5® and 700 ◦C for all other 
base alloy types (Rossiter and Peakman, 2024)). This implicitly assumes 
that either (a) irradiation creep dominates in these conditions (as per 
normal operation with uncoated cladding) and irradiation creep strain 
rates for coated cladding are comparable to those for uncoated cladding 
(given the lack of data or an applicable correlation for irradiation creep 
of chromium, this is to some extent a necessary assumption); or (b) 
thermal creep dominates in these conditions (as per transients where 

high PCMI8-induced clad hoop stresses occur with uncoated cladding) 
but the overall cladding creep behaviour is similar for coated and un
coated cladding (again, given the lack of data or an applicable correla
tion for chromium creep at these low temperatures, this is to some extent 
a necessary assumption). In any case, this is consistent with the obser
vation of reduced cladding creep for Cr-coated cladding being restricted 
to high-temperature conditions.

Fig. 2. Predictions and measurements of diffusivity-compensated creep strain rate versus Young’s-modulus-compensated stress for chromium.

Fig. 3. Predictions of Cr and Zircaloy-4 creep rate versus stress behaviour at 1000 ◦C.

8 pellet-cladding mechanical interaction
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When the temperature is greater than or equal to the threshold for 
high-temperature creep, the coated cladding is assumed to behave as an 
integrated composite (that is, not as two distinct layers) whereby the 
generalised creep strain rate in a given timestep is equal in both base 
alloy and coating material. The generalised stresses in each material are 
then subject to the following relationship via the rule of mixtures 
(McLean, 1985): 

σ = σcVc + σbVb (17) 

where σ is the generalised stress in the composite, which is equal to the 
applied generalised stress, σc is the generalised stress in the coating, Vc is 
the volume fraction of the coating, σb is the generalised stress in the base 
alloy, and Vb = 1 – Vc is the volume fraction of the base alloy.

It follows that 

σb =
σ − σcVc

Vb
(18) 

and 

σc =
σ − σbVb

Vc
(19) 

The applied generalised stress is taken as an initial guess for both σc 
and σb and the coating and base alloy creep strain increments, Δεc and 
Δεb, with these stresses are computed using the coating and base alloy 
creep strain rate correlations, with the coating correlation covering only 
thermal creep (irradiation creep of the coating is assumed to be 
negligible).

3. Validation

3.1. Validation cases

The validation of the chromium diffusion and coated cladding creep 
modelling is described below. Since the only usable data that are 
available for the oxidation of the chromium coating are the Framatome 
EATF data which are used to calibrate the oxidation model (see Section 
2.1), there are (currently) no additional data available to independently 
validate the model. Thus, no validation of the coating oxidation model 

has been performed.
The chromium diffusion modelling was validated using data from 

experiments performed by the French Alternative Energies and Atomic 
Energy Commission (CEA) (Brachet et al., 2019; Brachet et al., 2020b). 
These experiments involved out-of-pile annealing of Cr-coated speci
mens in steam at a temperature of 1200 ◦C, and measurement of the 
resulting base alloy Cr weight percentage spatial distributions by EPMA. 
The specimens were unirradiated, and consisted of samples of coated 
Zircaloy-4 sheet (5–10 µm thick chromium coating deposited by PVD9) 
(Brachet, et al., 2019) and coated M5® cladding tube (12–15 µm thick 
chromium coating deposited by PVD) (Brachet et al., 2020a). Data are 
available for coated Zircaloy-4 specimens annealed for 10, 40, 160 and 
280 s, and for a coated M5® specimen annealed for 1500 s.

A single ENIGMA run was performed to predict the base alloy 
chromium weight percentage distributions for the four coated Zircaloy-4 
specimens. Since unfuelled sheet specimens cannot be simulated in 
ENIGMA, notional UO2 fuel pellets were simulated together with coated 
Zircaloy-4 cladding of the same geometry as that in the KIT experiments 
used to develop the chromium diffusion modelling (see Section 2.2). 
This has no impact on the chromium diffusion calculations while 
allowing validation of the diffusion model as it is incorporated into 
ENIGMA, rather than on a stand-alone basis. Quasi-instantaneous heat- 
up to 1200 ◦C was modelled, followed by timesteps of 10, 30, 120 and 
120 s to generate predictions at the experimental annealing times.

A second ENIGMA run was carried out to predict the base alloy 
chromium weight percentage distributions for the coated M5® spec
imen. Again, since unfuelled specimens cannot be simulated in ENIGMA, 
notional UO2 fuel pellets were simulated. Quasi-instantaneous heat-up 
to 1200 ◦C was again modelled, followed by a timestep of 1500 s to 
generate predictions at the experimental annealing time.

Chromium diffusion only occurs – and is only modelled – at high 
temperatures relevant to accident conditions where β-Zr forms (as 
explained in Section 2.2). So there is no chromium diffusion during 
normal operation in LWRs, and no data or requirement to validate the 
chromium diffusion modelling in these conditions. Where chromium 

Fig. 4. Predictions of Cr and M5® creep rate versus stress behaviour at 1000 ◦C.

9 physical vapour deposition
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diffusion does occur (high temperatures), no in-pile effects (over and 
above out-of-pile effects) are expected, but there are no validation data 
to prove or disprove this.

The coated cladding creep modelling was validated using data from 
an Electricité de France (EDF) semi-integral LOCA test of three Cr-coated 
Zircaloy-4 cladding tube specimens (Hazan, Gauthier, Pouillier, & 
Shirvan, 2021). The specimens had an inner diameter of 8.38 mm, an 
outer base alloy diameter of 9.5 mm, a chromium coating thickness of 
25 µm (deposited via a cold spray technique), and a length of 300 mm. 
They were filled with alumina pellets, sealed with Zircaloy-4 end caps, 
and connected to a closed circuit which pressurised the specimens with 
argon at room temperature to a pressure of 50 bar. Testing was per
formed in EDF’s semi-integral LOCA test facility, whereby each spec
imen is mounted vertically in an infra-red furnace within a sealed quartz 
test chamber through which steam is flowed. Quenching of the specimen 
is enabled by bottom-up filling of the test chamber with water. The 
experimental procedure consisted of heating in steam to 350 ◦C, holding 
at this temperature for a short time, applying a temperature ramp to 
1200 ◦C at a rate of 10 ◦C s− 1, holding at 1200 ◦C for 176 s (specimen 1), 
362 s (specimen 2) or 706 s (specimen 3), slow cooling (via turning off 
the furnace) to 700 ◦C, and rapid quenching (water fill rate of 25 mm 
s− 1) from 700 ◦C to ~200 ◦C. Rod internal pressure was measured on- 
line throughout the test. Clad ballooning and burst occurred in all 
cases during the temperature ramp, with clad oxidation occurring both 
during the ramp and the remaining test duration. Measured data rele
vant here include the rod internal pressures versus time (one specimen) 
and the post-test hoop strains (three specimens).

Since specimens and test conditions up until the end of the temper
ature ramp were identical, and burst occurred during the ramp in all 
cases, a single ENIGMA run was performed to predict the rod internal 
pressure, clad stress and clad strain versus time behaviour for the three 
coated specimens (with the maximum 706 s hold at 1200 ◦C applied, 
given the clad inner oxide thickness measurement was for the corre
sponding specimen). The alumina pellets were simulated as notional 
UO2 fuel pellets, since the pellets have no effect on the cladding thermo- 
mechanical behaviour when there is no pellet heating, as in this case. For 
comparison purposes, and since measured post-test hoop strains are 
available (Hazan et al., 2021), a second ENIGMA run was carried out 
simulating the same tests but with an uncoated specimen that has the 
same geometry as the base alloy in the coated specimens.

Some additional specifics are important for the semi-integral LOCA 
test ENIGMA runs: 

• The ENIGMA clad-stress-based failure model outlined in 
Ref. (Rossiter and Peakman, 2024) was employed. Given that initial 
scoping runs showed plastic instability was unrealistically limiting 
clad hoop strains at failure, the additional plastic instability strain 
rate failure criterion was set to an artificially high value of 100 s− 1 to 
disable plastic instability failure (consistent with the approach taken 
in TRANSURANUS and BISON validation (Di Marcello et al., 2014; 
Pastore et al., 2021); a plastic instability failure criterion should in 
general only be applied for specific LOCA scenarios where the clad 
stresses are low (Di Marcello et al., 2014; Pastore et al., 2021)).

• As in previous LOCA modelling (Rossiter and Peakman, 2024), the 
Leistikow base alloy high-temperature oxidation model was used to 
align with the oxidation versus time and temperature assumption 
implicit in the clad-stress-based failure model.

• The pre-ballooning rod internal pressure increase observed during 
the testing was primarily driven by thermal expansion of argon in the 
closed circuit (Hazan et al., 2021), which is represented by an arbi
trarily large plenum in the ENIGMA simulation. Thus, the (user- 
specified) plenum temperature was (a) increased to a value of 
66.9 ◦C at a 350 ◦C specimen temperature that reproduced the 
measured pressure of 58 bar, and (b) further increased by 0.352 ◦C 
s− 1 during the temperature ramp to reproduce the measured pressure 

increase rate prior to ballooning of ~0.006 bar per ◦C increase in 
specimen temperature.

3.2. Validation results

The measured and predicted end-of-test Cr weight percentage dis
tributions for the CEA coated Zircaloy-4 sheet annealing experiments are 
shown in Fig. 5. Both measurements and predictions are provided for the 
four annealing times of 10, 40, 160 and 280 s. Similarly, the measured 
and predicted end-of-test Cr weight percentage distributions for the CEA 
coated M5® cladding tube annealing experiment (annealing time =
1500 s) are reproduced in Fig. 6. The agreement between measurements 
and predictions is in general good, albeit with a tendency for over
prediction of Cr weight percentages, in particular at short annealing 
times. The predicted Cr diffusion coefficient at the temperature of 
1200 ◦C relevant to these experiments is 7.91 μm2 s− 1. This compares 
with the value of 6.29 μm2 s− 1 used by CEA in generating their pre
dictions (which agree almost perfectly with the measurements) for the 
coated Zircaloy-4 sheet annealing experiments (Brachet et al., 2019). 
This suggests that the tendency for overprediction is associated with an 
overprediction of Cr diffusion coefficient. However, diffusion co
efficients are typically associated with relatively large uncertainties, and 
the diffusion coefficient formulation used in the ENIGMA model is 
derived from different experiments to those performed by CEA. Thus, 
the two values of diffusion coefficient are considered to be in good 
agreement, and the overpredictions of Cr weight percentages are well 
within the expected uncertainties.

The predicted behaviour of clad hoop stress versus time and clad 
plastic hoop strain versus time for the EDF semi-integral LOCA tests with 
coated cladding are shown in Fig. 7 and Fig. 8. Similarly, the predicted 
behaviour of clad hoop stress versus time and clad plastic hoop strain 
versus time for the EDF semi-integral LOCA tests with uncoated cladding 
are reproduced in Fig. 9 and Fig. 10. The clad hoop stress versus time 
figures also include plots of predicted clad failure (burst) stress versus 
time, and of the assumed clad temperature boundary condition versus 
time, while the clad plastic hoop strain versus time figures include only 
the latter.

The predicted behaviour is in all cases qualitatively in agreement 
with expectations. The clad plastic hoop strain increases more slowly 
with time for the coated cladding than for the uncoated cladding given 
the reduced creep rate. Thus, despite a slower reduction in failure stress 
with time due to the much reduced cladding oxidation, which increases 
the failure time and failure temperature, a significantly smaller clad 
strain is achieved for the coated cladding than for the uncoated cladding 
prior to cladding failure. Cladding failure temperature is somewhat 
overpredicted, at 904 ◦C for the coated cladding, and at 860 ◦C for the 
uncoated cladding, compared with average measured values of ~870 ◦C 
and 750 ◦C, respectively (Hazan et al., 2021). However, the cladding 
plastic hoop strain at failure is well predicted, at 14.9 % for the coated 
cladding and 30.7 % for the uncoated cladding, compared with average 
measured values of ~15 % and 35 %, respectively (Hazan et al., 2021).

The failure stress (Rossiter and Peakman, 2024) is calculated using 
the same model for both coated and uncoated cladding – that is, the 
failure stress model for uncoated cladding is assumed to also be appli
cable to coated cladding. The semi-integral LOCA test validation sup
ports this approach, albeit only with one dataset.

Overall, the validation is successful, with the modelling approach for 
Cr-coated cladding broadly supported given the data currently 
available.

4. Future work

The work presented here has focused on the development of Cr- 
coated cladding models and their validation using two specific test 
cases: 1) out-of-pile annealing experiments conducted by CEA on Cr- 
coated Zircaloy-4 sheets and M5® cladding tubes, and 2) semi-integral 
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LOCA tests performed by EDF on Cr-coated Zircaloy-4. To date, there 
appears to be limited benchmarking of fuel performance codes using 
consistent validation cases for Cr-coated cladding. Notably, the two 
validation cases employed here are not widely used by other codes. Both 
TRANSURANUS and BISON have simulated the IFA 650.10 experiment 
as part of their model development, although it is important to highlight 
that the IFA 650.10 experiment was performed on uncoated cladding, 
and therefore the simulations using IFA 650.10 include an ‘artificial’ Cr 
coating layer not present in the original experiment (Aragon et al., 2025; 
Dunbar et al., 2024). Nevertheless, for benchmarking purposes, 

simulating the Cr-coated IFA 650.10 case is planned as part of a 
comparative study between ENIGMA and other widely used fuel per
formance codes. This will also provide an opportunity to incorporate 
uncertainties in input parameters and model parameters. Additionally, a 
sensitivity study on key model parameters would further enhance un
derstanding of their impact on performance predictions.

It is recognised that for certain phenomena, additional validation 
would be very beneficial. In particular, the validation of creep behaviour 
for coated cladding remains limited and would benefit from further data 
being made available. Additional creep data for chromium and 

Fig. 5. Measurements and predictions of end-of-test chromium weight percentage distributions for CEA coated Zircaloy-4 sheet annealing experiments.

Fig. 6. Measurements and predictions of end-of-test chromium weight percentage distributions for CEA coated M5® cladding tube annealing experiment.
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chromium-coated zirconium alloys, particularly under low-stress con
ditions, are also necessary for model calibration. Moreover, further one- 
sided oxidation data on coated cladding tubes are required to improve 
validation of the coating oxidation model. These areas will be key pri
orities for future research to ensure comprehensive validation of the 
models.

5. Conclusions

As part of the continued development of the ENIGMA fuel 

performance code, significant enhancements have been implemented to 
enable modelling of chromium-coated zirconium-alloy cladding mate
rials in LWRs. These enhancements were achieved by: 1) assessing the 
impact of the coating on cladding oxidation and hydriding using results 
from high-temperature oxidation tests on Framatome’s Cr-coated M5® 
cladding, and using this assessment to develop modelling of cladding 
oxidation and hydriding at both low and high temperatures; 2) model
ling the consumption of the coating layer due to Cr diffusion into the 
cladding base alloy’s β-Zr phase at elevated temperatures, leveraging 
data from annealing experiments conducted by KIT in Germany; and 3) 

Fig. 7. Clad hoop stress versus time predictions for EDF semi-integral LOCA tests with Cr-coated Zircaloy-4 cladding tube specimens.

Fig. 8. Clad plastic hoop strain versus time predictions for EDF semi-integral LOCA tests with Cr-coated Zircaloy-4 cladding tube specimens.
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incorporating low- and high-temperature cladding creep modelling 
based on chromium thermal creep data identified through a literature 
review.

The chromium diffusion modelling was validated using data from 
out-of-pile annealing experiments conducted by CEA on Cr-coated Zir
caloy-4 sheets and M5® cladding tubes. The measured and predicted Cr 
concentration distributions after annealing at 1200 ◦C for various times 
(10, 40, 160, and 280 s for Zircaloy-4, and 1500 s for M5®) showed good 
overall agreement, despite a slight overprediction tendency at shorter 
annealing times. This discrepancy is attributed to differences in the 
chromium diffusion coefficients used in the ENIGMA model (as derived 

from KIT annealing experiments) and implied by the CEA 
measurements.

The coated cladding creep model was validated using data from 
semi-integral LOCA tests carried out by EDF on three Cr-coated Zircaloy- 
4 cladding tube specimens. The ENIGMA predictions for clad hoop stress 
and plastic hoop strain as a function of time were in qualitative agree
ment with the expected behaviour. The results indicated a slower in
crease in plastic hoop strain for coated cladding compared to uncoated 
cladding due to the reduced creep rate, resulting in smaller absolute clad 
strain prior to failure. Although there was some overprediction in 
cladding failure temperatures, the predicted plastic hoop strains at 

Fig. 9. Clad hoop stress versus time predictions for EDF semi-integral LOCA tests with uncoated Zircaloy-4 cladding tube specimens.

Fig. 10. Clad plastic hoop strain versus time predictions for EDF semi-integral LOCA tests with uncoated Zircaloy-4 cladding tube specimens.
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failure closely matched the measured values, supporting the applica
bility of the new cladding creep model and the use of the existing failure 
stress model for uncoated cladding.

Overall, the enhancements to the ENIGMA code presented here are 
critical for accurately evaluating the extension of ’coping time’ 
achievable with Cr-coated zirconium-alloy cladding during design-basis 
accidents. The validation showed good agreement between ENIGMA’s 
predictions and the experimental data, thereby demonstrating the 
applicability of the new models for simulating the performance of LWR 
fuel rods with chromium-coated cladding in both normal operation and 
accident conditions.
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