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Person de-Identification: A Comprehensive 
Review of Methods, Datasets, Applications, 

and Ethical Aspects Along-With New 
Dimensions 

Wasiq. Khan, Senior Member, IEEE, Luke. Topham, Umar. Khayam, Sandra. Ortega-Martorell, 
Panter. Heather, Darren Ansell, Dhiya. Al-Jumeily, Senior Member, IEEE, and Abir. Hussain, 

Senior Member, IEEE 

Abstract—Person de-identification has become a challenging problem that is receiving substantial attention because of the 
growing demand for privacy protection and related regulations. In this context, computer vision and Deep Learning (DL) 
algorithms offer automated solutions for Face de-identification (FDeID), commonly used to conceal personal identities in visual 
data. The existing survey studies addressing the FDeID topic lack comprehensive coverage of modern generative DL-based 
FDeID methods, limitations of data resources, proposing new applications, and potential technical and ethical research 
directions, which are covered for the first time in this survey. Throughout the manuscript, we offer critical analysis from various 
perspectives with a recurring theme of the growing impact that generative deep learning techniques are beginning to have on 
FDeID and related areas such as gait de-identification. In addition, we suggest 17 novel research dimensions and 
corresponding research questions in both technical and dataset perspectives, which will advance the research frontiers in this 
domain. The insights presented in this survey can benefit the research community and diverse stakeholders such as law 
enforcement, healthcare, industry, etc. It offers valuable insights into the performance analysis of existing methodologies, 
identifies research gaps, highlights application domains, and suggests precise possible avenues for future contributions. 

Index Terms—Biometrics, Face and gesture recognition, Security and Privacy Protection, Posture 

——————————      —————————— 

1 INTRODUCTION
HE individual's or a collective entity’s privacy pertains 
to their right to keep personal information private and 

the option to reveal such information at their discretion. 
Whenever identifiable information is collected and retained, 
issues related to privacy emerge. With its significant pro-
spects for enhancing productivity, Artificial Intelligence (AI) 
utilisation raises several legitimate concerns related to pri-
vacy protection and regulation [1], particularly considering 
the General Data Protection Regulation (GDPR) [2]. In this 
context, recent advancements in automated face recognition 
and face detection, particularly within video surveillance ap-
plications and smart tools (e.g., policing, social media, etc.), 
have given rise to privacy challenges. Regardless of the 
source of identifiable information (e.g., security cameras), 
various approaches have been developed to protect the indi-
vidual’s privacy.  

 

Person de-identification (PDeID) refers to hiding identifia-
ble information from source data (e.g., image, video, gait, 
etc.) such that AI-based tools or humans are unable to iden-
tify the person. Because of the vast emerging applications, 
PDeID is one of the hot topics with its diverse applications, 
specifically in public privacy, security, and law enforce-
ment domains. 

Generally, PDeID has been achieved through full-body 
obfuscation, face blurring [3] [4], and face synthesis [5] [6] 
[7]. In addition, appearance change (i.e., clothing) has been 
proposed in several works for the PDeID [5] [6]. The liter-
ature also contains PDeID and re-identification for im-
proved privacy protection [7]. However, Facial de-Identifi-
cation (FDeID) is the most common type of PDeID, mainly 
focusing on concealing facial identity, with broad scope 
and interest along with diverse applications such as state 
monitoring [8], UAVs [9], security domains (e.g., policing) 
[10] [11], autonomous systems such as robotics [12] [13], 
smart city concepts [14], and many more. Such applica-
tions lead to a higher demand for privacy protection, par-
ticularly visual identification through face capture and 
video streams.  

From a broader perspective, FDeID can be categorised 
into traditional, technological, and, recently, AI, particu-
larly machine learning (ML), deep learning (DL), and com-
puter vision-based methods. The traditional methods use 
a cloth or similar material to cover the face of the accused 
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before media reports [15]. Alternatively, technological ap-
proaches use computational algorithms such as face blur-
ring [16] [17] [18] [19] [20], pixelation [21] [22] [23], and face 
synthesis [24], which perform better in certain conditions. 
However, these methods require human interventions that 
are very time-consuming, such as manual blurring or pix-
elation of images [22]. Applying a blurring filter to videos 
or images [23] is also an alternative which reduces the util-
ity of information in an image or video frame. Some recent 
methods, including k-same [24], preserve image utility that 
requires a large dataset while producing low-quality out-
comes. However, the literature also recommends blurring 
as one of the most effective approaches for protecting the 
privacy of faces [19], regardless of its limitations, such as 
loss of facial utility.  

Alternatively, AI-based approaches provide non-re-
straining and reliable solutions. More specifically, recent 
developments in DL and big data provide opportunities to 
produce generalised and more efficient FDeID. Further-
more, these methods can be fine-tuned for specific applica-
tions with limited datasets using transfer learning [25]. The 
literature concludes that compared to DL-based FDeID, 
conventional technological methods, including face blur-
ring, pixelation, and block-based approaches, are unrelia-
ble [26] [4]. For instance, DL-based face recognition algo-
rithms can easily recognise a blurred face using the origi-
nal image. As an example, [27] proposed uncovering the 
privacy of blurred or pixelated images using DL. Likewise, 
[28] proposed image enhancement to remove blur from im-
ages. These methods demonstrated a high identity recog-
nition rate within the faces blurred with conventional 
methods by utilising DL models.   

1.1 Motivation 
The development of FDeID methods, particularly with the 
recent advancements in DL and computer vision, has po-
tential impacts within diverse application domains, in-
cluding public privacy and security, smart environments, 
law enforcement such as policing, video games, animal 
welfare, and many more [8]— [14]. Recently, the UK Police 
Authority reported [29], [30] substantial time consump-
tion, potentially even days, on pixelating body-worn cam-
era footage due to concerns about privacy and GDPR. This 
issue has prompted the government authorities to commit 
to investigating these challenges. Pixelating appears to 
consume a considerable amount of time, potentially de-
grading the efficiency of police work. In this context, the 
police and security services could benefit from non-inva-
sive, unrestricted, and reliable FDeID systems in realistic 
scenarios, such as body-worn cameras. 

Further to time consumption, the Force Management 
Statement (FMS) for the Metropolitan Police Service (MPS) 
recently stated [1] an ever-increasing demand for privacy 
protection and related data protection legislation. The MPS 
has been reviewing its policies and procedures to improve 
efficiency, mainly by using technological solutions. The 
FMS further highlights AI-based solutions as a future strat-
egy, particularly with the emergence of smart environ-
ments and increasing video surveillance (e.g., street cam-
eras and body-worn camera devices). They aim to utilise 

AI tools for social media monitoring and automated anal-
ysis of mobile data. Considering the facts reported by FMS, 
FDeID might be highly useful for handling visual infor-
mation, which currently requires a large amount of re-
sources for data curation and analysis. 

In addition, despite the presence of several review stud-
ies in this context, as outlined in Supplementary Material 
(SuppM) Table S1, existing works emphasise the tech-
niques and methods employed for FDeID and PDeID but 
need to address several crucial aspects. Firstly, most of 
these surveys are outdated (e.g., [31] [32] [33]) and do not 
address advanced topics such as the use of Generative Ad-
versarial Networks (GAN) and Generative Neural Net-
works (GNNs). Secondly, existing surveys lack the identi-
fication and recommendation of clear, concise, and precise 
solutions (and research directions) in multi-perspectives 
such as a) available datasets (e.g., limitations, strengths, 
new directions); b) potential new interdisciplinary appli-
cations; c) technical methods (i.e., identification of unre-
solved challenges). Moreover, most of the current review 
studies (except [34]) do not adequately address diversity 
and ethical considerations, which hold the utmost signifi-
cance in the context of FDeID. 

1.2 Contributions 
This survey paper focuses on the comprehensive review of 
FDeID technological approaches, available datasets, new 
applications, ethical and data privacy aspects, limitations 
of existing works in various dimensions, and future re-
search directions, along with recommendations. To the 
best of the authors’ knowledge, existing surveys (as shown 
in Table S1 of SuppM) do not address FDeID in the context 
of diversity and ethical concerns, future novel research di-
rections (methods and data assets), and new application 
perspectives. Furthermore, because of the emergence of re-
cent technologies and the rapid proliferation of FDeID 
with diverse applications, particularly related to public 
privacy, safety, and security, FDeID has become an exceed-
ingly prominent subject. In this context, the proposed sur-
vey will be beneficial, offering a comprehensive overview 
of FDeID from diverse perspectives, addressing novel as-
pects of the problem, enabling a clear understanding of the 
topic, potential applications, and future research gaps and 
opportunities (with multiple unresolved research chal-
lenges) that will be of great importance to related commu-
nities. 

2 REVIEW METHODOLOGY 
As mentioned earlier, this survey aims to comprehensively 
review the existing research in FDeID and aid future work 
in the field from various perspectives. The following sub-
sections explain the adapted methodology for this review 
study. The scope of this article is guided by two filters: re-
search dimensions and search strategy. 

2.1 Research Dimensions 
The research aspects investigated in this survey include:  

a) Datasets availability for FDeID and their limitations, 
strengths, and major gaps. 
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b) Assess existing FDeID methods and their strengths and 
limitations.  

c) Improvements and research directions for the existing 
FDeID datasets and technological approaches.  

d) Comparative analysis of the conventional, ML-based, and 
recently, DL-based FDeID approaches.  

e) Potential applications of the FDeID considering the emer-
gence of smart city environments and the increase of video 
surveillance in various forms. 

f) Ethical concerns and regulations requiring attention for the 
research and development of FDeID systems.  

Initially, the survey presents the breadth of FDeID meth-
ods, evaluates their performances, and reveals the interrela-
tionship between these methodologies. Subsequently, an 
overview of existing datasets used for FDeID tasks is pre-
sented, which mainly serve as training and evaluation re-
sources for ML-based FDeID approaches. Furthermore, we 
identify several new dimensions that can serve for further 
exploration or refinement in future endeavours. Addition-
ally, our review focuses on the ethical dimensions of FDeID, 
which has become a hot topic within the applied AI domain. 
Finally, we present a review of existing and potential new 
FDeID applications that would be highly impactful, specifi-
cally for the industrial community and law enforcement au-
thorities. 

2.2 Search Strategy 
Table 1 includes a list of keywords and permutations used to 
explore the FDeID literature for this survey. The keywords 
are categorised into context and objective. Context refers to 
the FDeID datasets and methods required to achieve the ob-
jectives of the FDeID elements. Objective refers to de-identi-
fying a person, mainly FDeID. The database libraries 
searched include IEEE Xplore, Science Direct, ACM Digital 
Library, Scopus, and Google Scholar. To filter the vast re-
search and find only relevant studies aligned with the objec-
tives of this survey, we defined a range of selection and qual-
ity assessment criteria that consider: a) only articles in Eng-
lish; b) only articles published in peer-reviewed journals or 
conferences, ensuring the quality of research; and c) non-re-
peated articles. 

TABLE 1 
KEYWORDS WE USED TO EXPLORE THE FDEID LITERATURE  

Goal Keywords 
Context face de-identification, face blurring, face masking, facial pri-

vacy, AI-based face deidentification, person de-identifica-
tion, face obfuscation, face perturbations, face anonymisa-
tion, face cartooning, visual privacy protection, video sur-
veillance, privacy tools, policing tools 

Objective masking, blurring, obfuscation, detection, identification, 
de-identification, recognition, estimation, privacy, ethi-
cal AI, privacy protection 

 
With this search strategy, we identified 450 articles, which 
were further filtered to eliminate irrelevant literature. We re-
mained with 172 peer-reviewed works covering face 
deidentification methods, datasets, applications, and ethical 
concerns. 

Figure 1 shows that 40% of the reviewed papers belong 

to journal publications, and 37% are conference papers. In 
comparison, the remaining 23% are book chapters, work-
shops and reports published by government bodies (e.g., Po-
lice) and other sources (e.g., research thesis). Figure 1 also 
shows that 26% and 19% of studies belong to methods and 
datasets, respectively; 13% and 14% cover the ethics and ap-
plications, respectively; 7% address the future research di-
rectives; 17% other dimensions (i.e., broader perspectives), 
and 4% existing surveys. It can be noticed that the highest 
proportion of reviewed FDeID approaches are based on face 
blurring (29%), followed by neural art and conventional ap-
proaches (20%), GAN (20%), GAN with k-based (11%), DL 
(11%), and GNN (9%).  

Fig. 1. Distribution of publication types, review dimensions, and FDeID 
methods explored in this survey. 

2.3 Organisation 
The remaining manuscript is organised as follows. Section 
3 comprises a detailed review of existing works concerning 
FDeID methods. Section 4 presents the available datasets, 
corresponding challenges, and limitations. Section 5 en-
tails a comprehensive review of various application do-
mains, while Section 6 addresses the ethical concerns re-
lated to the topic. Section 7 summarises the possible future 
research directions and recommendations in multiple di-
mensions, such as data assets, methods, and new applica-
tions. Finally, concluding remarks are presented in Section 
8. 

3 FACE DE-IDENTIFICATION APPROACHES 
This section summarises various FDeID approaches, 
strengths, limitations, and uses. Various FDeID methods 
have been introduced that can generally be categorised 
into conventional FDeID methods, computational and 
technological approaches, and ML or DL-based methods, 
as detailed in the following sections. Table S2 (in SuppM) 
summarises the literature concerning FDeID methodolo-
gies, study objectives, datasets used, performance 
measures, and associated limitations. 
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3.1 Conventional FDeID Approaches 
Computational methods concerning FDeID were intro-
duced long ago, whereas early approaches used manual 
blurring or pixelating of videos and images [19]. Using 
blur filters on images in [23] is claimed as a better approach 
for protecting privacy and PDeID; however, gender can 
easily be recognised in this method. Likewise, different fil-
ters may produce varying levels of privacy and situation 
awareness. Furthermore, [22] highlighted several limita-
tions of face blur approaches, mainly the lack of automa-
tion and reliability. 

With the growing use of social media applications, 
there has been a drastic demand for individuals’ privacy 
protection. In [19], the original user (content owner) can re-
strict the facial identity of a specific person(s) upon request 
from other users who are tagged. This provides a certain 
level of privacy on social media platforms, preventing us-
ers’ identities from being misused by other users (i.e., only 
the tagged person can see the image). Likewise, [20] pro-
posed a facial privacy protection approach for social media 
by employing a trained ML model for face detection and 
recognition. The work proposes a system to prevent un-
wanted individuals from effectively recognising users in a 
photo. The work reported 87.4% success in preventing the 
users from identifying their contacts in restricted photos.  

A scrambling approach which hides the face identity is 
proposed in [21]. The study uses the Colorado State Uni-
versity face identification evaluation system, which pro-
vides standard face recognition algorithms, standard sta-
tistical methods, and performance evaluation. The face 
recognition task uses Principal Component Analysis 
(PCA) and Linear Discriminant Analysis (LDA). The final 
subspace is obtained by multiplying the PCA and LDA ba-
sis vectors. The image pixels are modified, so the generated 
images are unidentifiable. For both PCA and LDA algo-
rithms, the recognition rate is nearly 0% at rank 0 and re-
mains below 10% at rank 50. However, this study uses a 
limited amount of dataset and diversity.  

In the context of multi-object images, the literature con-
tains several works introducing privacy control methods 
for multiple users. For instance, in scenarios where the first 
user is granted access to view only a single object, the re-
maining objects are obscured or blurred for that particular 
user. This concept is implemented by [35] for crime deter-
rence and investigation. It refers to an object’s privacy pol-
icies, which are determined according to the object’s close-
ness to viewers. It also determines abstraction operators to 
hide the visual information of objects.  

Despite the successful use of application-oriented con-
ventional FDeID approaches, these methods are invasive 
and require substantial human intervention, which is im-
practical given the massive data available through various 
means, the increasing demand for surveillance, and simul-
taneously the regulations and concerns of privacy protec-
tion and GDPR. Thus, autonomous, efficient, and general-
ised methods are required to perform FDeID and handle 
the challenges of real-time dynamics. 

3.2 DL-Based FDeID Approaches 
The limitations of conventional image processing-based 

FDeID have been resolved using DL methods, such as 
landmark detection and Deep Neural Networks (DNNs).  

3.2.1. Autonomous Face detectors-based FDeID 
A face-blurring pixel-based approach is proposed in [36] 
by utilising multiple face detectors where faces and corre-
sponding pixels are detected following the implementa-
tion of Dempster’s rule to perform the blurring of the iden-
tified region. Another face burring approach based on 
multi-boosting is introduced in [37], which combines face 
detection with pedestrian detection using the Viola-Jones 
algorithm. A skin detector is used to eliminate false posi-
tives. The model first detects pedestrians and then corre-
sponding faces within the identified region (i.e., pedestrian 
segment). It blurs all the faces of identified subjects in im-
age or video frames. The study reported an average of two 
false positive detections per image frame, limiting its use 
in real-world environments.   

The face-blurring approach in [16] is utilised for chil-
dren's privacy, performing child detection followed by a 
blurring task before uploading the image to a social net-
work. In case a child under the age of 16 years is detected 
in an uploaded picture, the system automatically blurs the 
face region. A pre-trained DL model (VGG-16 trained) is 
used to identify the age. A similar face-blurring approach 
is proposed in [17], which first detects the faces with the 
Viola-Jones detection algorithm [38]. This approach uses a 
background removal method using image subtraction in 
the pre-processing stage. In the second step, tracking is 
performed with a colour space algorithm over the detected 
faces. The template matching algorithm is then used to re-
duce the processing time, and a final Gaussian filter is ap-
plied to the detected face. The study indicated that in some 
multi-face experiments, the detection rate was very low, 
mainly because of the inability to detect all faces in the im-
age. 

A face-obfuscating approach for preserving visual pri-
vacy in social media platforms is proposed in [39]. It de-
tects a user’s face from an input image, applies the adver-
sarial perturbation, and returns the image with a perturbed 
face. This model indicated reliability for the face detection 
(i.e., 98% accuracy); however, perturbed images are still 
recognisable.  

A face cartooning approach for privacy protection in 
video is proposed in [40]. For face detection, the Viola-
Jones face detector [38] is utilised. The developed system 
can perform cartooning for entire images or selective re-
gions of images. In addition to the pre-trained face detec-
tor, this work performs image processing, including blur-
ring, Sobel edge detector, and mean shift filter. This 
strengthens the cartooning effect and makes the image less 
blurry. However, the performance (70% face recognition 
accuracy) for processed images is not very satisfactory for 
the applications. 

3.2.2. Deep Neural Networks (DNNs) for FDeID 
Considering the limitations of face detector-based meth-
ods, [41] proposed a DNN model for facial obfuscation 
against unauthorised face recognition. The model uses ad-
versarial facial obfuscation to generate images with feature 
vectors significantly diverging from the original in the 
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embedding space while keeping perceptual similarity. The 
study conducted a survey regarding face obfuscation 
against unauthorised face recognition using DNN and con-
cluded that a little perturbation could cause DNN face 
recognition to produce false predictions. 

Face attribute transfer mode is presented in [42] uses 
DNN to map non-identity-related facial attributes to face 
images. The model detects faces within the image frame 
using a pre-trained landmark detection, then synthesises 
the detected faces and provides re-identification for match-
ing the original image with the generated one. This ap-
proach preserves expression, light condition, and head 
pose. It transfers the facial expressions in the original im-
age to the target faces of a consented subject. While the 
study reported effective FDeID results, it has limited use 
for the occluded faces, e.g., where faces overlap.  

A similar DL-based FDeID approach is proposed in [43] 
with applications to digital image information exchange, 
which utilises block scrambling and DL techniques. With the 
Arnold random scrambling algorithm, the main parts of the 
human face, such as the eyes, nose, mouth, etc., are scram-
bled. The scrambled image is then processed by a Convolu-
tional Neural Network (CNN) model for face recognition. 
While these works perform satisfactorily from application 
perspectives, the diversity aspect of the models’ training is 
limited. For example, datasets used contain only frontal im-
ages, single instances, and limited diversity. 

A face-swapping technique for patient privacy protection 
in clinics is proposed in [44]. A DNN is used to automatically 
perform facial swaps, taking input video and generating 
swapped face video as output. Face detection is achieved 
through MTCNN and Single Shot Scale-invariant Face De-
tector (S3FD. Face Alignment Network (FAN) performs ex-
traction and alignment on the face data. Although the recog-
nition rate with original faces is less than 10%, performance 
further degrades for realistic and diverse datasets. A similar 
work [45] proposes a deepfake-based approach to generate 
fake faces to be swapped with the original one. It protects 
privacy in medical videos containing patients’ faces, which 
could be swapped to a target face and become unrecognisa-
ble. Like [44], the dataset contains only frontal face images 
and limited diversity (e.g., use of frontal pose, static back-
ground). 

A DL-based approach in [46] for privacy protection 
within the videos captured in street cameras, public places, 
banks, etc., uses the responses of a DNN to transfer the style 
of one image to another. The neural art algorithm is used for 
de-identification, requiring two images as input: a content 
image to be transformed and a style image to be used for 
transforming the content image.  

A similar approach is proposed in [47] based on a neural 
art algorithm utilising the VGG DNN’s responses trained on 
ImageNet. The input image is processed to obtain an initial 
foreground background estimation using background sub-
traction based on Gaussian Mixture Models (GMMs). For 
face detection, the Viola-Jones face detector [38] is employed 
where the detected face is masked with the altered face. The 
outcomes show that the resulting image is recognisable ex-
plicitly in realistic environments, potentially because of the 
limited generalisation of the model, for instance, being 

trained over frontal videos only in controlled settings (e.g., 
indoor settings).  

A subspace decomposition technique to decouple the pa-
rameters that control different facial attributes is proposed 
in [48]. This model learns subspaces from a training set with 
annotations for gender, age, and race attributes. Multimodal 
Discriminant Analysis (MMDA) [49] captures the essence of 
gender, race, or age in a single constant vector parameter. For 
facial landmark identification, the Adaptive Appearance 
Model (AAM) [50] is employed. A mask is then applied to 
remove hair and background from the input image. The uti-
lisation of MMDA helps to synthesise new faces with target 
attributes. This approach, like [51], uses only frontal faces in 
training and validation, which is uncommon in realistic 
cases. 

3.3. Differential Privacy (DP) and Diffusion Models 
for FDeID 

Recently, many works, such as [52] [53] [54], have per-
formed de-identification using diffusion models. Diffusion 
models use an iterative forward diffusion process to de-
stroy structure in a data distribution [55]. It is then possible 
to restore the data via reverse diffusion. For example, in 
[52], diffusion models are applied to make small changes 
to face shapes, providing a level of privacy while remain-
ing identifiable as faces. Similarly, [53] uses a diffusion 
model to blur images. However, to mitigate the common 
problem of computational expense associated with the it-
erative nature of diffusion models, [53] uses the forward 
and backward process to estimate image quality and to ap-
ply the forward process accordingly. Unlike [52] [53], 
which results in blurred, unnatural images, [54] results in 
more natural images by using generative methods to add 
alternative facial features. However, the results of [54] are 
unlikely to fool a human observer. Due to their iterative 
nature, diffusion models are relatively computationally ex-
pensive, which may have implications for their usage, for 
example, in real-time video streaming [53]. 

Study [56] introduces a face anonymization framework 
composed of a data-driven deep neural network with a dif-
ferential privacy mechanism. This approach allows for ad-
justable privacy-utility balance through the privacy budget 
and generates high-quality, identity-agnostic images suita-
ble for tasks like detection and tracking without requiring 
pre-annotations. This study also uses CelebA and CelebA-
HQ datasets for the training and cross-data validation and 
is thus limited to frontal faces. For the cross-dataset valida-
tion (CelebA), this approach produced a structural similar-
ity index (SSIM) of 0.82, an identity distance of 1.1, and a 
protection success rate of 0.96. 

In recent research [57], the limitations of k-same obfus-
cation to composition attacks and background knowledge 
inferences are experimented with, reporting potential vio-
lations of its privacy guarantees. The study proposes em-
ploying the DP application for facial identity obfuscation 
using generative ML models. Additionally, a method to en-
force DP by directly modifying pixel intensities is pro-
posed, sacrificing some visual quality for versatility in ob-
fuscating any image. Experiments show that DP is more 
resilient to composition and parrot attacks and offers 
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comparable utility while providing stronger privacy guar-
antees. The study concludes with recommendations for 
implementing generative models and pixel-space image 
obfuscation to achieve better privacy protection. 

3.4. Advanced DL-based FDeID Approaches 
Recently, the advancement in generative AI and computer 
vision has accelerated this domain, producing various 
FDeID methods addressed in the following subsections.  

3.4.1. GAN-based FDeID methods 
The GAN is an adversarial process where a generator 
model learns to generate realistic-looking images from the 
actual data. In contrast, the discriminator learns to distin-
guish between the generated images and the correspond-
ing actual training data [58]. In relation to FDeID, GAN 
uses the face synthesis approach to protect face privacy 
and preserve utility for still images and video data.  

The literature contains a variety of GAN-based FDeIDs, 
mainly for privacy protection. Research in [59] utilizes 
GAN to generate the deidentified image, which looks dif-
ferent from the original image, while face utility, such as 
gender, age, and race, is preserved. The model adopts a 
structural similarity index to quantify the similarity be-
tween the original and the generated images. This ap-
proach achieves verification accuracy between 94% and 
97%; however, it struggles when evaluated over ‘faces in 
the wild’ comprising varying head poses, occlusion, and 
other dynamics. 

 Another work [60] presents a GAN-based FDeID for 
privacy preservation during website access. To resist fully 
reconstructing images, the framework uses a discriminator 
GAN to directly reconstruct data to a designated target dis-
tribution, assuming that the target distribution differs from 
the data distribution. The generator and re-constructor are 
implemented using three different structures, including 
VGG Nets [61] and a CNN model. The framework aims to 
increase the distance between original data and its recon-
struction and to preserve individual privacy while retain-
ing significant information. The model indicated 90% ac-
curacy when evaluated on multiple grey-scale datasets.  

Another GAN-based FDeID approach is proposed by 
[5] to resolve the overfitting problem. The work also en-
hances the generated image quality using the improved U-
Net [62] in the generator. Two discriminators with a seven-
layer network architecture are designed to strengthen the 
feature extraction ability. The design of an adversarial loss 
function is introduced to reduce the problem of model col-
lapse and overfitting during the training. The study also 
reported the ability of full-body de-identification; how-
ever, it indicates relatively lower performance.  

EPD-Net is proposed in [63] utilizing a GAN-based ar-
chitecture to maximise emotion similarity while minimis-
ing person identification. The model generates an output 
image with minimised identifiable features (compared to 
the input face image) while preserving the emotion of the 
input face. While this approach indicates reliable perfor-
mance, further improvements can be made in several as-
pects. For example, the dataset is limited to frontal faces 
and a single instance per image.  

FDeID is extended to real-time video in the recent 

GAN-based work [64]. A face dynamic similarity module 
is implemented to preserve facial dynamics while trans-
forming facial identities. The dynamic similarity model 
uses a pre-trained landmark detection module to quantify 
the discrepancy between landmarks on original images 
compared to de-identified images focusing on features 
such as eyebrows, which are heavily related to facial ex-
pressions. The work was designed to enable anonymous 
telemedicine and video-based diagnosis.  

A full-body de-identification method using GAN is 
presented in [6] generates a de-identified image with cloth 
changing where the face is de-identified through hairstyle 
and background replacements. The GAN model ensures 
synthetic images look natural and fit well within the origi-
nal scene. For face synthesis, this approach uses a pre-
trained deep model (DCGAN), while for face detection, the 
Viola-Jones face detector [38] is utilised. Despite the com-
position of multiple methods, the outcomes indicate poor 
face detection performance when evaluated over a larger 
dataset (Human 3.6M [64] dataset). 

Alongside FDeID, a head obfuscating approach is pro-
posed in [65] revealing that a simple blurring approach is 
insufficient for this task. In contrast, a knowledge transfer 
approach is used between the encoder and decoder, where 
the decoder (during training) learns from the encoding 
component to reduce parameters to facial coordinates. A 
GAN model generates missing visual contents while con-
ditioning the context. However, both approaches assume 
appearance and texture similarity between the missing 
part and the context. This model can generate head 
inpainting solely from the body and scene context without 
resorting to any information from the head region.  

Secret Face Generative Adversarial Network (SF-GAN) 
is proposed in [66], claiming FDeID without losing facial 
attribute information. This approach aims to perform 
FDeID effectively and generate visually reasonable images 
while retaining the facial attribute information of the orig-
inal images. SF-GAN uses shallow-face attribute infor-
mation and deep-face attribute information and adopts 
different processing strategies for multi-attribute reten-
tion. This method reports reliable performance. However, 
datasets are limited to frontal view only, limiting their use-
ability in most practical scenarios.  

Alternatively, PrivacyNet [67] imparts soft biometric 
privacy to face images via image perturbation. The image 
perturbation is performed using a GAN-based semi-adver-
sarial network. PrivacyNet modifies an input face image 
such that it is effective for face-matching purposes but un-
reliable for attribute classifiers. This approach further 
trains a cycle-GAN model without the auxiliary face 
matcher. The results showed comparatively better perfor-
mance in perturbing the target attributes without affecting 
the matching utility of face images. However, a human ob-
server may distinguish between perturbed face images and 
non-modified ones.  

An end-to-end facial privacy protection approach [68] 
uses pixel-wise face region loss to seamlessly replace a face 
in an image with a synthesised face. The study uses Multi-
task CNN (MTCNN) for face detection and face swapping, 
replacing the original image’s face with an auto-generated 
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one. The generator is built upon U-Net [62], consisting of 
an encoder and a decoder while preserving the back-
ground of the original image. PatchGAN is adopted as a 
discriminator to identify the generated face images from 
actual ones. The outcomes reported that the generated im-
ages are completely different from the original images, 
with 97.9% face detection accuracy.  

A similar approach for the FDeID that preserves the im-
age’s background is proposed in [69]. The model can auto-
matically anonymise faces in images while retaining the 
original data distribution. Interestingly, this work pro-
duces a diverse dataset of human faces, Flickr Diverse 
Faces (FDF), which includes unconventional poses, oc-
cluded faces, and a vast variability in backgrounds. The 
study reported over 95% accuracy for the face detection for 
cross-evaluation over the Wider Face dataset. However, 
non-traditional poses may cause this model to generate 
corrupted faces.  

A framework for FDeID is proposed in [70] based on ob-
fuscating visual appearance while preserving identity fea-
tures such as race, expression, and age. It comprises two 
major components: an identity-aware region discovery 
module and an identity-aware face confusion module. The 
former adaptively locates the identity-independent attrib-
utes on human faces and generates the privacy-preserving 
faces using original faces and discovered facial attributes. 
The outcomes reported effective anonymisation of facial ap-
pearance; however, humans may easily identify the person 
in generated images by race, expression, age, and other at-
tributes. 

A recent study [71] investigates the effectiveness of state-
of-the-art methods for privacy protection, mainly face obfus-
cation approaches. The authors conducted an online survey 
(N=110). They found that DeepFake obfuscation is a viable 
alternative to state-of-the-art obfuscation methods such as 
blurring, pixelating, and replacement with avatars. The 
work also investigates how DeepFake obfuscation can en-
hance privacy protection without negatively impacting the 
image’s aesthetics. The outcomes revealed that the person 
identification rate for public figures obfuscated significantly 
varies with respect to the corresponding method. For in-
stance, humans’ success rate for DeepFakes (29%) is far 
lower than blurred faces (95.96%), pixelated faces (85%), av-
atars (75%), and masked faces (59.18%). This clearly indi-
cates the effectiveness of DL and GAN-based approaches for 
the FDeID compared to conventional technological ap-
proaches.  

3.4.2. GAN with Autoencoders and GNN for FDeID 
Convolutional autoencoders [72] impart privacy using the 
transformation of input face images by utilising semi-adver-
sarial networks with CNNs. Convolutional autoencoder is 
trained in the first step, producing an image that closely re-
sembles the original image from the training set while incor-
porating gender prototype information. Further training in-
volves incorporating feedback from both auxiliary CNN-
based gender classifiers and auxiliary CNN-based face 
matching into the loss function. This produces regenerated 
images so that the error rate of the auxiliary gender classifier 
increases while the auxiliary face matcher is not unduly 

influenced.  
Another GAN-based approach is proposed in [73] to con-

trol privacy in images and videos. The system first detects a 
face using the Viola-Jones face detector [38] and then uses 
GNNs to transform the detected face into a new form (e.g., a 
different expression). The face generator is trained over the 
RAFDB dataset [74] to generate a new face. The GNNs used 
in this work allow different image generation processes and 
synthesise faces with different appearances under varying 
poses and facial expressions. It also preserves non-identity 
features such as gender, race, etc. Along with its effective-
ness for utility preservation and privacy protection, this ap-
proach is similar to  [72] struggles to handle hazy or oc-
cluded scenes. 

A controllable FDeID method utilising generative AI and 
Ml algorithms is proposed in [75] offering a customizable 
balance between data utility preservation and privacy pro-
tection, as well as producing diverse and high-quality im-
ages. Based on GAN inversion and the StyleGAN2 model, 
this method uses a multi-objective loss to optimize image se-
mantics, contextual cues, and specialized loss terms, ensur-
ing identity suppression, utility preservation, diversity, and 
realism. Experiments are conducted on cross datasets, show-
ing better face verification, data utility, and image quality. 
Despite its effectiveness, validation is performed on datasets 
either captured in static background, with less diversity, or 
with frontal faces as the majority sample. 

3.4.3. Autoencoders-based FDeID methods  
Fully connected convolutional autoencoders are used 

in [76] for the FDeID. For model training, finetuning of the 
encoder is performed to preserve facial attributes. The 
tuned network then performs FDeID in an end-to-end 
fashion by forward passing the facial image through the 
modified encoder, which changes face identity while pre-
serving other attributes. Subsequently, the decoder recon-
structs a new face. As the autoencoders tend to produce a 
blurred reconstruction, the system also uses a deblurring 
model, which is trained over blurred images to remove 
Gaussian blur from images. The overall end-to-end system 
is aimed at embedded systems applications, such as auton-
omous UAV flight privacy preservation.  

A recent study [77] proposes a Quality Maintenance-
Variational AutoEncoder that preserves face expressions in 
FDeID. Firstly, it de-identifies the input image and then re-
constructs its utility. The model integrates vector quantisa-
tion into the structure of the generative model to generate 
high-quality face images. OpenCV and CNN are used for 
face detection and facial expression classification. A similar 
FDeID approach utilising an adversarial auto-encoder cou-
pled with a trained face-classifier is proposed in [51]. A 
new variant of perceptual loss is employed to maintain 
source expression, pose, and lighting conditions while cap-
turing the essence of the target identity. To encode the tar-
get image, the model uses a pre-trained face classifier, Res-
Net-50 [78], trained over the VGGFace2 [79]. The model 
uses a target image randomly selected from the person’s 
video and maximises the distances between the face de-
scriptors of the output video and the target image. This 
contributes to the applicability of the method to real-time 
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video streams. 

3.4.4. k-Obfuscation FDeID methods 
The k-Anonymity and k-Same are the popular ap-

proaches used for the FDeID and privacy preservation 
with the following major categories. 

3.4.4.1. k-Same and k-Anonymity models: Research 
[24] employed the k-Same model to determine the similar-
ity between faces based on a distance metric and to create 
new faces by averaging image components. The study re-
ported ‘k’ selection as challenging, partly depending upon 
the level of protection prohibiting the ability for all indi-
viduals to be known.  

A hybrid algorithm (k-Same-Select) was recently pro-
posed [26], claiming its usefulness for data utility preser-
vation compared to k-Same and ad-hoc methods. Like-
wise, k-Same-M is introduced in [80] by combining a 
model-based image parameterisation and a formal privacy 
protection model. The algorithm trains a generative model 
until the difference between the original and reconstructed 
images is minimal. The parameter vector of the model 
serves as an encoding for the input image. The study iden-
tified pixelation as a particularly ineffective approach be-
cause it produced recognisable faces.  

A k-Anonymity-based de-identification in video 
frames has recently been proposed in [81], preserving the 
pose expression and other utility features. Face pose is de-
termined as a separate model in the preliminary step be-
fore the FDeID. This method indicated better performance 
compared to the k-Same approach. Notably, it works for 
side poses, which is mostly required in practice. However, 
face detection would be required to perform the FDeID 
and other processes.  

Another study [118] proposes a similar approach that 
maintains various facial attributes such as expression, age, 
and gender. It randomly selects k-face images and transfers 
the face attributes from the test face to the k-selected faces 
using the ELEGANT model [82]. The k-selected faces have 
the same attributes as the test face. The ELEGANT model 
encodes face images into latent space by using an encoder. 
A decoder decodes the latent encoding to the correspond-
ing face image. In the latent space, the corresponding parts 
of the two latent encodings exchange the relevant attrib-
utes of the two original face images. Results indicated that 
this approach outperforms the k-Same approach [24]. 

3.4.4.2. k-Same with GAN and GNNs: Facial identity 
controllable GAN [83] utilised k-Same anonymity and 
GAN methods for the FDeID and preservation of other 
identifiable features such as hair, colour, eyes, and expres-
sions. The conventional manifold k-Same method mixes 
multiple face images in the latent identity space, risking 
privacy leakage and poor data utility. Averaging faces 
leads to blurry images, affecting quality. To address these 
issues, an autoencoder-based conditional generative 
model disentangles identity from non-identity attributes, 
applying manifold k-Same for k-Anonymity. This en-
hances performance by embedding structural features, 
head pose, and expression. However, it is limited to frontal 
faces and may cause de-identified faces to match others, 

raising privacy concerns. 
To tackle the challenges in existing methods, such as 

[84], FDeID approach known as k-Same-Siamese-GAN is 
proposed in [85], comprising face recognition, cluster gen-
erating, and candidate clustering. Mixed precision training 
ensures privacy protection on close-form identities for time 
and space efficiency. This approach also enables the re-
identification for which the Siamese network has been 
modified and incorporated. While this approach produced 
nearly natural and realistic-looking de-identified face im-
ages, it requires large training time and identifiable output 
faces. 

A recent work introduces the k-Same-Net [84], a com-
posite of GNNs and k-Anonymity mechanism, to protect 
privacy on a closed set of identities. This model produced 
realistic and natural-looking facial images corresponding 
to the identities from the training data and artificial non-
existing identities. The outcomes comprise various facial 
expressions while preserving the utility of age, gender, and 
race. This approach was also able to re-identify from out-
put images. An improved version of [84] proposes synthe-
sised surrogate faces for FDeID [86], mainly for social me-
dia and cloud-based services. This approach integrates di-
versity into the de-identified faces, replacing an original 
face with a surrogate face synthesised using GNN. While 
these methods indicate efficient performance (~100%), they 
are limited to frontal faces and single faces per image. Fur-
thermore, the quality of the generated images lacks a syn-
thetic appearance. 

3.4.4.3. k-Same with AAM: An appearance-based ap-
proach (k-Same-furthest) has recently been proposed [87], 
mainly focusing on high reliability and accuracy. Because 
the conventional k-Same is an appearance-based algo-
rithm, a ‘ghosting’ artefact tends to appear in the output 
due to the misalignments of the ‘k’ images involved. This 
happens despite the images being aligned based on a small 
number of facial landmarks. To prevent ghosting artefacts 
in the de-identified faces, k-Same-furthest averages the 
faces in the feature space constructed by an AAM. The 
FDeID is performed using the faces that are furthest away, 
hence maximising identity loss and achieving perfect pri-
vacy protection regardless of the value of ‘k’. On the other 
hand, results revealed that using PCA representation of 
face images, the recognition rates of the de-identified faces 
are slightly above zero; however, they are comparatively 
better than the k-Same-M faces.  

A framework named GARP-Face, proposed in [88], bal-
ances the utility preservation in FDeID in relation to gen-
der, age, and race attributes. Given an input face image, 
GARP-Face determines its gender, age and race attributes 
using facial analysis techniques in the first step. It then per-
forms the FDeID by blending with the GAR representative 
super-face, which is similar to the original face and has 
consistent attributes. This method builds a utility-specific 
AAM per category, utility determination, and a diverse 
face gallery. The parametrisation of a face image is per-
formed to minimise the difference between a utility-spe-
cific AAM model and the input image. This approach can 
be further improved with better attribute classifiers.  
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3.5. Summary 
This section comprehensively reviews FDeID ap-

proaches based on conventional image processing, DL, 
GAN, GNN, DP, and k-Anonymity methods. Table S2 (in 
SuppM) summarises the literature concerning FDeID 
methodologies, study objectives, datasets used, perfor-
mance measures, and associated limitations. The literature 
uses diverse evaluation metrics w.r.t FDeID methods and 
appropriateness of the application context. A detailed list 
of evaluation metrics, along with a brief description and 
mathematical formulation, is presented in Table S3 of 
SuppM. It can be noticed in Table S2 and Fig. 2 that gener-
ally, GAN and GNN-based approaches such as [59], [66], 
[70], [68], [69], [84], [86], emerged as the most effective, falli 

ng to 10% or less post-deidentification rate. For exam-
ple, [68] reports 98.2% and 98.9% de-ID rates on the 
VGCFace2 and CelebA datasets, respectively. This indi-
cates a significant reduction in the ability to identify faces, 
showcasing the robustness of these techniques in preserv-
ing anonymity. However, most of these approaches are 
limited to only frontal camera view and without occluded 
faces (or conditions), which is not the case in realistic envi-
ronments (e.g., street surveillance cameras).  

Likewise, humans can identify generated faces by cor-
responding attributes (e.g., race, expression, age, etc.); some 
of the works use relatively small datasets with limited diver-
sity and realistic dynamics (e.g., occlusions [89]) and partic-
ularly, multiple camera perspectives such as profile/rear 
view, which is common in practice (e.g., smart city cameras). 
Similarly, in [60], a low-dimensional image has less chance 
to re-construct.  

Fig. 2. The average facial identification rate reported after FDeID has been 
performed using various de-identification methods.  The average was cal-
culated from the results reported in the literature surveyed.  

In contrast, conventional DL-based approaches such as 
face swapping, cartooning, and face blurring [7], [42], [41], 
[43], [77], and [27] were less successful in obscuring identi-
ties. These techniques resulted in a higher average identifi-
cation rate (post deidentification), exceeding 25%, where the 
generated outcomes are either recognisable by humans (e.g., 
[42]) or comprise of limited diversity [43]. Finally, the k-Same 
family [84], [85], [83], [5], and [6]  integrates GAN with k-
Anonymity, indicating reliable performance, particularly at-
tribute preservation; however, individuals can be re-identi-
fied via other cues besides facial identity. 

While GANs offer reliability in FDeID, for example, [83] 
reports a de-ID rate of 91.09%. However, they require more 
processing time and computational resources [90], which is 
also true for Neural art methods. Alternatively, GNNs pro-
vide a good balance between processing time and 

effectiveness, making them suitable for applications where 
both are important. Other traditional methods, such as face 
blurring and pixelation, are time-efficient and least resource-
intensive; however, they are less effective at ensuring pri-
vacy. On the other hand, DP-based FDeiD methods are 
highly reliable for obtaining privacy, with variable pro-
cessing times depending on the specific approach.  

Fig. 3. FDeID output samples generated using various conventional and 
advanced technological approaches. 

 
4 PERSON DE-IDENTIFICATION DATASETS 
This section comprehensively reviews available PDeID, 
FDeID, and full-body de-identification datasets in 2D and 
3D settings. Common trends and limitations are also sum-
marised in Table 2 and mainly include i) dataset size, ii) 
diversity concerning various factors, e.g., socio-demo-
graphic attributes, iii) single vs multi-camera view, iv)  sin-
gle vs multi-instance images, v) dimensionality (e.g., 2D, 
3D), vi) availability and annotations, vii) strengths and 
limitations, and several other factors.  

Figure 4 demonstrates that most of the existing datasets 
are based on images (87%) compared to video datasets 
(13%). Likewise, only 5% of datasets are captured from a 
3D camera view despite its effectiveness for real-world ap-
plications. Some datasets (18%) are available upon request, 
while 24% of datasets are not annotated, requiring substan-
tial time for experimental analysis. Furthermore, only 18% 
of the datasets contain full-body poses. The identified da-
tasets and the original source are briefly described in Ap-
pendix A (in SuppM). 

 
Fig. 4. Distribution of existing PDeID datasets along with diverse aspects, 

e.g., dataset type, size, availability, camera view, body signature, etc.
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TABLE 2 
 SUMMARY OF 38 RELATED DATASETS REVIEWED WITH DETAILED STATISTICS, AVAILABILITY, STRENGTHS, AND LIMITATIONS 
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Strengths & limitations 

[91] 
Face images, 

2D 
202.5k 10,177 I, O    

Face identification dataset (CelebA) comprises varying poses and backgrounds, useful for 
DL model generalisation, 40 binary attribute annotations per image, and 5 landmark loca-
tions. 

[92] 
Face images, 

2D 
1,724 515 I R  × 

Age estimation dataset (MORPH) comprises age, ethnicity, gender, height, and weight infor-
mation. Only frontal faces with no background variations. Coarse to fine image quality. 

[93] 
Face images, 

2D 
216 67 I R  × 

Facial expressions (RaFD) dataset comprises diversity in terms of varying poses and expres-
sions; however, the dataset is small and only a single background is used. 

[74] 
Face images, 

2D 
29,672 - I, O    

Facial expression dataset (RAF-DB) has high diversity in subjects’ age, gender, ethnicity, 
head poses, lighting condition, occlusion, and special effects. Provides 5 accurate & 37 esti-
mated landmarks.  No information about the number of subjects. Contains mostly frontal 
faces. 

[89] 
Full body 

Videos 
64,204 54 I  ×  

Person identification dataset (ChokePoint) has diversity, such as occlusion, sharpness, and 
pose varying. 48 videos in total with a resolution of 800x600. Limited to indoor environments 
without realistic dynamics, containing gender bias, limited size, and lack of annotations.  

[94] 
Face images, 

2D 
3,755 276 I   × 

MUCT face database comprises 480x640 image resolution, diversity of lighting, age, and eth-
nicity; 76 manual landmarks annotations. Static background and frontal camera view in all 
images. 

[95] 
Face images, 

2D 
13,233 5,749 I, O    

Face dataset (LFW) has diversity, such as variation in pose, lighting, and quality. However, 
it mostly comprises frontal face images. 

[96] 
Face images, 

2D 
4,000 126 I  × × 

Facial expression dataset (AR Face) contains different genders, facial expressions, illumina-
tion conditions, and occlusion; frontal faces only, captured in two controlled sessions. 

[97] Face videos & 
speech data 

2,360 295 I R  × Face video dataset (XM2VTS) comprises rotating head videos captured from front side. There 
is good data for head detection and tracking. However, there is less environmental diversity. 

[98] Face expres-
sion videos 

593 123 I R  × 
Facial expression dataset (CK+) has diversity, e.g., varying backgrounds and 7 different emo-
tions. It was captured with a static background in a controlled environment from a frontal 
view. 

[99] Face images, 
2D 

165 15 I  × × Face recognition & expression dataset (Yale) comprises low-quality images in controlled set-
tings and frontal camera perspective.  

[100] Face images, 
2D 

60,000 2,000 I, O    
Person identification dataset (PIPA) with diversity such as age, activities, and face poses; 
gathered from Flickr, part of the dataset contains multiple face instances per single frame. 

[101] Multi-instance 
face images, 2D 

393,703 - I, O R   
Face detection dataset (Wider Face) has diverse backgrounds, scales, poses, occlusion, ex-
pressions, makeup, and illumination. In total, 32,203 images with 393,703 labelled face in-
stances. Users must submit final prediction files to evaluate the performance. 

[102] 
Multi-instance 

face images, 2D 
11,931 - I, O    

Face detection in the wild dataset (MALF) comprising 5,250 images with 11,931 face instances 
(captured from public sources such as Flickr) in diverse conditions and activities. There is no 
information about the number of subjects; dataset contains mostly frontal faces.  

[103] Full body im-
ages, 2D 

2,098 - I, O  ×  
Clothing co-parsing dataset comprises a wide range of styles, accessories, garments, occlu-
sion, backgrounds, and poses. 1,000+ images are annotated at the pixel level. No face-specific 
annotations are provided; however, they can be annotated.     

[104] 
Face images, 

3D 
2,500 100 I R ×  

Facial expression dataset (BU-3DFE) comprises people with diverse ages (18-70 years old) 
and ethnicities captured in a controlled environment from two angles (45 and -45 degrees). 

[105] Full body im-
ages, 2D 

53 - I, O    

Motion detection dataset (CDnet) of videos to detect change in environmental dynamics. To-
tal 53 videos (4-6 video sequences in each category) with over 140k frames. Data is not spe-
cific for a person; there is no subject information, but it provides annotations for moving 
objects. 

[64] Full body im-
ages 

3.6M 11 I   × 

Human pose dataset (Human3.6M) is captured with four cameras from different angles. Each 
subject was captured with 17 scenarios (e.g., discussion, smoking, talking phone, walking, 
etc.), in an indoor settings and contains multiple poses (e.g., front, side, and back) with an-
notations. 

[106] 
Face images, 

2D 
70,000 - I, O    

Flickr-HQ faces dataset comprising high-quality images with varying age, ethnicity, and im-
age background. No subjective information is provided, mainly from a frontal camera per-
spective. 

[107] Face images, 
2D 

58,797 200 -    
PubFig face dataset (used for attribute & smile classification, face identification) collected 
from online sources comprising varying lighting, scene, camera, etc. Only a frontal camera 
view is available. Multiple images per person are available. 

[108] 
Face images, 

2D 
30,000 - I, O    

Face classification dataset (CelebA-HQ) comprises better-quality images with variations 
such as pose, background, ethnicity, lighting, etc. Mostly, frontal faces are cropped. 

[109] 
Face images, 

2D 
49,4414 10575 I, O    

CASIAWebFace dataset was collected from IMDb comprising faces with diversity (e.g., age, 
ethnicity, etc.), multiple poses, camera position, and background. The dataset is not anno-
tated. 
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[110] Face images, 
2D 

141,130 695 I, O    
FaceScrub dataset comprises face images collected from online sources, processed automati-
cally and then manually. The data includes a fair distribution of males and females with other 
diversities (e.g., pose, background, etc.). Mostly frontal face images. 

[79] 
Face images, 

2D 
3.31M 9000 I, O    

VGGFace2 is a face recognition dataset collected from online sources, comprising diversity 
of age, pose, illumination, ethnicity, etc containing ~362 samples per subject from frontal 
view.  

[111] 
Face images, 
2D greyscale 

400 40 I  × × 
Face synthesis dataset (ORL) contains diversity, e.g., capture time, lighting, and facial ex-
pressions. There is gender bias, low resolution (92x112, 8-bit grey), and frontal faces only. 

[112] Face images, 
2D 

20,000 - I, O    
Face detection and age estimation dataset comprising variation in age, pose, facial expres-
sion, illumination, occlusion, etc. Frontal faces only with no clear information on subjectivity. 

[113] 
Face images, 

2D 
1.8M - I, O    

FaceForensics++ is a facial forgerie dataset with 1.8m images generated from 1000 videos 
collected from online sources. It contains only frontal poses without multi-instance images.  

[114] Full body video 
data, 2D 

65 9 I, O    
PEVID video dataset for person detection and activity recognition, comprising diversity in 
gender, capture time, ethnicity, race, and performing different actions with different poses. 
Each video is 16 sec long with 25fps. Out of 65 videos, only 20 videos are annotated. 

[115] Multi-instance 
face images, 2D 

5,171 - I, O    
FDDB face detection dataset with varying resolution and poses (fontal faces as the majority). 
In total, 5,171 faces in a set of 2,845 images. No information on the subject count is provided. 

[116] 
Face images, 

2D 
14,126 1199 I  × × 

FERET face recognition dataset, comprising duplicate images per subject. The dataset con-
tains only frontal poses with fewer environmental variations. 

[117] 
Face images, 

2D 
750K 337 I R × × 

Multi-PIE face expression dataset: Participants were captured in multiple sessions with dif-
ferent poses (15 viewpoints including frontal and side), illumination, and facial expression. 

[118] Full body video 
data, 3D 

15,000 8 I    
BEHAVE data presents 321 videos recorded with 4 Kinect RGB-D multi-view cameras. One 
of the large-size persons tracking datasets with subjects interacting with 20 objects in 5 envi-
ronments. The number of participants is small (8 only) and therefore limited diversity.  

[119] Full body da-
taset, images 

632 - O  ×  
VIPeR person tracking dataset captured from varying angles, including side and back, and 
realistic outdoor environment. Images are scaled to 128x48 pixels. There is no information 
on the number of subjects and annotated body parts. 

[120] 
Face images da-

taset, 2D 
40 400 I   × 

AT&T: Face images captured with varying times, lighting conditions, facial expression. Da-
taset is captured with static background, poor resolution (92x112 pixels), frontal (upright and 
facing forward) perspective, with some flexibility allowed for slight sideways adjustments. 

[106] Face images da-
taset, 2D 

70,000 - I, O    
FFHQ Face images dataset with many variations in age, ethnicity, and glasses wearers. Faces 
are cropped automatically from public platforms (Flickr) using a third-party DL model. It 
comprises frontal faces only with a single instance per image in most cases. 

[121] 
Face images da-

taset 
240 40 I   × 

IMM is a small facial expression image dataset with frontal faces only. Points of correspond-
ence are placed per image so the dataset can be readily used for building statistical shape 
models. 

[112] 
Face images da-

taset 
20,000 - I, O    

UTKFace is the face images containing annotations for age, gender, ethnicity, and landmarks 
(68 points). It covers various face poses, expressions, resolution, and age span (0-116 years 
old). However, it has frontal faces without multi-instances and number of subjects (not 
shown). 

[122] 
Face images da-

taset 
1.5m - I, O    

FDF, a large face image dataset, has 1.5m faces in the wild, with diversity such as face poses, 
age, ethnicity, occlusion, and backgrounds. Annotated for 7 facial landmarks, ear, eye, shoul-
der, nose, and face. Most cases are limited to only one face per image and frontal faces. 

5 DOMAINS AND APPLICATIONS 
With the ever-increasing growth of big data generation, IoT 
devices, smart city frameworks, powerful machines, cloud 
services, and advances in DL, the application aspect of 
FDeID has also been increasing—particularly applications 
within law enforcement, healthcare, sports, and entertain-
ment, described as follows. 

5.1. Potential Applications in Law Enforcement 
Law enforcement agencies use security cameras to deter 
criminals and collect evidence [123] but these cameras indis-
criminately capture data, intruding on the privacy of inno-
cent bystanders. De-identification, especially reversible 
methods such as in [124], can record spatial areas whilst 
maintaining the privacy of anyone captured by the camera. 
If a crime is discovered in the video footage, then it may be 
possible for the police or approved security personnel to re-
verse the de-identification (e.g., face mask) using a key, such 
as in [124].  

Developments in the Internet of Things (IoT) have fur-
ther driven the adoption of security monitoring devices, 
such as video cameras, in homes [125]. A particular issue that 

affects such IoT devices is security attacks aimed at gaining 
unauthorised access to video streams. Despite its limitations, 
PDeID would present one measure towards maintaining 
partial privacy in the event of such an attack. Reversible de-
identification would present the possibility of ensuring that 
only authorised people, such as the homeowner or security 
services, could access the original video (i.e., without de-
identification).    

Similarly, PDeID is widely used for security purposes at 
airports, railway stations, and shopping centres [126]. Such 
applications capture people and pose potential ethical con-
cerns. Reversible de-identification in this context may allow 
security personnel access to the relevant data while ensuring 
privacy when the data is de-identified. Such applications are 
also likely to gather significant footage of people as they 
walk. Gait, the manner of a person’s walking, is a biometric 
feature that can provide clues to their identity, specifically by 
utilizing machine learning [126]. Therefore, in addition to 
de-identifying detected faces, de-identification of body 
parts, e.g., limbs, would also be required. 

A proposed potential security application is Reversible 
Chaotic Masking [128]. It scans foreground objects to iden-
tify faces and windows (on buildings) using DNN. The 
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faces and windows are irreversibly scrambled to improve 
privacy, where authorised personnel can access the images, 
and only crime suspects’ faces are revealed. However, the 
generated images are unnatural in appearance and do not 
protect against gait identification or other non-facial visual 
clues such as clothing. Moreover, the current system does 
not implement reversible scrambling of images, resulting 
in images that cannot be easily unscrambled, potentially 
hiding criminal evidence. Furthermore, the suspects’ faces 
are not scrambled. This poses potential privacy issues in 
cases of false identification.  

An alternative solution is proposed in [129] with a con-
ditional GAN used to obtain a synthetic face using an en-
coder to hide the identity of the people and maintain a nat-
ural look to the image. Unlike [128], the hiding of faces can 
be reversed using a decoder by authorised personnel with 
a valid key. Despite the advantages of reversible face mask-
ing in this solution, it does not provide protection against 
methods such as gait identification or hide additional vis-
ual clues such as clothing.  

5.2. Potential Applications in Healthcare 
Falls can result in serious health problems, particularly for 
the elderly [130], resulting in approximately 684,000 yearly 
deaths [131]. Computer vision methods, combined with 
ML classification, have been suggested as an appropriate 
fall detection method in assisted living [132], allowing ap-
propriate personnel to be alerted in the event of a fall. Alt-
hough such a system can potentially improve the safety of 
the elderly and disabled, it also presents serious ethical 
concerns, such as an invasion of privacy. PDeID methods 
provide a potential solution to such privacy concerns [133], 
but further work may be required to ensure that de-identi-
fication methods do not interfere with the safety and accu-
racy of the fall detection solutions.   

Similarly, a related healthcare application that poses pri-
vacy issues is emotion detection for suicide prevention 
[134]. Emotional states have been shown to be identifiable 
using computer vision and ML [135]. Such solutions could 
identify people at risk of suicide, e.g., in schools, hospitals, 
and prisons, and alert relevant professionals. In [136], it is 
reported that FDeID is possible while preserving emotion 
and non-biometric facial features. However, other bio-
metric features, such as gait, are not de-identified, and 
therefore, further work is required to ensure that such so-
lutions can identify those at risk while maintaining pri-
vacy.  

5.3. Advertisement/ Entertainment Applications 
Improvements in eye and gaze tracking have resulted in 
increasing applications for tracking peoples’ attention to 
advertisements for shopping [137], tourism [138], and 
more. Such applications involve gathering images of pe-
destrians in public environments, posing privacy and eth-
ical issues. A potential solution is presented in [139], where 
faces are de-identified, but facial expressions and gaze are 
preserved, thus improving privacy without removing the 
ability to perform gaze detection. However, such methods 
may provide weaker de-identification as some facial fea-
tures are not hidden, such as the hairstyle, presenting clues 

about the person’s identity [24].  

5.4. Social Media Applications 
Face identification is commonly used on social media plat-
forms for profile matching [140], person identification 
[141], and attributing posts to known people [142]. Several 
methods are proposed for preserving privacy in social me-
dia images, such as [143] and [144]. The solutions achieve 
natural-looking images with faces altered to change the ap-
pearance significantly. By providing a measurable obfusca-
tion method, users can balance the level of privacy re-
quired with the desired image quality. 

However, [145] suggests that even with faces com-
pletely removed from an image, people can routinely iden-
tify people based on clues such as body type and clothing. 
Therefore, it is likely that further de-identification is neces-
sary to achieve significant levels of privacy, for example, 
via the obfuscation of further identifiable characteristics 
such as hairstyle, body type, and clothing. 

6. ETHICAL CONSIDERATIONS IN FACE 
IDENTIFICATION 

The person identification using facial recognition market 
has grown significantly in recent years, showing around 
$3.2 billion in 2019. It is expected to grow to $7 billion by 
2024, with an estimated growth rate of 16.6%/annum in 
2024 [146]. The utilisation of Facial Recognition Technol-
ogy (FRT) showed promising results in identifying indi-
viduals and indicated significance in assisting law enforce-
ment professionals (e.g., in the US and UK) [147]; however, 
there are other occasions where the use of FRT is consid-
ered harmful [148] as well as nonconsensual [149]. 

As such, increasing use of FRT is concerning due to its 
inaccuracies, which can exacerbate social inequalities, par-
ticularly in identifying communities of colour [150]. In this 
regard, Bacchini et al. [151] reported that FRTs affect the 
black community more because they have comparatively 
more data in law enforcement databases, and FRTs are not 
well-trained on people of many colours. This leads to fre-
quent misidentifications due to the challenge of differenti-
ating darker complexions using facial features. Klare et al. 
[152] benchmarked six facial recognition algorithms, 
which show significant degradation in accuracy for dark 
complexion compared to other racial communities. It 
should be noted that most FRTs are trained on Caucasians 
and East Asians [153], leading to improved recognition of 
such ethnicities compared to other racial groups.  

Another important dimension requiring further inves-
tigation is the lack of regulatory measures that enable com-
mercial organisations to work without legal constraints. 
For instance, FRT provided organisations with details 
about their customers’ behaviour without legal consent. 
Customers’ photographs and personal details can be for-
warded to FRT to alert retailers when their customers enter 
the retail shops for improved customer service. Even 
though such actions can improve and tailor customer ser-
vices, it is also regarded as violating privacy and the con-
sumers' trust in their retailers [154].  

The FRT is also expected to play an important role in 
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healthcare, such as diagnosing genetic disorders, monitor-
ing patients, and providing details about health, e.g., age 
and pain experience. Due to these utilisations in health 
care, informed consent is required for collecting and ar-
chiving patients’ visual information. However, patients 
could be unaware that their images are used for diagnoses 
[155]. As ML systems need updating by training and vali-
dation with various patients’ images, this could raise the 
issue that informed consent may not be regarded as neces-
sary. Hence, related industries and healthcare organisa-
tions are required to work in collaboration and to inform 
patients of ethical consent and outcomes. Boczar et al. [156] 
showed that healthcare clinicians need to be aware of the 
implications of using face recognition systems in medical 
settings where patient images collected and used for re-
search need the patients’ consent. Study also reported con-
cerns when FRT is developed to replace nursing assess-
ments and clinician diagnoses.  

TABLE 3 
ETHICAL CONSIDERATION AND RELATED CHALLENGES IN FA-

CIAL RECOGNITION TOOLS AND RESEARCH STUDIES 

In [157], a survey study involving 480 researchers in im-
age processing, facial recognition, AI, and computer sci-
ence. This study reported a disagreement with the lack of 
ethical consideration of facial recognition works. Consid-
ering the wider scope of FRT, [158] three main issues to 
consider are privacy, security, and public safety. The study 
also revealed that privacy rights are important due to cor-
respondence with autonomy. National biometric facial 
recognition database that can be used to combat serious 
crimes and in relation to suitable accountability mecha-
nisms could be considered tolerable; however, utilising a 
large number of images from social media databases (such 
as Clearview AI’s technology) to find minor violations is 

considered unacceptable. The study also concluded that 
FRT provides a vital influence on security; however, its use 
in safety is not obvious.  

Table 3 shows recent studies addressing the ethical issues 
in relation to person identification and facial recognition. In 
summary, there are various potential issues related to the use 
of FRT, including the incorporation of ethnicity, gender, and 
sexual preferences in decision making which could lead to 
discrimination and inequality in society. Another concern in-
volves distributing people's private data due to collecting 
massive amounts of biomedical information about individu-
als. As facial data may be collected without the person’s con-
sent, such as the collection of facial images from CCTV cam-
eras and mounted cameras in the street that can be used by 
researchers for image and face recognition, this could be con-
sidered forced consent rather than approved consent for the 
handling of the identifiable information [159]. 

Finally, in comparison with the EU, USA, and China, the 
EU is currently playing a major role in the enforcement of 
personal and identifiable information protection and regu-
lating the utilisation of AI in face recognition. In the USA, 
certain states started using legislation to collect and process 
biomedical data in commercialised applications. On the 
other hand, in China, there are no specific restrictions on the 
use of FRT; therefore, the system is widely used in various 
communities, public institutions, government bodies, and 
businesses. 

7. DISCUSSIONS ON KEY INSIGHTS AND 
ADVANCING RESEARCH FRONTIERS OF PDEID 

This survey covers multiple dimensions of PDeID, specifi-
cally FDeID, focusing on technical methods, datasets, new 
applications, and ethical concerns. We address strengths and 
research gaps within these dimensions, which might be of 
significant interest to the diverse community. These out-
comes are useful for advancing the research frontiers of 
FDeID towards the fully autonomous, adaptive, non-inva-
sive, and unrestricted approaches while considering the 
growing interest in this field and big data generated through 
various means and surveillance technologies.   

7.1. FDeID Approaches: Potential Gaps and 
Recommended Research Questions (RQs) 

7.1.1. Divergent Obfuscation: In works such as  [136], 
[51], [59], faces are masked to hide the person's identity; 
however, if the same obfuscated artificial face is created for 
the same person each time, there may still be identity clues. 
For example, the routine of the person (such as daily visit-
ing a place) or co-occurrences of people may provide clues 
to either or both of their identities (i.e., two or more people 
who spend substantial time together). Therefore, it may be 
necessary to ensure that each occurrence of an individual 
is de-identified uniquely. 

RQ1: How can dynamic PDeID methods uniquely obfuscate 
each occurrence of an individual's face, preventing identity clues 
from routines or co-occurrences?  
7.1.2. Outlook de-identification: Although FDeID is 
the most common approach to de-identifying still images, 
[145] suggests that humans can often identify people via 

Study Year Ethical aspects covered  
[160] 2022 AI and the ethical issues are discussed, such as endog-

enous, the inability to predict and stability 
[161] 2020 Identified ethical issues for face recognition algorithms 

for people with plastic  
[162] 2019 Applications of FRT in health care settings and the eth-

ical concerns 
[163] 2019 Provided details about the issues of face recognition 

and ethical consent with examples 
[157] 2020 The role of researchers in eliminating the unethical uti-

lisation of AI for face recognition.  
[158] 2022 Privacy and security and public safety 
[156] 2021 Healthcare and ethical considerations for FRT 
[164] 2022 Ethical considerations for AI are discussed, particularly 

for face recognition and the effects of the utilised da-
tasets.   

[165] 2021 The authors indicated the use of Homomorphic En-
cryption to preserve the privacy of individuals for face 
recognition and eliminate ethical issues.  

[166] 2020 The paper indicated ongoing research in this domain 
despite the concerns surrounding ethical issues due to 
the use of technology for FRT. 

[167] 2020 The concern of utilising face recognition by the police. 
[168] 2022 Study indicated the balance of utilising face recognition 

despite its ethical issues in delivering social safety. 
[169] 2020 Ethics of face recognition on vulnerable populations. 
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the body and clothing. Therefore, only FDeID is unlikely 
to achieve significant privacy improvements, and de-iden-
tification methods should also de-identify other identifia-
ble characteristics such as body type and clothing. It main-
tains a natural look to an image after such significant de-
identification, which is a non-trivial problem. 

RQ2: How can PDeID methods be improved to obfuscate 
identifiable characteristics, e.g., body type and clothing, while 
maintaining a natural look in visuals? 
7.1.3. Reversible de-identifications:  Reversible gait de-
identification significantly alters body parts to obscure 
identifiable gait characteristics [170], providing privacy 
while still allowing police to identify criminals and miss-
ing persons. 

FDeID methods, like replacing instead of blurring im-
ages, aim to maintain a natural appearance [129]. This ap-
proach is more challenging for gait de-identification, as 
changing body appearance alone won't hide identifiable 
gait characteristics. Future work should explore balancing 
thorough de-identification with maintaining a natural 
look. 

RQ3: How can reversible gait de-identification effectively ob-
scure identifiable gait patterns while maintaining the natural ap-
pearance of images and still allow identification to law enforce-
ment when necessary? 

PDeID poses ethical issues by enabling the posting of 
unsuitable content like hate speech and reducing the 
chance of offenders being identified and penalized. This is-
sue may be addressed using reversible de-identification, 
such as in [124] however, challenges exist when offenders 
use de-identification to be anonymized. 

RQ4: How can reversible de-identification prevent offenders 
from using PDeID to post prohibited content anonymously while 
allowing authorities to identify them? 
7.1.4. Footstep de-identification: Several works have 
highlighted the potential of footstep sounds for PDeID 
[171] [172] [173]. Despite this, to the best of the authors’ 
knowledge, no attempts have been made to de-identify 
footsteps. One solution is removing all audio or just the 
footstep sounds, which would lead to unnatural record-
ings. Alternatively, distorting the footstep sounds might 
help, but even simple distortions could reveal the identity 
through the rhythm. Thus, sufficiently altering the sounds 
for PDeID may also result in unnatural audio. 

RQ5: How can footstep sounds be effectively de-identified to 
obscure the walker's identity while maintaining natural-sound-
ing audio in recordings? 

Similarly, other identifying factors, such as scars and 
tattoos, have been shown as clues to a person's identity 
[133]. However, none of the existing PDeID methods ad-
dress such identifiable features. 

RQ6: How can de-identification methods be improved to ob-
scure identifiable features like scars and tattoos effectively?  
7.1.5. Diversity context: EDI (Equality, Diversity, and 
Inclusion) is crucial in our social lives to build inclusive 
communities and promote social justice. In AI, it ensures 
fair and unbiased outcomes, fostering innovation and eq-
uity. In FDeID, this can be achieved by considering several 
factors, e.g., socio-demographic attributes (e.g., ethnicity, 
gender, age, etc.) and environment (e.g., occluded). 

RQ7: How can DL models be employed to explore the impact 
of socio-demographic attributes and environment on the perfor-
mance of FDeID approaches?  
7.1.6. Multi-perspective multi-instance: Most of the 
trained DL models use single-view faces (e.g., frontal per-
spective), which is uncommon in realistic environments. 
Likewise, with the growing smart city infrastructure, IoT, 
and video surveillance, the existing FDeID methods are in-
appropriate for handling multi-person (i.e., multiple faces) 
scenes. Further investigations are required to explore the 
utilisation of state-of-the-art computer vision approaches 
to handle this challenge. 

RQ8: How can state-of-the-art DL approaches improve 
FDeID methods to handle realistic dynamics, e.g., multi-perspec-
tive and multi-instance scenarios? 
7.1.7. Uncertainty and Real-time dynamics: To the best 
of the authors’ knowledge, existing works are lacking to 
handle the dynamics of realistic scenarios such as occlu-
sions (in faces or body segments) and make tracking and 
obfuscation more challenging. Further research is required 
to investigate the use of dynamic state estimation models 
(e.g., Kalman filter, probabilistic methods) equipped with 
spatial-temporal DL methods to perform better in real-time 
dynamic and uncertain conditions.   

RQ9: How can dynamic state estimation and spatial-tem-
poral DL methods be combined to improve tracking and obfusca-
tion under occluded conditions? 
7.1.9. Adaptivity: To the best of the authors’ knowledge, 
none of the existing approaches address the ‘Adaptive AI’ 
aspects, which may be useful for FDeID performance im-
provements. For instance, biometrics (e.g., face, gait, etc.) 
may adapt to several factors such as age, illness, emotions, 
cognitive condition, and environment. Further investiga-
tions are needed to address the utilisation of adaptive AI 
for the FDeID, particularly to better handle the real-time 
dynamics and further developments in this area. 

RQ10: How do factors such as age, illness, emotions, cogni-
tive condition, and environment impact FDeID performance, 
and how can adaptive AI address these in real time?  
7.1.10. Transparent and trustworthy: Currently, explain-
able and interpretable AI are the major topics in AI, yet 
they are not addressed in the reviewed literature. Further 
investigations will help advance this domain, supporting 
human-in-loop AI and enabling the transparent and trust-
worthy AI goals set by the government authorities, such as 
the national AI strategy published by the UK parliament 
[174].  

RQ11: How can explainable and interpretable AI be utilized 
in FDeID methods to support human-in-the-loop decision-mak-
ing and achieve transparent, trustworthy AI? 
7.1.11. Non-invasive non-restraining abilities: Whilst 
few studies, such as [6], [26], [28] address the unrestrictive 
FDeID; they only cover multiple viewing angles. We highly 
recommend using multi-modal methods along with a gen-
eralised dataset (see dataset Section 4) to set the founda-
tions for a fully non-restraint, non-invasive FDeID ap-
proach. For instance, multi-modal DL methods can be used 
to classify camera perspective, followed by a face segmen-
tation model, for better automation and adaptation to 
multi-view camera perspectives (like real-world 
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scenarios).  
RQ12: How can multi-modal DL methods be utilized to es-

tablish an unrestricted, non-invasive FDeID approach, consider-
ing 360o camera perspectives of real-world environments? 

7.2. Data Assets (Gaps and Recommendations) 
The datasets used for PDeID are summarized in Table 

2, mainly in terms of potential uses, size, availability, diver-
sity, camera view, availability, the capturing environment, 
and other aspects (e.g., 2D/3D etc.). Based on our detailed 
review, we recommend the following new dimensions that 
might be useful for advancing the existing datasets and 
better training of DL models for the PDeID tasks.  
7.2.1. Non-Restraining, Multiview, Multi-poses: De-
spite some of the existing datasets, such as LFW [95] and 
FDDB [115], include non-restrained faces, which predomi-
nantly consist of frontal and perspective views. To the best 
of the authors’ knowledge, no existing datasets in the con-
text of FDeID cover 360o perspective, encompassing vary-
ing camera views (e.g., bird’s-eye, perspective, etc.). The 
limitation also extends to full body and gait datasets such 
as PEViD [114] (9 participants only), which we encourage 
the research community to acknowledge as potential re-
search gaps. For example, a common challenge in human 
pose estimation is its difficulty in handling unconventional 
poses, such as individuals being upside down or engaging 
in dynamic perspectives (e.g., yoga exercises). 

RQ13: How can the generation of primary datasets covering 
360° perspectives and unconventional body poses improve the 
performance of FDeID and human pose estimation models? 
7.2.2. Multi-instance: Datasets such as PIPA [100], 
Wider Face [101], MALF [102], and FDDB [115] contain 
multiple faces per image however, additional datasets ad-
dressing this concern are highly required to train large 
models. In realistic environments, application points of 
view, and generalised performance, training of the DL 
models must undergo using multi-instance and realistic 
datasets.  

RQ14: How can additional multi-instance datasets (acquired 
in realistic conditions) improve the training and performance of 
DL models for the FDeID in realistic environments? 

7.2.3. Occlusion and Uncertainty: Existing FDeID and 
related privacy protection techniques significantly lack ad-
dressing the occlusion problem commonly occurring in real-
world environments (e.g., video surveillance) in various 
forms, such as half faces (covered by other faces), objects hid-
ing the faces, a person passing behind an obstruction (e.g., 
tree) etc. There are some efforts to address the occlusion in 
the literature, such as UTKFace [112], RAF-DB [74], Choke-
Point [89], Clothing Co-Parsing [103]; however, these da-
tasets are either small, less diverse, or captured in a con-
trolled environment (e.g., indoor, static background).  

Furthermore, no existing datasets include images of faces 
or full bodies captured alongside the shadows, which are 
common in realistic environments and could potentially af-
fect the performance of FDeID methods. 

RQ15: How can the development of larger and diverse datasets 
addressing the challenges of occlusion and shadowing improve the 
performance of FDeID methods in realistic conditions? 
7.2.4. Sociodemographic diversity: Several datasets, 

such as MORPH [92], RAF-DB [74], and MUCT [94], aim to 
encompass diversity in terms of age, gender, and ethnicity. 
However, the literature of datasets contains a notable scar-
city, mainly for human gait and full body poses captured 
from diverse populations with balanced distribution [175]. 
Video datasets such as PEViD [114] reported some diversity; 
however, it was limited to a small sample size (9 participants 
only) and did not adequately represent the full spectrum of 
diversity within the population. Furthermore, style (e.g., 
clothes, shoes), height, and BMI are the attributes signifi-
cantly influencing the gait and pose datasets [176], which are 
largely underrepresented or unavailable. 

RQ16: How can the development of more diverse and bal-
anced datasets, including attributes such as style, height, gender, 
ethnicity, and BMI etc., improve the performance of face and gait-
based privacy preservation methods? 
7.2.5. Full body poses and high dimensional datasets: 
It can be noted from Table 2 (and Fig.4) that only 18% of the 
datasets cover the full body dataset. Also, only 5% of the re-
viewed datasets comprise 3D facial images or full-body 
poses. This clearly shows a need to acquire a comprehensive 
dataset of 3D videos and full-body poses along with real-
time dynamics mentioned in this section. 

This, furthermore, applies to the gait datasets as reported 
in our recent compilation of a world-class gait dataset [176]. 
This would undoubtedly enhance the performance, reliabil-
ity, and generalisation improvements of the DL-based FDeID 
approaches, specifically in real-world applications where 3D 
datasets are significant for geometric map generation and 
various applications.  

RQ17: How can the acquisition of comprehensive 3D video da-
tasets with full-body poses enhance the performance, reliability, 
and generalization of DL-based FDeID? 
7.2.6. Environmental factors: Whilst 55% of the datasets 
in Table 2 were captured in an outdoor environment with 
varying backgrounds (66%), almost half of the datasets were 
captured in an indoor environment or static background. 
This puts limits on the FDeID model’s generalisation ability 
in realistic environments. To advance the research frontiers 
of PDeID and privacy preservation, there is a drastic need to 
consider the dynamic factors while composing face or body 
datasets, such as busy outdoor environments with noisy 
backgrounds (e.g., urban areas), varying weather conditions 
(e.g., rainy, foggy, snowy), lightening & illuminations (e.g., 
sunlight), shadows etc. 

RQ18: How can the inclusion of dynamic factors such as 
noisy and diverse backgrounds and varying weather and lighting 
conditions in datasets improve the generalization ability of 
FDeID and PDeID methods in realistic environments? 

8. CONCLUSIONS AND TAKEAWAY FROM STUDY 
This study comprehensively explores PDeID and, 

mainly, FDeID using technological methods. The study 
also extensively reviews available data assets, technical ap-
proaches, ethical aspects, and potential applications. Spe-
cifically, it provides a detailed examination of FDeID meth-
ods and solutions critical for implementing the machine-
based PDeID and privacy protection techniques (Section 3 
and Table S2 in SuppM). The survey includes a 
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comparative analysis between traditional computer vision 
methods and the advanced DL-based approaches for the 
FDeID, emphasising the latter's advantages. From a tech-
nical perspective, we have identified several limitations in 
the existing FDeID methods and, therefore, provided a va-
riety of research directives (Section 7) that will be of signif-
icant use to the research community and associated stake-
holders. The highlighted recommendations will be useful 
to advance the research frontiers of PDeID, paving the 
pathway towards fully autonomous, non-invasive, non-re-
straining, reliable PDeID methods. 

Further, from a technical perspective, this study per-
forms an in-depth review of available datasets (Section 4, 
Table 2, and Appendix A in SuppM). It provides a compar-
ative analysis for the readers, presenting all-in-one insights 
into datasets and associated properties. We identify exist-
ing datasets' limitations and provide several possible con-
tributions and recommendations (Section 7) to improve 
them. This mainly includes multi-instance, occluded, 
multi-pose, and multi-perspective data assets compilation, 
which has uses in interdisciplinary domains (e.g., 
healthcare, social sciences, sports, etc.) and possesses high 
importance for enhancing the generalisation of ML-based 
FDeID.  

The survey also highlights the ethical issues in the re-
lated domains and potential applications of FDeID (Section 
6), particularly within law enforcement, healthcare, and 
social media. For instance, we propose potential security 
applications using reversible chaotic masking to identify 
people at risk of suicide, e.g., in schools, hospitals, and 
prisons, and alert relevant professionals. Likewise, other 
biometrics, such as gait, are not de-identified in most ap-
plications, requiring further work to ensure privacy pro-
tection. Moreover, this study suggests that even with faces 
wholly removed from an image, humans can routinely 
identify people based on clues such as body type and cloth-
ing. Therefore, further de-identification is likely necessary 
to achieve significant levels of privacy, for example, by ob-
fuscating further identifiable characteristics such as hair-
style, body type, and clothing. 

Finally, the review results are presented in a readily 
comprehensible format, such as comparative tables and 
visualisations, making them accessible to non-technical 
readers and professionals in relevant fields (e.g., law en-
forcement, healthcare professionals, etc.). Identifying tech-
nical shortcomings within the existing literature across 
various dimensions and recommending numerous poten-
tial research directions holds significant value for the re-
search community and a wide-ranging audience. 
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