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ABSTRACT

Little research has explored listening comprehansio children whereas reading
comprehension has been extensively investigated. @ithe reasons for this is that
listening comprehension and reading comprehensierhighly correlated and it is
generally assumed that they draw on the same oeogplinguistic processes. This
assumption has been formalised in the “Simple VeéReading” (Gough & Tunmer,
1986) which states that, once printed text has beended, it is understood in exactly
the same way as its spoken equivalent. The mainoéithe work presented in this
thesis was to investigate the assumption that aheesskills and processes underpin
reading comprehension and listening comprehensyooobducting an investigation
of the demands made by comprehension in each mypddlich are over and above
those shared with comprehension in the other myddlhis issue has not previously

been addressed.

Children were assessed on both standardised apffatse¢ measures of listening
comprehension and reading comprehension and omaseragiables previously found
to predict reading comprehension. Although resudised slightly according to the
measure of comprehension used, broad support wasl fior the Simple View of
Reading as a conceptual framework for explainingdirey comprehension. It
appeared, however, that listening comprehensiowmhmed skills which were not
shared with reading comprehension. Of particulderast was the finding that,
compared to reading comprehension, listening congm&on appeared to make extra
demands on children’s inferencing ability. In atlfer study it was ascertained that
this was not simply due to the shared memory desafdthe inferencing and
listening comprehension tasks. The hypothesis ltbining comprehension ability
depends on the ability to generate inferences ifogi-Whilst listening was tested in a

final study but was not supported.

In conclusion, the research presented here sugthedtistening comprehension is a
topic worthy of investigation in its own right anldat, for purposes of both research
and educational practice, children’s comprehensisnbest assessed in both
modalities.
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Chapter 1.

Overview of Thesis

The study of discourse comprehension aims to deschow extended texts, presented
either in spoken or in written language, are urtders Most research, however, with
both children and adults has focused on the conepiabn of written texts. There are

historical and theoretical reasons why this magheecase.

Historically, although children’s reading has bdba focus of research interest for
many years, the main concern has been the devettprhevord-reading skills (e.g.
Goswami & Bryant, 1990). However, it has recentlgctime apparent that
approximately 10% of the school population can lassed as poor comprehenders,
children who struggle to comprehend written texéspite having competent word
reading abilities (Nation & Snowling, 1997; Yuill &akhill, 1991). Thus, research
into reading comprehension in children has emergeoh a wider concern with
children’s reading development and much is now km@awout the component skills

underpinning reading comprehension success (Caakhill, 2003).

From a theoretical point of view, the finding tmeading comprehension and listening
comprehension tend to show moderate to high coioaka(Stothard & Hulme, 1992),
has led to the assumption that the same cognitigetktic processes underpin
comprehension in the two modalities. Indeed, Gexaisér, Varner, and Faust (1990),
have postulated the existence of a General Compsedre Skill common to
comprehension of written, spoken and pictorial infation. However, not all authors
agree that reading comprehension and listening cefmepsion involve exactly the
same processes (Rubin, 1980; Carlisle & Felbin@®81). The two tasks make
different demands on comprehenders and it has begmed that this results in
different processing strategies being important@mprehension in each modality
(Danks & End, 1987).

The assumption that reading comprehension andnimgje comprehension are

underpinned by the same cognitive-linguistic preess has important practical



implications. It has been formalised in the Simplew of Reading (Gough &
Tunmer, 1986) which suggests that once printed svdrdve been decoded, the
meaning of the discourse is constructed in exdb#dysame way as if the words had
been listened to. This view has now been integrattedthe National Curriculum for
England and Wales. The Primary Framework for Ldgrancourages teachers to
teach word recognition skills and listening comgretion skills in order to ensure

reading comprehension success (DfES, 2006).

Placing comprehension skills at the heart of ckilth literacy education is a welcome
development. However, it is important to acknowlkedgat the current evidence base
regarding comprehension is based almost exclusieelyresearch into reading

comprehension. Yet, for young children at the beigig stages of learning to read, or
older children who struggle with the demands of dvogcognition, comprehension

skills will be taught through the spoken languagethe printed text. Furthermore, as
Lehto and Anttila (2003) argue, children spend matkheir school day engaged in

listening activities, no matter how proficient theeading comprehension. For
reasons outlined above, however, the evidence bgsecific to listening

comprehension is limited.

The work presented in this thesis was conductedh Wit aim of exploring the
assumption that reading comprehension and listesongprehension are underpinned
by the same cognitive—linguistic skills and proesssif this assumption was found to
be correct, it could be concluded that findings nfroresearch investigating
comprehension in one modality also apply to comgmslon in the other modality. If,
however, support for this assumption was not fouhd, need to establish separate

evidence bases for comprehension in each modatitydabe highlighted.

The structure of the thesis is as follows. In Chep® and 3, the relevant literature is
reviewed. In Chapters 4 — 7, the empirical workertaken is described. In Chapter 8,
findings from the studies are synthesised andcaiiyi analysed. The content of each

chapter is summarised below.

In Chapter 2, the topic of discourse comprehengantroduced and the influential

Construction-Integration Model of comprehensionnfiéch, 1998) is described. A
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brief explanation is given of the “unitary view” @bmprehension, the assumption
that comprehension processes are the same, whethés written or spoken. Most of
the chapter, however, is devoted to an exploraiiohhe Simple View of Reading. A
detailed description of this account of readingilen and supporting evidence is
reviewed. Some empirical findings have challendedSimple View of Reading and
these are also discussed. Implications of the Simyfiew of Reading for both
research and practice are outlined. In the finelise of this chapter, it is argued that
an investigation is timely of the assumption thstehing comprehension and reading

comprehension involve the same cognitive-linguiskidis.

Chapter 3 is a review of the evidence concernimgdbmponent skills involved in
reading comprehension and listening comprehen#ereading comprehension has
been more widely researched than listening compsebe, most of this chapter is
devoted to evidence regarding the comprehensiorwriten text. Components
covered are word recognition skill, vocabulary a®snantic skills, syntactic skills,

inferencing ability, exposure to print, working meiy and non-verbal intelligence.

Chapter 4 reports the findings from Study 1, adaegploratory study which used
regression methods to identify the most importargdigtors of performance on
standardised tests of comprehension in the two htiedaThe language, memory and
intelligence skills described in Chapter 3 wereeassd. It was found that, whilst
comprehension in both modalities was predicted égeptive vocabulary skills,
reading comprehension appeared to be uniquely gieetiby word- and sentence-
level language skills whilst listening comprehensieas predicted by inferencing and
general cognitive skills. Furthermore, the Simplew of Reading was tested directly
by identifying the most important predictors of qmehension in each modality
having controlled for comprehension in the otherdaiity. As predicted by the
Simple View of Reading, the comprehension of wnittexts was predicted by word
recognition skills only once listening comprehensiwas controlled for. Listening
comprehension, however, continued to be predicieddzabulary and inferencing
skills, having controlled for reading comprehensisuggesting that listening
comprehension makes additional demands on compter®not shared with reading

comprehension.



Study 2 was undertaken to address concerns thaeshés obtained in Study 1 may
have arisen from the fact that the standardisets wsreading comprehension and
listening comprehension involved different materiahd made different demands on
comprehenders. Chapter 5 reports the results afyS2uwhich was comparable to
Study 1 except that true/false tests, which mangla demands on comprehenders,
were used to assess comprehension in the two rtiedaliAgain reading
comprehension depended on word- and sentencelsmglage skills whilst listening
comprehension was more dependent on higher legglitoee skills, but not, in this
case, inferencing. Reading comprehension was peedlzy word recognition skills
and syntactic skills once listening comprehensioms veontrolled for, providing
evidence for a modified version of the Simple Viesf Reading. Listening
comprehension continued to be predicted by nonaleritelligence, having
controlled for reading comprehension, again sugggshat listening comprehension
makes demands on comprehenders not shared witingeamimprehension. Possible

reasons for the differences in the results obtaim&tudies 1 and 2 are discussed.

Study 3, reported in Chapter 6, was conducted tthdu investigate the Study 1
finding that inferencing is an important predictdrperformance on the standardised
test of listening comprehension. A possible exgianafor this finding was that it
resulted solely from the shared memory demandshefinferencing task and the
comprehension task. In Study 3, this was foundmbie the case. Performance on the
listening comprehension task was found to be ptedidy the ability to make
knowledge—based inferences even when memory fditénal content of the text was
controlled for. In the conclusion to this chapteris speculated that children who
engage in more knowledge-based inferencing whétgring form more coherent and
elaborated representations of the text which im t@ids their ability to remember

explicitly stated information.

Chapter 7 reports the results from Study 4 whiackally addressed the question of
whether or not performance on a standardised tesistening comprehension is
related to the ability to generate knowledge-basd#drences “on-line” whilst
listening. Although there was evidence that childe@peared to generate inferences
as they listened to text, this ability was not fduo be related to comprehension

ability. Possible reasons for this finding are dissed.
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In Chapter 8, results are discussed in detail easmaplications for theory, research
and practice. It is argued that, although therevidence that reading comprehension
is well explained by the Simple View of Reading,lyr a modified version of this
conceptual framework, it appears that listening mehension makes demands on
comprehenders over and above those shared witlingeadmprehension. For the
purposes of both research and educational practioerefore, it appears that
comprehension is best assessed in both modalities.



Chapter 2.

Discourse comprehension and the Simple View of Reing)

2.1.Introduction
This chapter begins with a brief overview of cutranderstandings of what is meant

by discourse comprehension. An influential model obmprehension, the
Construction-Integration model (van Dijk & Kintscl983), is then described in some
detail. The model is believed to apply to both regccomprehension and listening
comprehension and evidence supporting this “unitagw” of comprehension is
outlined. Most of this chapter, however, is devaieaxploring the Simple View of
Reading (Gough & Tunmer, 1986), a conceptual fraotkwfor understanding
reading comprehension in terms of the two companehtistening comprehension
and word recognition. Following a description o€ tmain features of the Simple
View of Reading, evidence both supporting and emging this conceptual
framework is reviewed and implications for educadilopractitioners are discussed. In
the concluding section of this chapter, the rati@far conducting the work contained

in this thesis is outlined.

2.2.Discourse comprehension
It is currently accepted that the comprehensionwatten or spoken discourse

involves the representation of the situation bedwescribed. However, until the

1970’s, comprehension was widely regarded as thstaaction of a representation of
the text itself (Zwaan & Radvansky, 1998). All timtormation necessary to form a
semantic representation of a sentence was beli®vé@ contained in the sentence
(Spiro, 1980).

Meaning, however, was shown not to exist simply tire text” in a series of
experiments conducted in the 1970’s which showealt ttomprehension is a
constructive process which necessarily involvesigdieyond what is actually stated.
In their influential study, Bransford, Barclay, akdanks (1972) showed that the
nature of the situation being described affects orgrfor the text. Sentences such as

(1) and (2) below were presented to participants.



1. Three turtles restdoesidea floating log, and a fish swam benetitam

2. Three turtles resteah a floating log, and a fish swam benetitem

Participants were then given recognition tests wimcluded foils such as (3) and (4).

3. Three turtles resteoesidea floating log, and a fish swam beneiath
4. Three turtles resteoh a floating log, and a fish swam benegth

It was found that those participants hearing sexef2) incorrectly “recognised”
sentence (4) whereas those hearing sentence (hptiflalse alarm” to sentence (3).
The only difference in surface structure betweenaf@ (4) is the replacement of
them with it. This is also the only difference between (1) &Bf Therefore the
incorrect recognition of (4) but not (3) cannot Bee to aspects of the surface
structure of the text. Bransford et al. concludeat what had been stored was not the
surface linguistic information itself but a repretaion of the situation that was being
described by that information. Sentences (2) anddgkcribe the same situation

whereas sentences (1) and (3) do not.

In 1983, two theories of text comprehension werblipbed which highlighted the
importance of the mental representations of theasdn described by a text (Johnson-
Laird, 1983; van Dijk & Kintsch, 1983). In the firghis representation was known as
a “mental model”, in the second as a “situation etodlrhe theories suggested that a
situation or mental model was formed alongsidepaasentation of the text itself. The
Construction-Integration model suggested by vank Dand Kintsch and later
developed by Kintsch has been particularly inflisdrtKintsch, 1988, 1998; Kintsch
& Rawson, 2005). It describes the types of infororatepresented in comprehension

and the processes involved. A brief overview ofrtialel is set out here.



2.3.The Construction-Integration (Cl) model of comprelension

Kintsch and Rawson (2005) argue that text comprEbaninvolves processes at
different levels. At the word level, the comprehentas to process individual words
and access their meanings. When reading, thisiasdves the decoding of printed
symbols. At the sentence level, word meanings amsbmed to form idea units or
propositions, structures which specify the syntadnd semantic relationships
between the words in the sentence. At the textl,I@repositions are connected to
form a coherent microstructure, often using simiplierencing processes such as
pronoun identification. Sections of the text arsoalnterrelated, so the connected
propositions may themselves be organised into high#der units of meaning called
the macrostructure. Together the microstructure avatrostructure comprise the
textbase, a representation of the explicit ideashen text, the information that is

actually given.

The textbase representation formed is not sufficfen deep understanding. This
requires the construction of a situation model,emt@ model of the situation that the
text describes. Knowledge-based inferencing is w@cial process in forming a
situation model. For example, consider the follayvppassage, taken from Virtue,

Parrish, and Jung-Beeman (2008):

From the gate, Walter could see his grandmotheriegniowards him. After she

walked away, he knew that his cheeks would befeodays.

To understand this passage, comprehenders neethéoage the inference, using their
general knowledge, that Walter's grandmother masehpinched his cheeks. If this
inference is not made, the passage will lack catoereand will not be properly

understood.

Kintsch (1998) describes how the Cl model expldhes integration of information
from the text with the comprehender’s prior knovgedto form a representation of
the situation described by the text. Prior knowkedgcludes memories, beliefs,
emotions, images and goals. Given idea units infah@ of propositions from the

text, associated elements from the comprehendants term memory are retrieved to

8



form an interrelated network. This retrieval is astpd as primarily a bottom-up
process, the result of spreading activation, amdetmerging network contains both
relevant and irrelevant items. This “constructiopfocess is followed by an
“integration” process in which the pattern of aatien stabilizes. Those elements that
fit together are selectively activated whilst théheys are deactivated. Thus, this
integration process is one of constraint-satiséactUsually, therefore, inferencing is
an automatic and spontaneous process. Althoughnitheesult, the situation model, is
conscious, the processes leading to it are not.

There are, however, many occasions when inferensistrategic, active, controlled
and effortful. Kintsch and Rawson (2005) argue that importance of this type of
inferencing should not be underestimated. Howeaeeprding to the Cl model, it is
only when normal comprehension processes break ,danecha comprehender fails to

understand, that problem solving processes ar&au:o

The CI model assumes that the information procgssthich takes place during
comprehension occurs within working memory (KintskhRawson, 2005). For
example, if propositions do not co-occur in workimgmory, connections between
them cannot be formed. Similarly, if relevant gehdmowledge held in long-term
memory does not co-occur with textbase propositiangerences will not be
generated. Ericsson and Kintsch (1995) have, howeagued that it is not the
capacity of working memory that determines compnsia, but the efficiency with
which working memory can be used to encode infolmnarom the text and retrieve

information from long-term memory.

The CI model highlights the complexity of the lange comprehension process and
the types of information that need to be represkritealso identifies the component
processes involved at word, sentence and disctewsk the role of working memory
and the importance of comprehender knowledge. Aljhoit is a model of fluent
adult comprehension, much research suggests tleatcdimponent processes of
comprehension which it identifies are involved inhildren’s discourse
comprehension. Empirical evidence concerning trasaponent processes will be
reviewed in the next chapter. First, however, te&ationship between reading

comprehension and listening comprehension willdresiclered.

9



2.4.Reading comprehension vs listening comprehension

Introduction

Kintsch and van Dijk (1978) claim that the ClI modsplies to both listening
comprehension and reading comprehension. The assumpat the same processes
are involved in comprehension whether the textres@nted in print or in speech is
sometimes referred to as the “unitary view” of coefgnsion processes (Horowitz &
Samuels, 1987). It is an old concept which presittie formulation of the CI model.
For example, Huey (1908, cited in Sticht, 1972)dwed reading comprehension to

be parasitic upon listening comprehension:

“The child comes to his first reader with the halof spoken language fairly well
formed and these habits grow more deeply set widlnyeyear. His meanings inhere
in this spoken language and belong but secondarilye printed symbols”

(Huey, 1908, p.123, cited in Sticht, 1972, p.286)

This “unitary view” of comprehension received enyat support from early studies
of adult comprehenders. Sticht (1972) found listgncomprehension and reading
comprehension for the same material to be equivateradult males with poor

literacy skills, although many of the participantdaimed to find listening

comprehension easier. Kintsch and Kozminsky (1985%ed college students to
summarise stories that had either been read odh&aey found the content of the
summaries to be very similar, regardless of theatiydn which the stories had been
presented and despite the fact that, in the reamingdition, participants were allowed
to look back at the text to help them. Kintsch &wminsky concluded that reading

and listening involve the same comprehension skills

Other studies of adult comprehension report higtretations between listening
comprehension and reading comprehension. Amongkegeo students, Palmer,
MacLeod, Hunt, and Davidson (1985) found correfstias high as .80 between
listening comprehension and reading comprehensibiist Gernsbacher, Varner, and
Faust (1990) found a correlation of .92 betweendbmmprehension of written and
spoken stories. Furthermore, Gernsbacher et ah fdand that the ability to

comprehend written and auditory stories was higtdyrelated with the ability to
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comprehend non-verbal picture stories=(.82 andr = .72 respectively). Based on
this evidence, Gernsbacher et al. proposed théeexis of a General Comprehension

Skill underpinning comprehension in all modalities.

Empirical support for the “unitary view” has alsedm found in research involving
children. Smiley, Oakley, Worthen, Campione, anavdr (1977) found that, as
expected, poor readers aged 13 recalled fewereofrthin ideas than good readers
when asked to retell stories they had read. Thegzattern was also found, however,
when the poor and good readers retold stories titey had heard. Similarly,
Townsend, Carrithers, and Bever (1987) found tbhosl aged average readers made
more errors than skilled readers on comprehensigstopns following not only
stories that they read but also stories that tleaydh Furthermore, Berger and Perfetti
(1977 found 10-year-old good and poor readers, matchedan-verbal ability,
differed in their ability to recall and recognisenple stories whether the stories were

read or spoken.

Thus, the evidence reviewed here suggests thaingeadmprehension and listening
comprehension involve the same processes. Howewuerlike listening

comprehension, reading comprehension obviously atsolves reading ability.

Reading comprehension will not occur if the printeords are not recognised. Only
then can processes enabling understanding of tlesage be employed. It would
seem that neither word recognition nor language prehension skills are by
themselves sufficient (Gough & Tunmer, 1986). Thepehdence of reading
comprehension on both these skills may seem phatigumportant for children who

have not yet developed fluent word reading skilisl das been formalised in the
Simple View of Reading (Gough & Tunmer 1986). Thias been enormously
influential in affecting both the direction of reseh and educational policy as will be
discussed later. A description of the Simple VielwReading and a review of the

research studies that have been conducted to igaesit follow below.
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2.5.The Simple View of Reading

2.5.1.Description
Gough and Tunmer (1986) argue that decoding skill Enguistic comprehension

make independent contributions to reading comprgban both are necessary but
neither is sufficient. They express this relatiopsh the formula:

R=DxC,

where

R = reading comprehension

D = decoding ability

C = general linguistic comprehension

Decoding (D) is defined as the process of convgrprint to speech. Hoover and
Gough (1990) argue that when children are at thg stages of learning to read, this
construct is best assessed using a test of non#gating which measures children’s
ability to convert print to sound using phonologjicdormation. However, as reading
skill improves, D is best measured using a tesealf word reading. This distinction is
not trivial. As will be seen, the measure of D @dmsan affect research findings. In
the following discussion “decoding” will refer the ability to read non-words whilst
“word recognition ability” will refer to the abilt to read real words. Linguistic
comprehension (C) is seen as the process by whétloutses are interpreted once
word information has been accessed. Criticallys timguistic comprehension process

is regarded as the same whether the word is heatelcoded from print:

“the simple view clearly asserts that reading &bithould be predictable from a
measure of decoding ability...and a measure of lisgecomprehension.”
(Gough & Tunmer, 1986, p.7)

“The simple view presumes that, once the printedtenas decoded, the reader
applies to the text exactly the same mechanismshnie or she would bring to bear
on its spoken equivalent.”

(Gough & Tunmer, 1986, p.9)
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Each variable can range from 0 to 1, a score oéitigoan indication of perfection.

Gough and Tunmer (1986) emphasise the multiplieatiature of the combination of
D and C because if either is zero, reading comm&be will also be zero, regardless
of the score on the other variable. The Simple VaéWReading implies that decoding

and listening comprehension are largely independeomne another.

The Simple View of Reading can be represented satieatly as shown in Figure 1
(taken from Stuart & Stainthorp, 2006). Skills vérgm good to poor in each of the
two domains. Individuals can vary in ability acrdbe domains, and their reading
behaviour can be categorised into one of four tygesending on the quadrant in
which they fall. Children with poor word recogniticability may also have poor
language comprehension skills. These children areemlly poor readers and are
sometimes referred to in the literature as “gardanety poor readers” (Gough &
Tunmer, 1986). Other children with poor readingllskihowever, do not have a
general impairment in language comprehension sKillsese children will have
impaired reading comprehension ability because hafirtfailure to read words
accurately but their listening comprehension skill$ be intact. These children with
specific problems with word reading exhibit a dygteprofile. Other children with
impaired reading comprehension skills will be thesth adequate word recognition
skills but a specific deficit in language compredien processes. These children are
referred to as “poor comprehenders”. Accordingh $imple View of Reading, their
comprehension problems will not be specific to negdout will reflect a general
problem with language comprehension. Obviouslydcan falling in the final
guadrant will be good reading comprehenders whe leth adequate word reading

skill and language comprehension ability.
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Figure 1: The Simple View of Reading

The Simple View of Reading makes intuitive senseés b parsimonious account of
reading comprehension, explaining individual défeces in comprehension of
written material in terms of individual differencesword recognition and listening

comprehension skills. Its authors do not deny tletding comprehension is a
complex process, but believe that the complexitias be divided into two basic

components. According to this account, all the wosegntence- and discourse-level
skills involved in reading comprehension are regdrds subskills of one of these two

main components.

2.5.2.Supporting evidence
There is much empirical support for the Simple VielAReadingResearch suggests

that approximately 10% of children exhibit defiamsreading comprehension despite
having adequate word recognition skills (Oakhi882; Yuill & Oakhill, 1991).These
poor reading comprehenders perform worse on tédistening comprehension than
good comprehenders, children with equivalent wagdognition skills but better
reading comprehension scores (Nation & Snowling7).99-urthermore, whilst the
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listening comprehension ability of poor reading poehenders is worse than that of
age-matched good comprehenders, it does not diffen that of younger children
matched for reading comprehension (Stothard & Hulb¥92). The idea that reading
comprehension is constrained by listening compraiberability is further supported
by evidence showing that hyperlexic children, afeitdwith word recognition skills
much better than expected for their age, havedingaomprehension age equivalent
to their listening comprehension afi¢ealy, 1982).Similarly, it has been found that
the reading comprehension of children with Dowrnyadsome is predicted by their
listening comprehension skills but not by their doecognition ability which tends to

be relatively less impaired (Roch & Levorato, 2009)

Research has demonstrated a double dissociatiere®etchildren with good word
recognition skills but poor listening comprehensgkills, and children with poor
word recognition skills but good listening compresien skills Catts, Hogan, and
Fey (2003) found that they were able to classifgrge sample of poor readers aged 8
into subgroups based on their relative strengtlisveeaknesses in word recognition
and listening comprehension. These included a poomprehender group, identified
as having adequate word recognition but poor lisgeeomprehension skills, and a
poor decoder group with the opposite profile. Femore, it was found that those
children who were classed as poor comprehendeag&t8 had achieved less well
than the poor decoder group on a test of listenorgprehension administered at age
6, and subsequently performed less well on a tebstening comprehension at age
10. The poor decoder group also exhibited condiskeiicits from the ages of 6 to 10,
suggesting that individual differences in word muton and listening
comprehension were stable over time. Shankweileal.e1999) similarly reported
that 7-9 year old children with high reading confynesion ability relative to their
decoding skill differed on measures of listeningnpoehension from children with
low reading comprehension ability relative to daongdskill.

A dissociation between the predictors of word rextgn ability and reading
comprehension has itself been fou@khill, Cain, and Bryant (2003) showed that
different cognitive skills explained variance in mdorecognition and in text
comprehension. Reading comprehension, with wordg®ition ability partialled out,

was predicted by integration, metacognitive momigprand working memory after
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statistically controlling for age, non-verbal 1Qerbal 1Q and vocabulary. After
controlling for the same variables, word recogmitiability was predicted by
performance on a phonological awareness task. iidvoe expected, therefore, that
children who fall into the “poor comprehender” ey would have deficits in
higher level language processing skills but infdainological awareness, whilst poor
decoders would have the opposite pattern of impaitey In line with this
expectation, Catts, Adlof, and Weismer (2006) fotimat poor comprehenders aged
14 performed worse than poor decoders on meastiresceptive vocabulary and
inferencing skill whilst the poor decoders perfochveorse than poor comprehenders

on measures of phonological awareness.

Further evidence of a dissociation between decodimtycomprehension skill comes
from the factor analysis of datasets which inclddé&erent measures of reading and
language skills. Nation and Snowling (1997) assksséarge sample of 7-10 year-
olds using tests of non-word reading, single waading, word reading in context,
reading comprehension and listening comprehen$Mmlst word reading and non-
word reading loaded heavily on one factor, listgreomprehension loaded heavily on
another. Reading comprehension loaded onto botbrfaceflecting the importance of
both sets of skills to reading comprehension swccébore recently, Kendeou,
Savage, and van den Broek (2009) have reportedethdts of factor analysis on
datasets obtained from two studies. In the finstgtinvolving children aged 4 and 6,
phonological awareness, letter identification, winkehtification and vocabulary were
found to load on one factor, whilst listening coetpension and comprehension of
material presented on a television loaded on anothethe second study, which
involved 6-year-old children, it was found that nAsard reading fluency, word
reading fluency and vocabulary all loaded on to daetor, whilst listening
comprehension loaded onto another. As in the Nagioth Snowling (1997) study,
reading comprehension loaded onto both factors.

Similarly, Structural Equation Modelling has beesed to show that, in children aged
4-8, oral language skills, including listening camipension and the comprehension of
material presented on a television, and decodiilts skcluding letter identification
and phonological awareness, form distinct clustgrgh show continuity over time

(Kendeou, van den Broek, White, & Lynch, 2009).sTsiudy also reports that, at age
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8, children’s reading comprehension is found tanakependently predicted by these

two sets of skills.

The finding that listening comprehension and a mesaf decoding or word
recognition ability make independent contributiotos reading comprehension in
children has also been demonstrated in studiesgusgression techniques. For
example, Savage (200ifpund that listening comprehension predicted regdin
comprehension after statistically controlling father non-word reading or word-
recognition in a small sample of teenagers, whiishe and Fielding-Barnsley (1995)
showed that listening comprehension, non-word readind irregular word reading
all contributed independently to reading comprefeni 8-year-old childreriNation
and Snowling (2004) found that for students agéx Bstening comprehension of
stories predicted reading comprehension after obimig for nonverbal ability,
nonword reading and phonological skills. Furtherepawhen the children were 13,
the earlier measure of listening comprehension icoetl to predict reading
comprehension even after controlling for the awgoessive effect of earlier reading
comprehension. In other words, listening compreio@nspredicted reading
comprehension longitudinally as well as concursenfThe ability of listening
comprehension to predict reading comprehension itladigally has also been
reported by de Jong and van der Leij (2002ho showed that the reading
comprehension of 9-year-old Dutch children coulcekplained by their word reading
and listening comprehension skills two years prestip after controlling for the auto-

regressive effect of earlier reading comprehension.

The Simple View of Reading implies that as decodingvord recognition increases,
approaching the “perfect” score of 1, the impor&an€ listening comprehension in
predicting reading comprehension will increase.uResrom both cross-sectional and
longitudinal studies, investigating the relativentbutions of decoding and listening
comprehension to reading comprehension, have sigapdhis hypothesis. In her
cross-sectional study, Curtis (198@und that the relative contribution of listening
comprehension to reading comprehension increasedoas identification became

more automated with increasing age and word readbility. Vellutino, Tunmer,

Jaccard, and Chen (2007) also reported that lisfenomprehension was a more

important predictor of reading comprehension foitdten aged 12 and 13 than for
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those aged 8 and Bloover and Gough’s (1990) longitudinal study fouletoding to
be the most important predictor of reading compnslm when children were aged 7
and 8 whilst listening comprehension became thet mgsortant predictor at ages 9
and 10. Juel (1988pund that word recognition was the most impor{amtdictor for
children between the ages of 7 to 10 but also fotlmad the impact of listening
comprehension increased each year. Similarly, Cait#of, and Weismer (2006)
found in their longitudinal study that it was nattili children were aged 14 that those
with impairments in listening comprehension but detoding skills became more
impaired on reading comprehension than childrerh vabor decoding skills but

adequate listening comprehension ability.

The importance of the relative contributions of@iding and listening comprehension
to reading comprehension has also been shown tendepn the orthographic
transparency of the languadéegherbi, Seigneuric, and Ehrlich (2006und that for
French children in grades 1 and 2 (mean age 6:87&)d listening comprehension
was a better predictor of reading comprehensiom then-word reading ability.
Similarly, de Jong and van der Leij (2002) foundtthfor Dutch children, their
listening comprehension at age 7 was a better gieedhf reading comprehension two
years later than their word recognition skills atGfapheme-phoneme relations are
more consistent in French and Dutch than in Engdshword reading would be
expected to become efficient enough to allow resssirto be devoted to

comprehension processes at an earlier age.

It should be noted that most of the studies repldnaxre have used an additive (D + C)
rather than a multiplicative (D x C) model to acebior reading comprehension in
terms of listening comprehension and word recogmitr decoding ability.Hoover
and Gough (1990) followed 254 bilingual studentsrfrages 7 to 10 and found that
reading comprehension was best predicted by thduptoof nonword reading and
listening comprehension at each age. Other authuwever,have not found a
multiplicative model to predict reading comprehension any betian ta linear,
additive combination of decoding and listening coamension (Georgiou, Das, &
Hayward, 2009). Chen and Vellutino (1997) suggestedodel incorporating both
sum and product of decoding and listening comprebenR =D + C + (D x C)) but

other authors have found that the inclusion ofgtauct term does not enhance the
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explanatory power of the model (Neuhaus, RoldanjhBare-Gooden, & Swank,
2006; Savage, 2006; Tiu, Thompson, & Lewis, 2068)wever, despite the debate
about the best way to formulate the relationshipvben reading comprehension and
its two component processes, these authors agrdeeoralidity of the basic premise
of the Simple View of Reading, the dependence @idiregy comprehension on

listening comprehension and word recognition skills

To summarise, the evidence reviewed here suggeatstiiere is much empirical
support for the theory that word recognition apiand listening comprehension make
independent contributions to reading comprehengibith change over time. In the
next section evidence which potentially challenties Simple View of Reading will

be discussed.

2.5.3.Limitations
Whilst the Simple View of Reading is a parsimonioascount of reading

comprehension with considerable empirical suppibris nonetheless a “simple”
model of an undoubtedly complex process as Hoondr@ough (1990) themselves
acknowledge. It is important to be aware of thathtions in its ability to account for

reading comprehension that have been exposed.

The Simple View of Reading treats decoding andetistg comprehension as
independent processeSeveral studies, however, show considerable edivel
between the two variablesloover and Gough (1990) found, across their whole
sample, significant correlations between decoding kstening comprehension in
children between the ages of 7 to 10. Correlatiomy became non-significant, or
indeed negative, when only the poorest reading cehgmders were considered.
Hagtvet (2003) found that a composite measure oflvaad nonword reading ability
showed similar correlations with comprehension achemodality for Norwegian 9-
year-olds when the comprehension task involvedllirege a story. Similarly,
Shankweiler et al. (1999) found significant cortielas between listening
comprehension and measures of decoding and woodméion ability, whilst Chen
and Vellutino (1997) found that the correlation vibe¢n decoding and listening

comprehension became non-significant only at age Fl4thermore, Cutting and
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Scarborough (2006) showed that, although oral lagguskills and a composite
measure of word recognition and decoding skills enaxdlependent contributions to
reading comprehension, a considerable amount &in@e was shared, and Vellutino,
Tunmer, Jaccard, and Chen (2007) used Structunatieop Modelling to show that
some of the same subskills, for example semantits,skredicted both listening

comprehension and word recognition.

Various explanations have been proposed for thesknfs, one of which is the
“unitary phonological deficit hypothesis” (Shankveei & Crain 1986). Poor
phonological skills are known to underpin deficits word recognition ability
(Goswami & Bryant, 1990; Perfetti, Beck, Bell, & glwes, 1987). The “unitary
phonological deficit hypothesis” postulates thabmp@honological skills are also
related to the ability to comprehend spoken languag) they reflect a deficit in the
ability to retain and process verbal informationwarking memory. Most evidence,
however, suggests that word recognition ability aedding comprehension have
different determinants (Oakhill, Cain, & Bryant, &) and that poor reading
comprehenders have normal abilities in phonologprakcessing (Cain, Oakhill, &
Bryant, 2000b; Nation, Adams, Bowyer-Crane, & Snogjl 1999; Nation, Clarke,
Marshall, & Durand, 2004; Nation & Snowling, 199&ipthard & Hulme, 1995).

Some authors have argued that the relationshipdagiwstening comprehension and
the recognition of words reflects the role of “tdpwn” processes in word
recognition. Two routes to word reading have beeop@sed (Coltheart, Curtis,
Atkins, & Haller, 1993). The phonological recodinmute involves the use of letter-
sound correspondences to convert a graphemic sspeg®n of a word into a
phonological one which is used to access the mgaointhe word in the mental
lexicon. The lexical route allows direct accessrfrihhe orthographic representation to
the meaning of the word in the lexicon and is useaad familiar or irregular words.
It has been argued that the reading of irregularde/as supported by semantic
information. Nation and Snowling (1998b) showedt tblildren identified as poor
reading comprehenders with adequate phonologicils dkad difficulty reading
irregular words and, in another study, they demated that the ability to use context
to read exceptional or inconsistent words was ptedi by both reading

comprehension and listening comprehension aftetralting for phonological skills
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(Nation & Snowling, 1998a). Furthermore, Nation &mbwling (2004) found single
word recognition to be predicted by semantic skiN®cabulary and listening
comprehension both concurrently and longitudinaityen these were individually
entered into a regression analysis after contigllor phonological skills. Goff, Pratt,
and Ong (2005) found irregular word reading to benach stronger predictor of
reading comprehension in children aged 8-11 thanward reading and argued that
this was because irregular word reading capturektiadal variance in language
comprehension ability. These findings have impdrtaathodological implications as
they suggest that the measure of decoding or wecdgnition ability used will

impact on findings.

A final explanation for the relationship between caging and listening

comprehension is that it is an indirect one resgltfrom complex reciprocal

relationships between the three skills involvede@riticism that has been levelled at
the Simple View of Reading is that it implies adirectional relationship in which

decoding and listening comprehension lead to readiomprehension (Conners,
2009). Stanovich (1986) argued that greater expegien reading itself leads to
improvements in word recognition ability and in qanehension skills. In general, the
children with greatest motivation to read would bHe better decoders and
comprehenders and these children would be expetdedhanifest the largest

improvements in word recognition and language cemgnsion abilities, an example
of the “Matthew effect”. Juel (1988) found that Idnén who became good readers
had a much higher exposure to print than childrér Wecame poor readers and,
importantly, they made more progress in listeniognprehension. Verhoeven and van
Leeuwe (2008) also found relationships betweenimgacbmprehension and listening
comprehension to be reciprocal especially in lagades, and concluded that the
development of reading comprehension and listersogprehension is highly

interdependent. Thus, the Simple View of Readingsdoot appear to fully account
for the interdependence of word recognition, lisigncomprehension and reading

comprehension skills.

It has also been argued that the Simple View ofdRgadoes not capture all the
complexity of the reading comprehension processesithe inclusion of a third

component in the model has sometimes been fouaddount for variance in reading
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comprehension not accounted for by measures of didegoand listening
comprehension. Joshi and Aaron (2000) found thateasure of processing speed,
letter naming speed, explained an additional 10%th&f variance in reading
comprehension after controlling for the product décoding and listening
comprehension skill. They argued that this refléctbe greater availability of
resources for comprehension processes that resutied the faster processing of
letters and words during reading. Neuhaus, Rol&mulware-Gooden, and Swank
(2006), however, found that letter naming speed rdbd predict extra variance in
reading comprehension having accounted for decodabgity and listening
comprehension, a finding replicated in Lee and \Waiés (2009) study of young
Malaysian readers. Johnston and Kirby (2006) diplicate Joshi and Aaron’s
findings but only when the measure of decoding wa®n-word reading task rather
than a word recognition task. They hypothesised ti@@ing speed contributes to
reading comprehension through its relationship wiexical access in word
recognition. Therefore, its effect is already im®d in the product of word
recognition and listening comprehension. Furtheem®diu, Thompson, and Lewis
(2003) found that variance in reading comprehensiplained by processing speed
was itself explained by IQ and argued that 1Q ant®uor variance in reading
comprehension over and above that explained by diego and listening
comprehension. Conners (2009), on the other hamdhdf that neither IQ nor a
measure of processing speed, articulation spegquaiegd additional variance in
reading comprehension after statistically contngllifor word recognition and
listening comprehension, although additional varegamas explained by attentional
control. Conners argued that reading comprehensquires the co-ordination of

word recognition and language comprehension presess

The role of vocabulary as possible third component has also been investigated
Ouellette and Beers (2010) found that a measurmoacdbulary depth, the ability to
provide oral definitions of words, made a uniquentdbution to reading
comprehension in 12-year-olds, but not in 7-yedsphaving controlled for listening
comprehension, phonological awareness, decodingiraagular word recognition.
Other research, however, used confirmatory faatatysis to show that in adults with
poor literacy skills, reading comprehension wassignificantly related to vocabulary

when the factors of word recognition and listenaggnprehension were also in the
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model (Sabatini, Sawaki, Shore, & Scarborough, 20IBese authors concluded that
word recognition and listening comprehension werengry factors in reading

comprehension, as suggested by the Simple VieneatiRg.

This review of the literature examining possibledlcomponents suggests that very
little has yet been established. Nevertheless,résearch surveyed does give an
indication that the Simple View of Reading might poovide a complete account of

the components of reading comprehension.

Whilst the limitations discussed in this sectionfaosuggest that the Simple View of
Reading might not capture all the complexity ofdiag comprehension, more
profound concerns have been raised regarding teemagion that the processes
involved in reading comprehension are essentidlly same as those involved in
listening comprehension, once word recognition t@sn accounted for. Obviously,
the structure of normal spoken language differh& of written language (Chafe &
Danielewicz, 1987). Similarly, the contexts in whikstening comprehension occurs
are often interactive, providing opportunities ligsteners to clarify their interpretation
of the speaker's meaning. No such opportunities available when reading
comprehension is taking place (Rubin, 1980). Howeki®over and Gough (1990)
made it clear that the Simple View of Reading coadly be properly assessed using
comparable materials to measure comprehensionoékespand written texts, and the

studies reviewed above have adopted this approach.

Nevertheless, it has been argued that simply chgrtge modality of presentation of
a text changes the processing demands of the cbensi®n task (Rubin, 1980). In
listening comprehension, the use of prosodic cuaslithtes access to lexical,
syntactic and discourse information (Rubin, 19&@y example, pauses occurring at
syntactic boundaries increase the comprehensilafityre text (Sticht, 1972). Use of
stress helps organise the discourse by, for exandambiguating a pronoun’s
referent. Intonation is also useful, for examplelarifying when a question is being
asked. Children have been shown to be more depemadeprosody for syntactic
processing than adults (Schreiber, 1987). Althowgtitten text does contain
punctuation, children have to learn how to use. tRevertheless, the permanence of

written text can be seen as compensating for ttledaprosodic information (Rubin,
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1980). In normal reading situations, readers caeark portions of the text to aid
comprehension and they can also look ahead inettte ltisteners on the other hand
cannot, in normal listening situations, re-visitethext. Listeners and readers,
therefore, make decisions about meaning based feeratit information (Danks &
End, 1987). Furthermore, the rate of listening astmlled entirely by the speaker
whilst the rate of reading is under the comprehgsdmntrol (Danks & End, 1987).
In listening, comprehenders have to process tmeuitimmediately whether or not
they are still processing the preceding material.

Critics of a “unitary view” of comprehension proses acknowledge that listening
comprehension and reading comprehension are sinmlahat they both involve
language processes. However, they argue that tfegedit cognitive demands made
by reading comprehension and listening comprehansieean that different
processing strategies may be employed in the twdaiiiees (Danks & End, 1987).
Rubin (1980), for example, argues that childrendné® learn how to use the
permanence of text strategically in order to conspén for a lack of prosody.
Similarly, Kirby and Savage (2008) speculate tiatré is more opportunity for the
use of meta-cognitive strategies, such as locatifogmation and finding main ideas,
in reading comprehension than in listening compmslm because, when
comprehending spoken text, the use of such stetegould potentially interfere with

the reception of information.

There is some experimental evidence to support jgothesis that different
strategies are used in listening comprehensionreading comprehensioflildyard
and Olson (1978) presented passages to childresh &g 12 in either written or
auditory modalities. Children were then testedmirtrecognition of literal text ideas
and on their recognition of inferences necessaryeixt coherence. It was found that,
after listening to stories, children’s recognitibor inferences necessary for text
coherence was better than their recognition ofieitiyl stated text ideas. However,
after reading stories, the reverse was true. Thweasiconcluded that children engage
in different strategies when listening and readpaying close attention to the exact
content of written text but focussing on the forimatof a coherent representation of

the gist of spoken discourse because it cannog-vesited.
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An implication of these ideas is that, given adéguaord recognition ability, the
comprehension of written text may be higher that tf its spoken equivalent. This
phenomenon is theoretically impossible accordingh® Simple View of Reading
which proposes that listening comprehension effetiti sets a limit on reading
comprehension. Durrell (1969) presented the santerrakin oral and written form
to children aged between 7 and 14. Whilst listenamgnprehension was more
effective for the younger children, in the oldesbup reading comprehension was
superior to listening comprehension. Similarly, éleitz and Samuels (1985) found
that, when reading expository material that wad wehin their reading capabilities,
good readers aged 12 showed higher comprehensioesshian when they listened to

the material.

Several studies have compared performance on déseading comprehension and
listening comprehension using the Sentence VetifinaTechnique, developed by
Royer and colleagues. In this test, children lidteor read a passage followed by test
sentences of 4 types — originals and paraphraseaning changes and distractors.
Children have to correctly identify sentences whéotpress ideas from the passage
which they have read or to which they have listerfettidies using this technique
have shown that good readers perform better whearrakis read rather than heard
as long as the material is easy for them to reay/€R Kulhavy, Lee, & Peterson,
1986; Royer, Sinatra, & Schumer, 1990). The autlsoiggested that readers were
able to take advantage of the opportunity to prdcaetheir own pace and read
material in the order of their own choosing whextdevere easy to read. However,
for the difficult texts, listening overcame wordading problems and prosodic cues

helped with syntactical analysis of the more commptaterial.

Carlisle and Felbinger (1998)so used the Sentence Verification Technique eéir th
cross-sectional study of children aged 10, 12 athdFbur types of comprehender
were identified, those who were generally goodséheho were generally poor and
those who had a specific deficit in reading comprsion or in listening

comprehension. The identification of children whexfprmed poorly on the listening
comprehension test, despite demonstrating adegeaatiéng comprehension ability,
led Carlisle and Felbinger to argue against theaidestening comprehension as a

measure of potential in reading comprehension.heantore, Carlisle and Felbinger
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examined patterns of performance of all the comgmsion groups on the four
different types of test sentence. They ascertaihatithe children who had a specific
problem in listening comprehension tended to adogtrategy of paying insufficient
attention to exact wording and of processing se@®ifor general ideas. Interestingly,
for all groups, the pattern of errors on the fouffedent types of sentence was
different in the two modalities. This led Carlidad Felbinger to conclude that the
memory representations of text ideas and the pseseatat the children were using to
understand text seemed to differ according to thedality of presentation of

information.

The relationship between reading comprehension listehing comprehension has
also been shown to depend on the type of text waghla factor which is not taken
into account in the Simple View of Reading. Usinge tSentence Verification
Technique, Diakidoy, Stylianou, Karefillidou, andgageorgiou (2005) replicated
previous findings for narrative texts, demonstmtinat listening comprehension was
more efficient than reading comprehension in theyegrades, but that the reverse
was true at age 14. However, the same pattern ataghtained for expository texts.
Listening comprehension of expository text was naire efficient than reading
comprehension at any age, and listening compretiengdid not predict reading
comprehension for expository material. Childrenrésg to read will have had less
experience of oral expository text than of oral ra@we text. Also, for the
comprehension of expository texts, the advantageseaed by written presentation
may be most useful. For a complicated passageydimg unfamiliar material, good
comprehension may depend on having the opportutmtycontrol the rate of
processing of information as well as on the abtfitye-process sections for coherence

purposes.

To summarise this section, the Simple View of Regdias been shown to be unable
to explain some empirical findings from studiesastigating the relationship between
reading comprehension and listening comprehensionthe next section, the

implications of the Simple View of Reading for rasgh and policy are outlined.
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2.5.4.Implications
The Simple View of Reading has important implicador classroom practitioners.

The “Rose Report” into the teaching of early regdauvocated the adoption of the
Simple View of Reading as a conceptual frameworkvbrch to base the teaching of
reading in schools (Stuart & Stainthorp, 2006).sTidcommendation was enshrined
in the Primary Framework for Literacy (DfES, 200#)d, since 2007, practitioners
have been advised to teach word recognition aneniisg comprehension skills in

order to ensure reading comprehension success.

Furthermore, the Simple View of Reading has beenl tig challenge the use of tests
of 1Q in the identification of dyslexia (Savage,04Q Spring & French, 1990). It has
been argued that listening comprehension abilita isetter indication of potential
reading comprehension ability than the traditiopgychometric tests used and that
specific decoding problems can be identified by parmg comprehension in the two

modalities.

The Simple View of Reading has also been usefuiiacting research activity by
identifying comprehension processes in readingng®rtant. Although the purpose of
reading is comprehension of the material read, mestarch in reading has been
concerned with word recognition ability only (e@oswami & Bryant, 1990). The
Simple View of Reading has placed comprehensiorcgases at the heart of a
conceptualisation of reading and offers an explanaas to how the relative
contributions of word reading and comprehensiorc@sses change in the course of
reading development. As such, the Simple View ohd®ag has provided a useful
framework for researchers investigating the natireeading comprehension and its

development.

2.5.5.Rationale for current research

The evidence reviewed in the preceding sectiongesig that there is considerable
empirical support for the Simple View of Readingdathat it has important

implications for policy and practice as well as fesearch. However, concerns about
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the Simple View of Reading have also been raiseohesof which will be addressed

in the work presented in this thesis.

Of particular interest is the issue of whether ot there are differences in the
comprehension processes used when reading andirigtelue to the different

demands made by comprehension in the two modalAiéisough some studies have
suggested that the processes used in the two rmeslaire not exactly the same
(Hildyard & Olson, 1978; Carlisle & Felbinger, 1991his area has received little
research attention. Furthermore, whilst reading pre@tmension has been relatively
well researched, the same cannot be said for igjenomprehension. Reading
comprehension research has emerged as part ofjex lamdy of research concerned
with reading and, as will be illustrated in the nelxapter, much is now known about
the component skills involved at word-, sentenaed discourse-level. Much is also
known about the role of working memory and the intgmace of background

knowledge. In contrast, very little is known abadle component skills involved in

listening comprehension. This may be due, in garthe assumption that listening
comprehension and reading comprehension involveséinee processes and will be

underpinned by the same skills.

It seems strange that little research has focusgettifically on the ability to
understand spoken discourse. From a theoreticaht poi view, it has been
acknowledged that there are differences in taskatielsiin comprehension in the two
modalities (Stuart, Stainthorp, & Snowling, 200&ough and Tunmer (1986)
asserted that exactly the same processes are @avolvreading comprehension and
listening comprehension. However, Hoover and Go(id#90) subsequently stated
that the Simple View of Reading does not claim ttiet processes employed in
comprehension in the two modalities are exactly shme. Instead, these authors
suggested that any differences between comprehengiocesses in the two

modalities are minor compared with the similaritietween them.

The issue of whether or not reading comprehensiah Istening comprehension
involve the same processes has practical as wélleasetical significance. Estimates
suggest that children spend a considerable prapodi their school day engaged in

listening activities (Lehto & Anttila, 2003). Ovéne past three decades, researchers
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have been calling for specific instruction in listeg comprehension in school. Curtis
(1980) regarded listening comprehension as imporiahonly for the development
of reading comprehension skills but also for thearpunity it provides for children
with poor word recognition skills to engage in caostpension. Similarly, Juel (1988)
argued that poor readers need much practice enligy comprehension so that they
do not fall behind in the acquisition of vocabulawyd concepts. Furthermore, the
introduction of the Simple View of Reading into thezhool curriculum has
highlighted the role that listening comprehensiobility plays in the development of
early reading comprehension skills (Stuart & Staonp, 2006). Yet there is little
research evidence, specific to listening comprebann which to base listening

comprehension instruction.

To summarise, there seem to be two possible waydestribe the relationship
between reading comprehension and listening corepsebn. It is possible that, as
suggested by Gough and Tunmer (1986), reading admepsion involves exactly the
same processes as listening comprehension onces Wwaw@ been recognised. If this
is the case, the investigation of comprehensiomria modality will yield results
which can be “extrapolated” to comprehension indtieer modality. Alternatively the
different demands of comprehension in the two mibdalmay mean that different
cognitive-linguistic processes are important inhedCarlisle & Felbinger, 1991,
Danks & End, 1987; Hildyard & Olson, 1978). If thisew is correct, it will be
necessary to establish separate evidence basesrfggrehension in each modality.
The empirical work presented in this thesis ainedlistinguish between these two
possibilities.

In the following chapter, existing research evidenis reviewed concerning the

component skills of comprehension.
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Chapter 3.

Components of comprehension

3.1.Introduction
As explained in Section 2.3, the successful constm of a situation model of a text

involves processing at different levels. This cleapéviews the research evidence for
the involvement of word-, sentence- and discouesell skills and processes in
comprehension. Specifically, at the word-levelgcohsiders the role played by word
recognition skill and by vocabulary and semantidlskAt the sentence-level, the
importance of syntactic skills is discussed, whigtthe discourse-level, evidence for
the involvement of inferencing in comprehensionresiewed. This chapter also
considers the role played in comprehension by theuat of exposure to print and by
the cognitive abilitie®f working memory and general intelligence. Forsm® given
in the previous chapter, most research has comsidesmponent skills of reading
comprehension, rather than listening comprehensiod, this is reflected in the fact
that most of the research findings discussed hexee lemerged from studies of
reading comprehension. Where listening comprehansias been directly

investigated, research evidence is provided.

Most of the research reviewed here has taken plétben an individual differences
framework. Some studies have used correlationat@grkssion techniques to explore
the predictors of comprehension in relatively ueseld samples of children (e.g.
Cain, Oakhill, & Bryant, 2004; Goff, Pratt, & Ong005). Other studies have used a
guasi-experimental approach in which groups of tg@omprehenders” and “poor
comprehenders” are compared (e.g. Cain & OakHIB9] Oakhill, 1984). Typically,

a poor comprehender has age-appropriate word remogrskills, but a reading
comprehension age well below both their chronolaigamd reading accuracy ages. A
good comprehender, on the other hand, has agemmmimword reading skill and a
reading comprehension age at or above their reaingracy age. Thus, the groups
of good and poor comprehenders are selected sothbgtare matched for word
recognition ability but differ on reading comprebem. By identifying the skills and

knowledge on which children with poor comprehensdffer from children with
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good comprehension, the factors important in repdoomprehension can be
identified. In line with the convention used in tliterature, this review uses the term
“poor comprehender” to refer to a child with a negdcomprehension deficit in the

absence of problems with decoding or word recogmiébility.

3.2.Word-level skills

3.2.1.Word-recognition/ decoding ability
The ability to identify words is obviously a pretesjte for reading comprehension.

Yuill and Oakhill (1991) report that, in the litéuae, correlations ranging from 0.6 to
0.8 have been found between reading comprehensidrward recognition ability.

Interestingly, however, much research on readingprehension excludes children
with poor word recognition skills, focussing insgdean “poor comprehenders”,
children who fail to comprehend what they read despaving adequate word

recognition skills.

Nevertheless, it has been argued that reading @mapsion deficits are due primarily
to deficits in word recognition abilityPerfetti, 1985). According to his “verbal
efficiency theory”, word recognition and readingrmgmrehension processes compete
for limited processing resources. Processing capaciecessary for text
comprehension is used up by effortful word readiRgrfetti, Marron, and Foltz
(1996) argue that even when good and poor compdehngrare matched on the
accuracy of their word recognition ability, the Woprocessing skills of the poor
comprehenders may be slow and inefficient andriay affect their comprehension
ability. However, Stothard and Hulme (1996) failedfind any difference in text
reading speed of 7-8 year-old good and poor congmedrs matched for word
recognition ability. Similarly, Goff, Pratt, and @r(2005) did not find text reading
speed to explain any variance in reading compreterability in a sample of 8-10

year-olds, once the contribution of irregular woedding had been controlled for.

As mentioned in the previous chapter, some resedashfound word recognition
ability to be correlated with listening compreh@msi{Hagtvet, 2003; Shankweiler et
al., 1999). A full discussion of the possible re@stor this has been given in Section
2.5.3.
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3.2.2.Vocabulary and semantic knowledge
If language is to be understood, word meanings tebeé accessed. High correlations

between receptive vocabulary and reading comprahehsve been reported for both
adults (Braze, Tabor, Shankweiler, & Mencl, 20@Ad children (Biemiller, 2003).
Instruction in vocabulary has been shown to leadimprovements in reading

comprehension in children (Beck, Perfetti, & McKagw982).

Longitudinal studies have suggested a predictile ob vocabulary for later reading

comprehension. Muter, Hulme, Snowling, and Steven@®04) found a moderate

correlation between receptive vocabulary in kindeten and reading comprehension
2 years later whilst Senechal, Ouellette, and Rpda606) showed that receptive
vocabulary measured in kindergarten predicted wiquariance in reading

comprehension 3 years later after controlling farlyeliteracy skills and parental

education and literacy levels. Furthermore, vocatyuhas been shown to explain
variance in reading comprehension after accourftinghe autoregressive effect of
earlier reading comprehensi¢tie Jong & van der Leij, 2002; Seigneuric & Ehrlich
2005)

Within the literature, a distinction is made betwe®cabularybreadth a measure of
the number of items held in the mental lexicon theate some meaning to a child, and
vocabulary depth a measure of the richness of knowledge aboutetivesrds
(Tannenbaum, Torgeson, & Wagner, 2006). It has baeued that it is not
vocabulary breadth that determines reading compsabwe skill, but vocabulary depth
as this influences speed and efficiency of sematoess (Nation & Snowling, 1999;
Ouellette, 2006). These authors argue that, as wihd recognition ability, if
semantic access is slow and effortful, fewer cagmitesources will be available for
comprehension. Efficient semantic access dependsorganisation within the
semantic system. Within the mental lexicon, phogigia representations of words
are stored with connections to semantic representa{Ouellette, 2006). Efficient
semantic processing occurs when a rich semantiavonlet exists and an

interconnected knowledge base can be accessed, Bexdktti, & McKeown, 1982).
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A commonly used measure of vocabulary depth, oas¢éimknowledge, is the ability
to orally define words. Children who are poor readicomprehenders have been
shown to perform less well on this task than goochgrehenders (Nation, Clarke,
Marshall, & Durand, 2004). The ability to orallyfade words has also been shown to
explain variance in reading comprehension havingpaisted for age, non-verbal
intelligence, phonological skills, and regular aexteption word reading (Ricketts,
Nation, & Bishop, 2007). Furthermore, Ouellett®q@) reported that the ability to
provide word definitions explained additional vaiga in reading comprehension
after statistically controlling for receptive voedéry breadth, whilst receptive
vocabulary did not explain additional variance &ading comprehension having
controlled for the ability to define words. It shdle noted, however, that findings in
this area are inconsistent. Using structural eqnathodelling, Tannenbaum et al.
(2006) found vocabulary breadth to be a betteripredof reading comprehension in

9-year-old children than vocabulary depth.

Nation, Snowling and colleagues have conducted Hesseof experiments

demonstrating the relationship between childreeadmg comprehension skills and
various other measures of semantic knowledge. Tioeyd that poor reading

comprehenders were less accurate and slower omanyy judgement task than
good comprehenders, and also performed worse ar@dassociation task measuring
semantic fluency (Nation & Snowling, 1998b). Thesghors also used an auditory
lexical decision task to show that, compared to dgammprehenders, poor
comprehenders were sensitive to semantic relabietvseen functionally related pairs
of words, but insensitive to more abstract semargiations based on category
membership (Nation & Snowling, 1999). Nation aneBiing (2004) used regression
techniques to show that reading comprehension veesucrently predicted by

semantic skills, measured by word association mdrsym judgement tasks, after
statistically controlling for age, non-verbal ahjili and phonological skills.

Furthermore, these semantic skills were found ealipt reading comprehension 4.5
years later, even after taking account of the agr@ssive effects of earlier reading

comprehension.

Cain, Oakhill, and Lemmon (2005), however, foundttthat 9-year-old good and

poor comprehenders, matched on word reading accusad sight vocabulary,
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performed equally well on a word association t#ssemantic fluency. Also, poor
comprehenders did not differ from good comprehenaer their ability to provide
appropriate meanings for novel transparent ididimsgexample “to run around like
scalded pigs”. This finding was interpreted as ¢ating that poor comprehenders’
semantic analysis skills were not impaired. Thisaa an interesting methodological
issue. Nation and colleagues used non-word readowyracy as a measure of
decoding skill when selecting groups of good andrmomprehenders, whilst Cain et
al. (2004) selected children on the basis of tadgquate word recognition skills. As
demonstrated in the previous chapter, word recmgniis itself affected by “top-
down” semantic processes. Therefore, a selectioneplure based on word reading
accuracy may effectively “screen out” children wighor semantic knowledge (Cain,
2006).

Longitudinal studies have demonstrated that theticeiship between vocabulary and
reading comprehension is reciprocal (Bast & Reitsi@98; Verhoeven & van

Leeuwe, 2008). Good vocabulary knowledge enabbesttebe understood but the
experience of understanding text itself leads twabolary development. In fact it has
been suggested that vocabulary acquisition andimgadomprehension may be
underpinned by shared processes. Sternberg andIRb9&8) argued that the ability

to work out the meanings of unfamiliar vocabulaigms depended on inferencing
skill, also important in reading comprehension @t lve shown later. Cain, Oakhill,

and Lemmon (2004) provided empirical support fas thypothesis by demonstrating
that poor reading comprehenders were poor at usamgextual cues to infer new
word meanings compared to good reading comprehgnder

Compared to the number of studies which have cersillithe role of vocabulary in
reading comprehension, very few have investigatedralationship with listening
comprehension. In pre-school children, a corretati@tween receptive vocabulary
and listening comprehension has been reported (Ad&@uurke, & Willis, 1999;
Florit, Roch, Altoe, & Levorato, 2008).

Some studies have directly compared the contributiade by vocabulary to reading
comprehension and listening comprehension. For plkamBurgoyne, Kelly,

Whiteley, and Spooner (2009) used regression msthhedcompare the ability of
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expressive and receptive vocabulary to predicedisty comprehension and reading
comprehension in both monolingual children and drkeih with English as an

Additional Language (EAL). For the monolingual cinén, expressive vocabulary
uniquely predicted listening comprehension whilsteptive vocabulary uniquely
predicted reading comprehension. The authors arthadhis reflected the different
demands made by comprehension in the two modalities the reading

comprehension test, children could re-visit thet tard use the vocabulary and
information it contained to help them answer questi In the listening

comprehension test, where this was not possible, daBmands on expressive
vocabulary were much higher. Interestingly, exgirgsvocabulary but not receptive
vocabulary was a unique predictor of both readinghgrehension and listening
comprehension for children learning EAL suggestingt comprehension processes

are not the same for both groups of children.

Other studies comparing reading comprehension atehing comprehension have
found that vocabulary and semantic knowledge haeatgr importance in reading
comprehension than in listening comprehension ars been suggested that this
could reflect the influence of semantic knowledgewnrd reading itself. This point
was made by Braze et al. (2007) who found thatnaposite measure of receptive and
expressive vocabulary explained additional variancine comprehension of written
sentences after statistically controlling for tr@mprehension of spoken sentences.
The composite measure did not, however, explainitiaddl variance in the
comprehension of spoken sentences after statlgticabntrolling for the
comprehension of written sentences. Similarly, Megt(2003) compared reading
comprehension and listening comprehension in 9-gkl when the task involved
the retelling of a story. After taking into accowyntax and phonemic awareness, the
unique variance in listening comprehension expthibg the ability to orally define
words was just short of statistical significancewgver, the ability to orally define
words was a unique predictor of reading comprelo@nability assessed in the same
way. These are interesting findings which suggblst vocabulary and semantic
knowledge may not operate in exactly the same wayading comprehension and

listening comprehension.
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3.3.Syntactic skills
Studies that have explored the role of syntactiissika reading comprehension fall

into two categories (Cain & Oakhill, 2007). Somevéainvestigated syntactic
knowledge the implicit knowledge that enables meaning to doastructed from
sentences (e.g. Stothard & Hulme, 1992). Otherse hawestigated syntactic
awarenessan explicit understanding of the rules of gramthat facilitates conscious
reflection on grammatical structures (e.g. NatiorB&wling, 2000). Both types of

study will be reviewed here.

There is some evidence that syntactic skills inldcln impact on reading
comprehension indirectly through their relationskfth word recognition ability.
Several studies have demonstrated a correlatiameleet word recognition skill and a
measure of syntactic awareness (Bowey, 1986) aywofactic knowledge (Hagtvet,
2003). Tunmer and Hoover (1992) argued that unaledstg of syntactical
constraints aids in the reading of unfamiliar wordssentences and reported that
syntactic awareness explained additional variancevard recognition ability after

statistically controlling for phonological awareses

There is, however, evidence to suggest that syatskills are also directly related to
reading comprehension. Having recognised the wandsretrieved their meanings, it
would seem that syntactic knowledge is necessaryestablish the correct
representation of a sentence. Stothard and Huln#92f1 found that poor
comprehenders performed worse than good comprefgenaatched on age, word
recognition ability and receptive vocabulary, otest of receptive syntactical skills in
which children had to identify the picture that oted a sentence they had heard.
Similarly, using regression techniques, Goff, Rrattd Ong (2005) found receptive
grammar skills explained additional variance indieg comprehension in children

aged 9 to 11 after accounting for irregular woraldiag and receptive vocabulary.

A relationship between reading comprehension anasares of syntactic awareness
has also been reported. Bowey (1986) found thaaliigy to correct grammatically
deviant sentences continued to predict reading celnemsion after controlling for
word recognition skill and vocabulary. She alsonfduhat the ability to correct

grammatically deviant sentences correlated withsuess of on-going comprehension
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monitoring, leading her to suggest that syntacticaraness influences reading
comprehension through facilitating identificatiomdacorrection of errors. Nation and
Snowling (2000) found that good and poor readingm@henders, matched for age,
non-word reading and non-verbal 1Q, differed inithability to re-order aurally
presented jumbled sentences. The poor comprehemases particularly impaired
when re-ordering passive, rather than active, septe and sentences that were
semantically ambiguous. Poor comprehenders hawebalsn shown to be worse than
good comprehenders at repeating sentences of siiegegrammatical complexity and
at replacing verbs in the present tense with tpest tense equivalents (Nation,
Clarke, Marshall, & Durand, 2004).

The role of syntactic awareness in reading comm&hba has also been explored in a
longitudinal study investigating the developmentFoénch children from ages 5-8
(Demont & Gombert, 1996). It was found that syritaetwareness predicted later
reading comprehension after controlling for intgdince and vocabulary.

Some authors have suggested that the relationbkipgeen syntactic skills and both
word recognition and reading comprehension alslitieflect the dependence of all
these variables on phonological skills. Gottard@an8vich, and Siegel (1996) found
that, in 9-year-old children, syntactic awarenessasured by the ability to identify
and correct syntactic errors in sentences, faibedrédict reading comprehension or
word reading ability once verbal WM and phonologi@avareness had been
accounted for. The authors claimed that poor syctakills are often associated with
reading comprehension problems because impairmebtsth are due to deficiencies

in phonological processing skills.

It would seem that, to date, only one study has lmlished in which the role of
syntactic skills in the comprehension of extendaoken texts has been investigated.
Hagtvet (2003) measured the syntactic knowledgdaivegian 9-year-olds using a
test in which the children had to identify the pret which matched a spoken
sentence. After controlling for phonemic awarersass vocabulary, the contribution
of syntactic skills approached significance (p €).When the comprehension task
involved retelling a story that had been heard. kVtilee same comprehension task

was presented in written form, however, syntackitisswere not significant. This
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difference possibly reflects the greater contritmutdf phonemic awareness to reading
comprehension and illustrates why it is importaot assess the contribution of
component processes of comprehension when the mealSaomprehension used is
not confounded with word reading ability.

3.4.Inferencing
As discussed in Sections 2.2 and 2.3, effective ptehension requires the

construction of a situation model that goes beywhdt is explicitly stated in a text.
According to the Construction-Integration modefenencing is a critical component
of comprehension (Kintsch, 1998; Kintsch & Raws@05). There is much
empirical evidence to show that inferencing is imed in reading comprehension in
adults (e.g. Hannon & Daneman, 1998; Long, GoldiRgGraesser, 1992; Potts,
Keening, & Golding, 1988).

McKoon and Ratcliff (1992) define an inference asy piece of information that is
not explicitly stated in a text” (p.440). This defion incorporates a huge range of
inferences. Graesser, Singer, and Trabasso (198 Identified 13 classes of
inferences, ranging from those that are relatigatyple to those that are complex and
elaborative. For example, according to Graessa¥. ,e4 simple referential inference is
made when the relationship between a pronoun andeferent is encoded, and is
necessary when comprehending a statement such as femoving thdork the eye
came withit”. The inference thatit” refers to ‘the forK is necessary to link different
parts of the text and maintain coherence. A moraptex, elaborative inference is
made, however, on reading “...he stuck a pickle-forto his right eye, and on
removing the fork the eye came with it", when themprehender infers that this
action resulted in the character becoming blindhia right eye. To make this
inference, background knowledge is required regardhe role of the eye and the
consequences of its removal. Graesser et al. tefahis inference as a “causal
consequence”. Other inferences include those regpgspatial setting and layout,

character traits and emotional states.

It is important to distinguish between those infiees which can be drawn from

information given in the text and those which requihe comprehender to access
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information or knowledge which is not stated exgicin the text. Inferences are
termed “explicit” or “text-connecting” when all theformation that is necessary for
inferencing is provided in the text. Explicit inggrces are deliberate deductions
(Oaknhill, 1982). Inferences that require the ingigm of material in the text with the
comprehender’'s background knowledge are referre@dstd’knowledge-based” or
“implicit” inferences. Broadly speaking, inferencesn be categorised into those that
are necessary to establish coherence and thosprtvade additional information not
strictly necessary for text coherence. Refereiiarences fall into the first category,
as do other inferences referred to as “bridgingdackward” or “gap-filling”.
Inferences belonging to the second category areribed as “predictive”, “forward”
or “elaborative”. It is not always clear, howevenhich category a particular inference

belongs to (Long, Golding, & Graesser, 1992).

There is an enormous amount of debate as to thetabdity of “implicit”,
knowledge-based inferences. Proponents of the fnahst” or “memory-based”
view argue that the only inferences generated liog-lduring comprehension are
those required for local coherence, for exampleregitial inferences, or based on
easily available information. All other inferencae generated “off-line” when they
are necessary to perform a task, for example orese to a question, and result from
strategic, problem-solving processes that openmnath® textbase that has been formed
(McKoon & Ratcliff, 1992). Proponents of the “consttionist” position, however,
argue that many more elaborative inferences arergted during skilled reading than
are necessary for local text coherence. Thesedadatausal links between events and
actions, and the goals and motivations of charad@raesser, Singer, & Trabasso,
1994). On-line priming tasks have been used to sti@aw elaborative goal-related
inferences are generated whilst reading (Long, @gld& Graesser, 1992). They
have also shown that reading comprehension in sdsltelated to the ability to
generate knowledge-based inferences on-line bobtiselated to the ability to form
an accurate textbase representation, a representidtithe literal content of the text
(Long, Oppy, & Seely, 1994).

There is a large amount of evidence, provided bkh@laand her colleagues, to
suggest that the inability to generate inferenesassociated with poor reading

comprehension in children. Furthermore, this evigesuggests that problems with

39



inferencing can be evident in children who are abde form an adequate
representation of the literal content of the t@te studies conducted by Oakhill and
her colleagues have investigated the role of bagli@t and implicit inferences in
children’s reading comprehension and are revievezd.h

Oakhill (1982) investigated children’s ability tontégrate information across
sentences, i.e. to make explicit text-connectirigrances. Children listened to short
stories consisting of three sentences. For exanipdy, heard “The car crashed into
the bus. The bus was near the crossroads. Thé&idaed on the ice.” Children were
then given a recognition test in which they werevah two original sentences, one
semantically congruent foil (e.g. “The car was néae crossroads”) and one
semantically incongruent foil (e.g. “The bus skidden the ice”). There was no
difference in the ability of good and poor compmathers, matched on word reading
skill and sight vocabulary, to correctly identifiyet original sentences. Good reading
comprehenders, however, were more likely than poonprehenders to incorrectly
“recognise” the semantically congruent foil. Oakhdlaimed that only good
comprehenders had formed a situation model of éke iy integrating information
across sentences, despite the fact that both grappsared to have formed an
accurate textbase representation of the discolitsese findings, however, have not
been replicated by Spooner, Gathercole, and Bagd&e06) who found no

difference in the integration abilities of skilladd less skilled comprehenders.

Another strand of Oakhill's research has focussadcbildren’s ability to make
referential inferences, specifically by processarmaphors, words which take their
meaning from an earlier part of the text. For ex@mm one study, children were
presented with sentences made up of two clausels,asu“Peter lent ten pence to Liz
because she was very poor” (Oakhill & Yuill, 198@hildren were then asked a
guestion such as “Who was very poor?”. To answerdhestion correctly, children
had to infer that “she” referred to “Liz” as Liz wiéhe only female antecedent in the
main clause. However, children were also giventtsk when no gender cue was
present. For example, they were asked “Who was penr?” after hearing “Peter
lent ten pence to John because he was very pooith W gender cue present,
children had to use their background knowledgehefdituation in which the lending

of money might occur in order to infer that Johrswlae poorer of the two characters.
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Oakhill and Yuill found that less skilled comprelderns performed more poorly on
the task than skilled comprehenders whether thelayenue was present or not.
Furthermore, in a second experiment, Oakhill andl demonstrated that less skilled
comprehenders were poorer than skilled comprehsndieen completing a sentence
by inserting a correct anaphor (either “he” or “3h&he difference between the
performance of good and poor comprehenders wagyarty great when sentence
completion required a complex inference to be m&de.example, to complete the
sentence “Steven gave his umbrella to Penny ip#hnke because....... wanted to keep
dry” children had to use their knowledge that unihsckeep people dry to infer that
Penny was given the umbrella because she wantestaio dry. Based on their
findings, Oakhill and Yuill concluded that poor cprahenders’ difficulty with
anaphoric resolution has two possible sources fif$tas that poor comprehenders do
not attend properly to pronouns and do not useastyiot cues, such as gender,
effectively. The second is that, in the absencsyotactic cues, poor comprehenders
do not make the knowledge-based inferences requoecklate information from
different parts of a text.

The broader role of the ability to make implicit dmedge-based inferences in
comprehension has been investigated extensivelyOakhill and her colleagues.

Oakhill (1984) asked good and poor comprehendersdd four short stories. After
each story, the children were asked questions, sgmdich required them to recall

information explicitly stated in the text whilst hetrs required them to make a
knowledge-based inference. For example, in onehefstories, children read “He
picked up his two books and put them in a bag. tddesl pedalling to school as fast
as he could.” At the end of the story they wereedstHow many books did John pick
up?”, a question which simply requires childrenréganember information from the

text. They were also asked “How did John traveddbool?” To answer this question
correctly, children had to integrate material thed read in the text, i.e. that John
travelled to school by pedalling, with their knoaddg that children pedal when they
are on bikes. Oakhill found that when answering dhestions from memory, poor
comprehenders performed worse than good compretseaddoth sorts of questions.
However, when children were given the text to refer poor comprehenders
performed worse than good comprehenders on questrequiring inference

generation only. Oakhill concluded that poor corhpreders had problems making
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knowledge-based inferences and that this difficdlty not arise simply because they
had a poorer memory for the text. Further reseamiducted byCain and Oakhill
(1999) investigated both text-connecting and kndgéebased inference generation
and found that, after reading a short story, paongrehenders were worse than good
comprehenders at answering questions requiringereitfpe of inference when the
story could not be referred to. There was, howeverlifference between the groups
in the ability to answer questions requiring theateof factual information from the
stories, suggesting that both groups were able oton fan adequate textbase
representation. When the story was present, pompehenders performed worse
than good comprehenders on questions requiring latge-based inferences only.
Results from regression analyses also suggest etvepsion ability is determined by
inferencing ability rather than by the ability toorin an adequate textbase
representation. Oakhill, Cain, and Bryant (2003unid that, having statistically
controlled for age, non-verbal IQ, verbal IQ, aedaptive vocabulary, the ability to
answer questions requiring the generation of textecting or knowledge-based
inferences continued to explain unique variance 89 year-olds’ reading

comprehension ability, but literal memory for tleattdid not.

In order to make a knowledge-based inference, ibhsiously necessary for a
comprehender to possess the relevant knowledgés fossible, therefore, that
children who fail to make knowledge-based inferasnsenply lack the appropriate
knowledge. In their study, Cain and Oakhill (199®yestigated this possibility and
found that children failing to make knowledge-baseterences did possess the
general knowledge needed to do so but failed toenaflerences spontaneously. The
authors hypothesised that whilst good comprehendeige for coherence when
reading, poor comprehenders may simply be aimingetwl accurately. In a later
study of inferencing, Cain, Oakhill, Barnes, and/d@rt (2001) attempted to control
for individual differences in general knowledge lsing a paradigm developed by
Barnes, Dennis, and Haefele-Kalvaitis (1996). GCbild were taught a novel
knowledge base, a series of facts about an imagplanet “Gan”, and then listened
to a multi-episode story concerning events on “Gakfter each episode they were
asked questions regarding literal and inferentiatemal from the episode. The poor
comprehenders were worse at answering literal ounmesst than the good

comprehenders. Inferential questions involved #teaval of information from the
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novel knowledge base and its integration with malten the text. Recall of the
knowledge base was assessed at the end of the atdryanswers to questions
involving inferences were only included in the asa if the relevant part of the
knowledge base was recalled. When knowledge wasatled for in this way, poor
reading comprehenders were found to generate fewlrences than good
comprehenders. The authors concluded that lackhoWledge was not the primary

source of poor comprehenders’ inferencing problems.

Another possible explanation for the relationshipnéerencing ability with reading
comprehension is that it is mediated by working mgn{WM). As will be discussed
in Section 3.6, WM is widely believed to be impted in reading comprehension
problems. It could be argued that inferencing itssjuires recently read propositions
to be held in WM and integrated with previously ggssed material or material
retrieved from long-term memory. Cain, OakhilldaBryant (2004)nvestigated this
possibility and found that the ability to make text-connectamgi knowledge-based
inferences predicted variance in reading compreberafter controlling statistically
for word reading accuracy, sight vocabulary, relweptocabulary and verbal WM

span. Thus, it would appear that inferencing agbisitnot wholly mediated by WM.

The results described above suggest a relatioristtiween reading comprehension
and inferencing ability, but do not specify a dires of causality. However, to
investigate this issue, Cain and Oakhill (1999)uded in their study a third group of
younger children, matched with the poor comprehend@ comprehension ability.
These children performed better than the poor cehgnrders on questions requiring
text-connecting inferences, indicating that, as dar this type of inference was
concerned, inferencing ability was not a by-prodattcomprehension skill itself.
Other evidence suggesting that problems with imfeiregy may be a cause rather than
a consequence of reading comprehension impairntem®s from training studies.
These show that poor comprehenders benefit more gbad comprehenders from
being taught how to make inferences from “clue” dgrand how to generate
guestions to test their understanding (McGee & 3o0hn2003; Yuill & Joscelyne,
1988; Yuill & Oakhill, 1988).
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The research discussed here suggests, therefatghéhability to generate inferences
is an important predictor of reading comprehensioccess in children which cannot
be explained entirely by WM, lack of knowledge be tability to form a textbase
representation of the discourse. It would seem diifedrences in inferencing ability
arise from differences in aims and strategies. Gooohprehenders have higher
“standards of coherence” than poor comprehendeatsaesn more aware of when and
how it is appropriate to use general knowledge &iertexts comprehensible (Cain &
Oakhill, 1999). An interesting finding is that adtigh there is a consensus that having
access to an accurate textbase is not sufficianinferencing to occur, the studies
described above vary in whether they find a retetidp between reading
comprehension ability and accurate textbase repta&sen. Most of the studies
described suggest that children of differing regdiomprehension ability appear to
possess the same literal memory for text and ddfdy in their ability to generate
inferences. The exceptions to this are the stumig@akhill (1984) and Cain, Oakahill,
Barnes, and Bryant (2001) which found poor compnekes to be impaired on their
ability to answer questions requiring either liteva inferential information. Perfetti,
Landi, and Oakhill (2005) argue that the productioh inferences potentially
reinforces the memory representation of literalppsitions as children who generate
inferences would be expected to form a more elabaospresentation of the text and,
therefore, to have a better literal memory for it.

Support for Perfetti et al.’s argument comes fraaearch taking place within the
“depth of processing” framework proposed by Craikl dockhart (1972). “Depth of

processing” refers to the extent of semantic omdog@ analysis accompanying the
processing of stimuli. Craik and Lockhart arguedttthe strength of the memory
trace of a stimulus depended on the “depth of msing” occurring during encoding.
If associations are triggered and stimuli encodé@t wmore elaboration, the memory
trace is stronger. Early research in this area eainated on the role of semantic
processing in memory for individual words. For exden Schulman (1971) found
that, in an unexpected memory test, recognition argrfor words was better when
participants had been asked to scan a word listafgets defined semantically (e.g.
words denoting living things) rather than strucliyrée.g. words containing the letter
A). This demonstrated that memory of the wordsteelao “depth of processing”

during encoding. More recently, authors have exdnthe “depth of processing”
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framework to explain findings from comprehensiose@ch, specifically the role of
inferencing in memory for text. Friedman and Ricksar(1981) presented college
students with a text in which each paragraph wlswed by a verbatim question, a
paraphrase question or an inference question. ffeat hours later, students were
tested on their recall of the material in the 1@sihg a sentence completion procedure.
It was found that material contained in paragraplimch had been followed by
inference questions was recalled better than nahtari paragraphs followed by
paraphrase questions. This, in turn, was recalitteibthan material in paragraphs
which had been followed by verbatim questions. dfrian and Rickards argued that
the continuum of verbatim to paraphrase to infeabnsemantic processing
represented a move from shallow to deep processidghat, in line with the “depth
of processing” framework proposed by Craik andKbaat, recall of text information

was facilitated by increased semantic processirgedding.

Given the argument presented by Perfetti et al.thedindings of research conducted
within Craik and Lockhart’'s “depth of processingamework, it would be expected
that children who were impaired on the ability ézall inferential information would
also be impaired on the ability to recall literafarmation from text. Although this
was found to be the case by Oakhill (1984) and @ai. (2001), it is not clear why
these findings were not replicated in the othedistireported here (Cain & Oakhill,
1999; Oakhill, Cain, & Bryant, 2003).

Few studies investigating the role of inferencimglistening comprehension have
been conducted. Recent research shows that thty abilgenerate inferences when
material is presented aurally is correlated wisttelning comprehension in 4-, 6- and
8-year-olds (Kendeou, Bohn-Gettler, White, & vam d&roek, 2008). Research has
also suggested that, as in some of the reading r@drapsion studies discussed above,
children who make the most elaborate inferencesnwistening possess the best
memory for the text. Paris and Upton (1976) reaortshassages to children aged
between 6 and 12. They asked questions requirthgreamemory of explicitly stated
ideas or the ability to make knowledge-based imfees. They found that older
children were more likely to generate inferencemntlgounger children and that, as
reading comprehension research has shown, thisl cmil be explained entirely by

their greater memory for the text. Furthermore, mvhee free recall task was
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administered approximately 20 minutes after thg the best predictor of number of
idea units recalled was initial performance on refee questions requiring the
integration of general knowledge with informatioorh across several phrases or
sentences. The authors concluded that, when Igge@nhanced inferencing skill
results in a more coherent representation of tle lieing formed and improved

memory for literal information.

3.5.Exposure to print
Cunningham, Stanovich, and colleagues argue tleaatimount of time spent reading

influences both word reading ability and readingnpeehension in children and
adults. They have developed a technique for asgpssiposure to print, the Title
Recognition Test (TRT). In this test, participamai®e presented with a list which
includes real book titles and foils which sounckelikook titles. They are asked to
indicate which of the titles they recognise. Guagsian be corrected for because of
the inclusion of the foils. The number of titlesrextly recognised, having corrected

for guessing, is an index of the participant’s regexperience.

Exposure to print, assessed using the TRT, has beewn to explain additional
variance in orthographic processing after contnglifor phonological processing in
both adults (Stanovich & West, 1989), and child{€@unningham & Stanovich,
1990). Orthographic processing tasks assess, famgbe, the ability to discern the
correctly spelled word from a pair of letter stignthat sound the same (e.g. rume-
room). The authors argue that their finding demmaess that exposure to print leads
to the development of the orthographic lexicon Wwhio turn enhances word

recognition ability.

Exposure to print also predicts reading compreloensbility directly. In their
longitudinal study, Cipielewski and Stanovich (19p%@und that performance on the
TRT at age 11 predicted variance in reading congrsion after statistically
controlling for decoding skill and reading compresien at age 9. Cunningham and
Stanovich (1997) conducted a longitudinal studyclofdren over a 10 year period,

from ages 7 to 17. They found that exposure totptnage 17 predicted unique
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variance in reading comprehension at the same agmd controlled for reading

comprehension ability at age 7.

Exposure to print has been found to predict growthskills, other than word

recognition ability, which underpin reading comprkion ability. For example,

Echols, West, Stanovich, and Zehr (1996) found, thfier controlling for previous

vocabulary knowledge, children’s performance oes bof receptive vocabulary was
predicted by the TRT administered a year earlier.

Importantly, exposure to print is also related tengral knowledge and its
development. Echols et al. (1996) found performancéhe TRT to predict growth in
general knowledge in children. Similarly, Stanovead Cunningham (1993) found
that exposure to print was a much better predittan general cognitive ability of
general knowledge in adults. The more prolific eadhad a better general
knowledge across a wide variety of domains. Knogietself is crucially important
in reading comprehension (Perfetti, Marron, & Fol1896). Without knowledge,
comprehension is poor and the ability to learn keawledge from text is impaired.
It has been shown that, in adult readers, the septations of a text formed by
“experts” in the subject are qualitatively diffeteio the representations formed by
“non-experts” (Long & Prat, 2002; Long, Wilson, Hey, & Prat, 2006). High
knowledge of the subject of a text leads to thestroistion of a more integrated and

elaborated situation model of a text.

Despite the results reported above, not all studaese found a difference between
good and poor reading comprehenders on a measumeposure to print, especially
when an Author Recognition Test (ART) is used iadtef the TRT (Cain, Oakhill, &
Bryant, 2000a; Ricketts, Nation, & Bishop, 2007).

There is some evidence to suggest that exposysernbleads to growth in listening
comprehension. Hedrick and Cunningham (2002) fabad listening comprehension
at age 11 was predicted by performance on the HVing controlled for listening
comprehension 2 years earlier. Senechal and leeF@002) found that listening
comprehension at age 7 was predicted by measurstfook exposure during

kindergarten having statistically controlled forr@atal education and phonological
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awareness. Storybook exposure was assessed usingsts which were administered
to parents of pre-school children. The first, a TR$sessed recognition of titles of
children’s books and the second, an Author RecmgmiTest (ART), assessed
recognition of authors of children’s books. A redaship was also found between
early exposure to storybooks and a composite measir reading ability,

incorporating both word recognition and reading poehension, at age 9 after
controlling for earlier reading ability. This wasediated, however, by early listening
comprehension and vocabulary skills, a finding \hite authors argue is consistent
with the view that early exposure to storybooksagmes vocabulary and listening

comprehension skills which in turn influence reggafility.

3.6.Working Memory
A huge amount of research has been conductedhatretationship between working

memory (WM) and reading comprehension. The Constmdntegration model of
comprehension specifies a role for a finite cayaéfM in which processing occurs
(Kintsch & Rawson, 2005). The exact nature of iM§l system, however, has been
the subject of much debate and various theories baen proposed (Long, Johns, &
Morris, 2006). A discussion of the details of thesmceptualisations is beyond the
scope of this thesis. Nevertheless, two major #texal models can be identified. The
first is Baddeley's (1986) fractionated model inigththe phonological loop and
visuo-spatial sketchpad are responsible for theagt of information whilst the
central executive co-ordinates storage and margsiliaformation. The second is a
limited capacity unitary system in which storage @mocessing operations compete
for resources (Daneman & Carpenter, 1980). Reséaicthe role of WM in reading
comprehension has generally taken place within ftamework provided by this

second model.

There is general agreement that “storage” capasdgmetimes referred to as short
term memory (STM), does not differentiate good gubr adult comprehenders
(Daneman & Carpenter, 1980; Daneman & Merickle,6)98lthough some authors
have found otherwise (Engle, Nations, & Cantor, @99aPointe & Engle, 1990).
STM is measured using simple span tasks such dsadigvord span. In children,

Engle, Carullo, and Collins (1991) found that therrelation between reading
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comprehension and performance on a simple span uask the same as the
correlation between reading comprehension and pedace on a complex span task.
However, these authors did not take into accouetdhildren’s word recognition
ability, so it may be that the relationship betweewrd span and reading
comprehension reflected differences in word readibijty. Certainly, most studies
comparing good and poor reading comprehenders ewhtcom word recognition
ability have found no group differences in oversilinple span (Cain, Oakhill, &
Lemmon, 2004; Stothard & Hulme, 1992) or in patseohperformance on the simple
span task (Oakhill, Yuill, & Parkin, 1986). A studp which good and poor
comprehenders were matched on non-word readingyathiti, however, find subtle
group differences in performance on the simple gpak (Nation, Adams, Bowyer-
Crane, & Snowling, 1999). Whilst poor comprehendersalled concrete words as
well as good comprehenders, they were poorer winemetcall task involved abstract
words. The authors suggested that this findingectdld the poor comprehenders’
underlying semantic problems. Cain (2006) did reglicate these findings when
groups were matched on word recognition abilitysgdoly because, as mentioned
earlier, this selection procedure may effectivedgreen out” children with semantic

impairments.

The lack of a relationship between simple storagpacity (STM) and reading
comprehension led Daneman and Carpenter (19803uisala complex span task to
measure working memory (WM), the ability to simokausly store and process
information. In the reading span task, participaetsd a series of sentences and are
then asked to recall the final word of each sem@eB8pan is measured by the number
of sentences for which final word recall is accerddbaneman and Carpenter found
that, in a population of college students, perforogaon the reading span task was
correlated with reading comprehension. They argbhatigood readers could process
linguistic material more efficiently then poor ress, so possessed greater functional
storage capacity as less processing capacity wag beed. Individual differences in
complex WM span therefore reflected differencespnocessing efficiency. The
correlation of performance on tasks tapping WM cépand reading comprehension
in adults is a very robust finding (Daneman & Mklg; 1996). However, a criticism
of research into comprehension using span tasldvimg linguistic material is that

the WM measures themselves involve language corapsatn. In other words, the
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trivial conclusion could be drawn from such studibat sentence comprehension
correlates with paragraph comprehension (Danemaviegickle, 1996). Numerical
complex span tasks, involving the manipulation stodage of numerical information,
have, therefore, been developed to investigate hehehe relationship of WM to
reading comprehension extends to non-linguistic Wiasures. In their meta-
analysis of 77 studies involving more than 600Gipi@ants, Daneman and Merickle
(1996) found that complex span tasks involving nuca¢ material, such as the
operation span task of Turner and Engle (1989)pialict reading comprehension
but not as well as those involving linguistic makrThe authors suggested that
comprehension is related to the efficiency with eihsymbolic computations rather
than simply verbal computations can be carried latgrestingly, however, Engle and
colleagues interpret these findings differently.eyhargue that the relationship of
reading comprehension and performance on numefdaltasks indicates that WM
tasks measure “general capacity” (Engle, CantoGatullo, 1992). According to this
view, individual differences arise because of ddfeces in the quantity of resources
available rather than because of the efficienayeofain processes.

There is now a large body of literature examinihg telationship between reading
comprehension and complex span in children. Stdthad Hulme (1992¢ompared

8-year-old good and poor comprehenders matchedidod recognition ability on a

listening span task in which children had to vesgntences and recall the final word
of each. They were found not to differ on this @M task. It has been argued
that, as performance was generally low, floor ¢femay have been masking
differences between the groups (Cain, Oakhill, &nbeon, 2004). In general, most
studies investigating the relationship between irgadcomprehension and
performance on verbal complex span tasks in childnave found that better
comprehenders perform better on the WM measura& 2806) found that 9-10 year-
old good and poor comprehenders matched on voagbalad word recognition

ability differed significantly in a listening spdask. Leather and Henry (1994) found
that listening span made a significant unique dbuation to reading comprehension
after statistically controlling for simple span apdonological awareness. Similarly,
Seigneuric, Ehrlich, Oakhill, and Yuill (2000) fadirthat listening span predicted
reading comprehension in French children afterisstedlly controlling for word

recognition ability and vocabulary. In their longiinal study, Cain, Oakhill, and
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Bryant (2004) found that, for children aged 8, @ drl, listening span predicted
unique variance in reading comprehension havingroled for contributions of word
recognition accuracy, sight vocabulary, receptivecabulary and verbal 1Q.
Seigneuric and Ehrlich (2005) also conducted a itadmal study with French
children and found that listening span of 8-yealsolpredicted their reading
comprehension at age 9 after accounting for theragtessive effect of reading

comprehension.

The studies described above suggest that the ame$aip of WM with reading
comprehension is not mediated entirely by verbdlssiNevertheless, as explained
earlier, a problem with the use of a linguistic s\wea@ of WM span is that it has been
criticised as potentially giving the good compretens an advantage. To investigate
whether good and poor comprehenders differed ifopeance on a measure of WM
which was not itself dependent on comprehensioh, skuill, Oakhill, and Parkin
(1989) developed a numerical WM span task. In task, children were presented
with triplets of numbers which they had to readeykthen had to recall the final digit
from each triplet. The authors found that good cashenders performed significantly
better than poor comprehenders on this WM taskcam¢luded that comprehension
in children is related to a general ability to sitaneously store and process
information, whether it is linguistic or not. Howay the findings from other studies
involving a numerical WM task have been ambiguddain, Oakhill, and Bryant
(2004) found that performance on the numerical VéSktdid correlate with reading
comprehension for children at age 9 but not at 8gasd 11, whilst Seigneuric et al.
(2000) found that performance on the numerical Widnstask did not contribute
uniquely to reading comprehension once the corttabwof a linguistic measure of
WM span had been accounted for. Leather and Helrf894) used a counting span
task in which children had to count the dots orheaifca set of white cards and then
recall the number of dots on each card in ordethcAlgh count span correlated with
reading comprehension, it did not make a uniquetrimriion to reading
comprehension after statistically controlling foimple span and phonological
awareness. Similarly, Goff, Pratt, and Ong (200%9dua backward digit span task as
a measure of WM span and found that this did ngtlagx variance in reading
comprehension after statistically controlling foond recognition ability, vocabulary

and syntactic skills. Furthermore, Cain (2006) fburthat although good
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comprehenders performed better than poor comprehneme the counting span task,
the difference between the groups was greater \hein performance on a listening

span task was measured.

It would seem, therefore, that whilst the relatiipsof reading comprehension with
performance on tests of verbal WM span is well ldstiaed in children, its
relationship with numerical WM span is still deldad&a Critics have argued that even
those studies demonstrating a relationship of repdomprehension with numerical
measures of WM cannot be taken as evidence thapredransion is dependent on a
general ability to store and process informationese critics argue that performance
on numerical tasks involving memory for digit namssitself verbally mediated
(Swanson & Berninger, 1995; Nation, Adams, Bowyear@, & Snowling, 1999). To
determine whether or not comprehension ability hiidecen is related to a general
ability to simultaneously store and process infdramarather than the ability to
simultaneously store and process verbal informatidy, spatial WM measures have
been devised. Nation et al. (1999) used a complelxome-out task in which children
were presented with three shapes and had to chiseseld-one-out, remembering its
position for later recall. Children were also givenlistening span task. Poor
comprehenders matched with good comprehenders mnwaad reading ability were
found to perform less well on the listening spaskiaThere was no difference,
however, between the groups on the spatial span &milarly, Seigneuric et al.
(2000) found that reading comprehension was naketaied with performance on a
grid test in which children had to supply a missibgt to complete a line and
remember the position of the line for later recall.

Interpretation of the results presented here f&cdif. Evidence seems to suggest that
reading comprehension ability is related to perfamoe on linguistic WM span tasks.
This is not surprising as it would be expected tadr comprehenders would have
more difficulty with the processing demands of thsks and would, therefore, have
less functional storage capacity. Results fromistithvestigating the relationship of
reading comprehension with WM tasks that do not lusgiistic material are more
inconsistent. There does not as yet appear to theisat evidence to conclude that

poor comprehenders are impaired on a general yalditsimultaneously store and
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process information (Nation, Adams, Bowyer-CraneS&owling, 1999; Swanson &
Berninger, 1995).

Very few studies have considered the relationsHipeither STM or WM with
listening comprehension. The only study which hagestigated the relationship
between WM and listening comprehension in adultshes original Daneman and
Carpenter (1980) study which found that the coti@baof WM with listening
comprehension was lower than that with reading eetmmsion. Also, listening
comprehension correlated more highly with the tistg span task than with the
reading span task whilst the reverse was true dading comprehension. As far as
listening comprehension in children is concerneain@&nan and Blennerhasset (1984)
found performance on a STM word span task correhadéh listening comprehension
in 3-5 year-olds, but failed to explain unique @ade in listening comprehension
once performance on a complex WM span task had tadem into account. Adams,
Bourke, and Willis (1999) found that correlationstween listening comprehension
and measures of simple span were similar to theeleion between listening
comprehension and a measure of complex WM span-5nyéar-old children.
Similarly, Florit, Roch, Altoe, and Levorato (2008pund that the listening
comprehension of 4- and 5- year-old Italian chifidveas independently predicted not
only by a measure of complex WM span but also bwad span task, after
statistically controlling for verbal IQ, and receqet vocabulary. Furthermore, the
contributions of STM and WM to listening comprehenswere similar. Florit et al.
hypothesised that the importance of the measurtasbge may reflect the greater
storage demands of listening comprehension ovedimgacomprehension. The
relationship of listening comprehension with pemi@ance on a complex span task

involving non-linguistic materials has not beenessgd.

3.7.Non-Verbal Intelligence
Studies into reading comprehension in children rofteontrol for non-verbal

intelligence. For example, in studies in which goattl poor comprehenders are
compared, children may be matched on non-verballiggnce (Cain & Oakhill,
2006a; Nation & Snowling 1998b; Nation & Snowlin$999). Similarly, when
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regression techniques are used, non-verbal ireeltig is often entered as a control
variable (Nation & Snowling, 2004; Oakhill, Cain,Bryant, 2003).

However, studies which have explored the role af-merbal intelligence in reading
comprehension more fully are limited and have nmodpced consistent results. Tiu,
Thompson, and Lewis (2003) found that, in a saroplehildren aged 11, non-verbal
intelligence explained additional variance in regdcomprehension having controlled
for listening comprehension, decoding ability antgessing speed. Stanovich,
Cunningham, and Feeman (1984), however, found ribatverbal intelligence was
not related to reading comprehension, once decaaliigy had been accounted for,

in two groups of children aged 7 and 11.

Nation and Snowling (2002) compared good and peading comprehenders aged
between 7 and 9 on their general cognitive abigsessed using verbal tasks, non-
verbal tasks and spatial tasks. Having been matdbedhronological age and
decoding ability, the two groups were found to elifbn verbal skills and non-verbal
reasoning but not on spatial ability. Furtherm@aemall percentage of the sample of
poor comprehenders was found to have, overall, peor general cognitive ability.
The authors argued that, for some children, pooege cognitive ability, rather than
weaknesses specific to the verbal domain, maydon@ibuting cause to their reading
comprehension difficulties. In a later study, hoaewain and Oakhill (2006a) found
that, at age 8, good and poor reading comprehemdatshed on word recognition

accuracy did not differ on a measure of non-verttalligence.
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3.8.Summary and introduction to Study 1

As should by now be apparent, a great deal is knalwut the component skills
involved in reading comprehension in both childeerd adults. Even so, many of the
studies discussed in this section have considerschal number of variables at a
time, so little is known about the relative impoita of the predictors identified.
Studies investigating the contributions of sevemiables to reading comprehension
have been conducted but consistent results havédemt obtained. For example,
Cain, Oakhill, and Bryant (2003) report that a noeasof complex WM span does
explain additional variance in reading compreheamsioaving accounted for
contributions of word- and sentence-level langusigls, a finding not replicated by
Goff, Pratt, and Ong (2005). Nevertheless, thasgiest are important in attempting to

explore the relative contributions of different iednles to reading comprehension.

By comparison, very little is known about the <kilunderpinning listening
comprehension. The few studies that have been ctedilnave investigated, almost
exclusively, the component skills of listening caefgension in pre-schoolers
(Adams, Bourke, & Willis, 1999; Florit, Roch, Altp& Levorato, 2008).

In Section 2.5.5, it was argued that an investigais necessary into the assumption,
formalised in the “Simple View of Reading”, thatstikning comprehension and
reading comprehension are underpinned by the sampanent skills and processes,
once the role of word recognition skills in readicgmprehension is accounted for.
The material reviewed in this chapter has showt, tharently, very much more is
known about the cognitive-linguistic skills undemping reading comprehension than
about those underpinning listening comprehensiamesauthors have attempted to
make comparisons between results obtained from gshelies of listening
comprehension and reading comprehension. For exanfdbrit et al. (2008)
speculate that the importance of a measure of ithple storage of information,
forward word span, in listening comprehension lattreading comprehension results
from the extra storage demands involved in listgrecomprehension. However, as

pre-schoolers, the children in Florit et al.’s studere only assessed on listening
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comprehension. Essentially, the authors are comgahneir findings with the findings

of studies involving older children.

Other studies have compared the processes invaiveeading comprehension and
listening comprehension in a more rigorous manngragsessing children on
comprehension in each modality as well as on plessibmponent skills. The
contributions of predictor variables to comprehensin each modality can then be
compared. This approach was taken by Hagtvet (2808)y Burgoyne et al. (2009).
These studies are important in illuminating somehef differences between reading
comprehension and listening comprehension. Howendspth only a small number
of predictor variables were considered. Burgoynealetinvestigated the roles of
expressive and receptive vocabulary in comprehansidhe two modalities, whilst

Hagtvet considered semantic, syntactic and phoreabsgkills.

The research presented in Study 1 was conductasic&rtain whether or not reading
comprehension and listening comprehension invohe same component skills.
Specifically, the first aim of the study was tondié/ and compare unique predictors
of reading comprehension and of listening comprsioen To meet this aim, some of
the approaches outlined above were combined inval moanner. Whilst Cain et al.
(2003) compared the contributions of a wide rande variables to reading
comprehension skill and to word recognition abjlitiagtvet (2003) and Burgoyne et
al. (2009) compared the contribution of a smallamber of variables to reading
comprehension and to listening comprehension. udyst, these approaches were
combined by comparing the contributions of the wialege of variables described in

this chapter to reading comprehension and to istecomprehension.

The second aim of the study was to test the Sividev of Reading directly by
ascertaining whether any of the predictor variablescribed in this chapter continued
to predict unique and significant variance in coa@nsion in a given modality after
controlling for comprehension in the other modalig described in Section 2.5.3, a
number of previous studies have attempted to ifyentariables which predict
additional variance in reading comprehension havoantrolled for listening
comprehension and word recognition or decodingssk#.g. Conners, 2009; Joshi &
Aaron, 2000; Ouellette & Beers, 2010). One studg ladso explored whether
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additional variance in listening comprehension d¢sn explained by a predictor
variable, vocabulary, having controlled for readiogmprehension (Braze et al.,
2007). Braze et al., however, considered the congms&on of sentences only, rather
than extended discourse. The demands made by thprebension of discourse in
each modality, which are over and above those dhaith comprehension in the

other modality, have not previously been invesgdat
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Chapter 4.

Study 1: Are listening comprehension and reading
comprehension underpinned by the same cognitive-lguistic
skills? An investigation using standardised tests.

4.1.Summary of aims
The first aim of the study was to identify the Ekilout of a selection of language,

memory and intelligence variables, which made iedelent contributions to reading
comprehension in a relatively large representagample of children, and to compare
these with the skills making independent contriimsi to listening comprehension. If,
as assumed by the Simple View of Reading, exabilydame cognitive-linguistic
processes underlie reading comprehension and ihgt@omprehension, it would be
expected that comprehension in each modality wbeldiniquely explained by the
same predictor variables with additional variancereading comprehension being
explained by word recognition ability. The secoaith was to identify which
cognitive-linguistic skills continued to predict igne and significant variance in
comprehension in each modality after controlling émmprehension in the other
modality. If the Simple View of Reading is correading comprehension should be
predicted by word recognition ability only, oncstéining comprehension is controlled
for. Furthermore, variance in listening comprehensivould not be expected to be
predicted by any other cognitive-linguistic skilksfter controlling for reading

comprehension

4.2.Method

Design
Two standard regression analyses were conductdd reetding comprehension, as

measured by the Neale Analysis of Reading AbiliyARA-II), and listening
comprehension, as measured by the Listening Corapsgédn Test Series, as criterion
variables. Predictor variables entered into eadression were word recognition
accuracy (NARA-II), age, vocabulary (BPVS-Il), ssotic ability (TROG-2),
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semantic awareness (TOWK), exposure to print (TRifg¢rencing ability, non-verbal
intelligence (Raven’s CPM), short-term memory (WMTHigit recall) and working
memory (WMTB-C count recall). Comprehension sconesach modality were then
regressed onto comprehension scores in the othdalityoand the residuals saved.
Residualised measures of comprehension in each lityodsere then entered as
criterion variables in two further standard regim@ssanalyses. Predictor variables

were the same as those used previously.

Participants
Three Calderdale primary schools were involvechm gtudy. According to the most

recently published OFSTED reports, all three scheare attended predominantly by
White British children with a very small number ohildren from other ethnic

backgrounds. The schools had an average or lovaer akierage number of children
on free school meals, or on the school regist&pacial Educational Needs. They all

followed the National Curriculum.

The study was designed to investigate the prediatbreading comprehension and
listening comprehension across a range of abilitigsical of those that might be
found in a primary school classroom. Thus, the damyas relatively unselected:
whole year groups were assessed, as in previodgest(Goff, Pratt, & Ong, 2005;
Leather & Henry, 1994; Seigneuric & Ehrlich, 2006).the present study, the only
children who were not included were those with aieshent of Special Educational
Needs due to learning difficultie€hildren who needed to wear glasses to correct
their eyesight were asked to do so whilst beingss=d on any measure using visual

stimuli.

Pupils were assessed in Year 3 or Year 4. Studs children’s reading
comprehension tend to involve pupils in these yraups as, by this age, most have
mastered basic word recognition skills and theadneg comprehension abilities can
be assessed (e.g. Cain & Oakhill, 1999; Nation &M@img, 1998b; Oakhill, Cain, &
Bryant, 2003; Ricketts, Nation, & Bishop, 2007) tthe current study, testing began in
the school summer term with children in Year 3. Du¢he fact that only 59 children
had been assessed before the school summer holidslysg continued in the autumn

term. Children in Year 4 were assessed to keepdbaange of the participants in the
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study as narrow as possible. All testing was cotedlédy the end of the children’s
first term in Year 4. The final sample included X2#idren, 59 of whom were in Year
3 at the time of testing, whilst 67 were in YeaiTie age range of the children at start
of testing was 7 years, 9 months to 9 years, 2 hsont

Study variables and measures

Each child was administered a battery of tests.s Tihcluded tests of reading
comprehension and listening comprehension as we#sis of the variables described
in Chapter 3. All variables assessed in the testelyaare listed below and a

description of the tests used is given.

Reading Comprehension and Reading Accuracy

Thesewere assessed using the Neale Analysis of ReadmilgyA- Second Revised
British Edition, Form | (NARA-II: Neale, 1997). Thaleale test has been used
extensively, over several decades, in reading cehgmsion research undertaken with
children in the UK. Originally written in 1966, itvas revised in 1989 and
subsequently re-standardised in 1997. Thus, wihilslder studies the original NARA
was used (Oakhill, 1982, 1984), later studies haragle use of one of the revised
editions (Cain, 2006; Nation, Clarke, & Snowlind)02; Oakhill, Cain, & Bryant,
2003; Ricketts, Nation, & Bishop, 2007; Spoonerthgecole, & Baddeley, 2006).

The test consists of a series of short passagex@asing length and complexity.
Children are tested individually and have to reachepassage aloud. Any words that
they are unable to read correctly are suppliedhbyeixperimenter in such a way that
reading fluency is maintained. A record is madéefnumber of words that a child is
unable to read by themselves and this number & tosealculate a reading accuracy
score. At the end of each passage, children aredagkestions to assess their
understanding of the passage. They are able to teefthe text to help them answer
these questions. According to the test manual,tmunssassess “understanding of the
main ideas of the narrative, the sequence of evands other details, plus some
limited inference” (Neale, 1997, p.3). The test malngives clear guidelines
regarding acceptable answers. Testing stops whanilcdamakes 16 or more reading

errors on any of the passages 1-5, or 20 errorpagsage 6. Thus, the number of
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comprehension questions attempted by a child istcamned by their word reading

ability.

For each child, the NARA-II gives a score for waekding ability in context, based
on the number of reading errors made, and a socone&ding comprehension, based
on the number of questions about the passagesathaanswered correctly. The
NARA-II can also be used to measure rate of readlgwever, as mentioned
previously, most research has not found a reladtipnbetween rate of reading and
comprehension, once word recognition skills havenbtaken into account (Goff,
Pratt, & Ong, 2005; Stothard & Hulme, 1996). Theref this was not assessed in this
study.

The test manual reports reliability estimates (Gemih’s alpha) for the Accuracy
measure of .81 for children aged 6.00-7.11 andfo8¢hildren aged 8.00-9.11. For
the Comprehension measure, reliability is giverBddor children aged 6.00-7.11 and
.95 for children aged 8.00-9.11.

Listening Comprehension

This was assessed using the Listening CompreheigsinSeries (Level C) (LCTS:
Hagues, Siddiqui, & Merwood, 1999). This standadisest is designed for use by
classroom teachers to assess the comprehensidkdupils listening to extended

pieces of text. No reading or writing is involvedthe test.

In the Listening Comprehension Test Series, childvear four passages presented on
a tape. Unlike the NARA-II, these passages do notease in difficulty. Different
versions of the test are available for differerng-ggoups, so each passage is deemed
to be of an appropriate level of difficulty for trege of the child. Level C is
standardised for children aged 8:00-10:03 (10 ye&arsonths) and was chosen as the
most appropriate version to use in this study, eeugh a small number of the
children assessed in Year 3 (6% of total sampleeweunger than 8:00 years, the

youngest child being 7:09 (7 years, 9 months)na¢ tof test.

The passages span a range of listening contextbelwersion administered in this

study, passages include a story, a poem, a discubgitween a librarian and some
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children and a description of a school given byhddcas if they are conducting
somebody around the buildinGhildren hear each passage twice. After listening t
passage on the tape for the first time, childremar hguestions assessing their
understanding of it. Questions are read aloud émtby the experimenter but are not
attempted at this point. Children then listen te gassage for a second time. When
the passage has ended, the experimenter once el the questions and the
children attempt to answer them. The test authogsieathat giving children the
opportunity to listen to each passage twice, enguhat they know what to listen for
on the second hearing, closely replicates realdifeations by providing a context

and focus for the children’s listening.

Some questions require the children to circle theect picture out of a choice of
four, whilst others require them to decide whettlex statement read out by the
experimenter is true or false. One point is adnned for each correct answer of the
first type but, in most instances, for a point eéodwarded for the true/false questions,
two consecutive questions need to be answeredctigireike the NARA-II, the
guestions are designed to assess a range of agpdaitguage comprehension, “the
retrieval of specific information, the drawing afmple and more complex inferences
and the synthesis of the material heard” (Haguiesligui, & Merwood, 1999, p.7).

The test is designed to be administered to whalssels and lasts about an hour. The
test manual suggests that it can be administereshénsession or over two separate
sessions. In the current study, it was decideddtoiister the test over two separate
sessions to avoid children becoming tired and psoncentration.

The test manual reports a reliability estimate (&uRichardson 20) for the Listening

Comprehension Test Series (Level C) of .83.

Receptive Vocabulary

This was assessed using the second edition of thmedardised British Picture
Vocabulary Scale (BPVS-II: Dunn, Dunn, Whetton, &rey, 1997). This test has
previously been used to assess receptive vocabulatyK studies of children’s
comprehension (Cain, 2006; Oakhill, Cain, & Bry&@03; Muter, Hulme, Snowling,
& Stevenson, 2004; Spooner, Gathercole, & Badd&ege).
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The test employs a multiple choice format. For etadt item, children see four
pictures and have to indicate which picture illasds the meaning of a word
presented aurally by the examiner. Test items svepgd in sets of 12. There are 14
sets and each set is more difficult than the pliegedne. Testing ceases at the set on

which eight or more errors are made.

In the current study, children were tested indigitiu according to the guidelines

given in the manual.
Reliability estimates of the BPVS—II reported ire timanual are high. Corrected split-
half reliabilities for individual age-groups arepeted, the median being .86 which, it

is argued, gives the best overall measure of st&steeliability.

Semantic Awareness

This was assessed using the Word Definitions sildsch the Test of Word
Knowledge (TOWK: Wiig & Secord, 1992). This tessHaeen used by researchers in
both the UK and the USA (Nation & Snowling, 1998hjellette, 2006).

For each test item, children hear a word and aosvsht in print form. They then
have to talk about the meaning of the word. Theisgesystem used is based on the
principle that a mature definition of a word inohsdthe semantic category to which a
word belongs and at least two unique semantic festlPoints are awarded only for
definitions including at least two of these compaseA definition providing all three
of these components is given a score of 2, andfiaittkn containing two of these
components is given a score of 1, whilst a debnitgiving just one component or
none at all is given a score of 0. For examplettierword “teacher”, the definition “a
person who helps you learn, they read stories” ditnel awarded 2 points, whilst “a
person who teaches” would be awarded 1 point onlyhe definition “a person”

would receive no points.

According to the instructions given in the test omn testing should cease at the
point at which five consecutive scores of O areamigtd. However, the test is

standardised for a North American population aradifficulty of the items does not
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appear to increase in a uniform manner for a Brisample. Specifically, the words
“lug” and “bib” (items 19 and 20), are presentedeafthe words “architect”,
“tournament” and “chaperone” (items 16, 17 and d§pectively). Thus, all children
were administered the first 20 items and testiog@d when they had received five
consecutive scores of 0 after this point. The m&@res on each item are given in
Appendix 2 and justify this approach. In practiéew children (12% of whole
sample) would have been excluded from attemptemmst 19 and 20 if the guidelines
given in the manual had been followed.

Children were tested individually. Children’s défions were tape recorded for later

transcription and scoring.

For the modified version of the test being usedhis study, Cronbach’s alpha was

calculated as .78.

Syntactic Ability

This was assessed using the Test for Receptionrarin@ar, Version 2 (TROG-2:
Bishop, 2003). Version 1 of this standardised lest previously been used to assess
receptive grammar skills in studies of childrentsnprehension (Goff, Pratt, & Ong,
2005; Stothard & Hulme, 1992) and has been usedl nmodified form by authors
concerned about ceiling effects on some items @HatClarke, Marshall, & Durand,
2004; Oakhill, Cain, & Bryant, 2003).

The test employs a multiple choice format, simitathe BPVS-II. For each test item,
children see four pictures and have to indicatectvipicture illustrates the meaning of
a sentence presented aurally by the examiner. Tdrer80 items altogether arranged
in 20 blocks of 4. Each block tests understanding specific grammatical construct
and is more difficult than the preceding block. si@ing to the test manual, a block
is failed if the meaning of at least one of therfalems is incorrectly identified.

Testing ceases when five consecutive blocks aledfai

In the current study, children were tested indigitiu according to the guidelines

given in the manual.
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Split-half reliability for the TROG-2 is reported the manual as being .88.

Off-line Inference Generation

This was assessed using a task adapted from thiaeddoy Oakhill (1984). This task
was selected because it specifically assessesrafigdability to make knowledge-

based, gap-filling inferenceés.

Oaknhill's (1984) test was itself adapted from mialerdevised by Paris and Upton
(1976). Paris and Upton read short passages tdrehiland asked them to answer
guestions requiring either memory of explicitly teth ideas or the ability to make
knowledge-based inferences. This test assesseability to generate different sorts
of inference. Some inferences were “lexical”’, camsted primarily by single words,
whilst others were “contextual”, requiring sentahtor intersentential information.
Both types, however, required the integration dbrimation stated explicitly in the
text with general knowledge. Forced-choice questiarere used; children had to
respond “yes” or “no” to the statements presenteithém. Oakhill (1984) adapted the
materials used by Paris and Upton so that passages read by the children
themselves. Also, questions were no longer of #&&np type but were open-ended,
requiring children to formulate their own answe@ain and Oakhill (2006) have
argued that open-ended questions assess childadilisy to generate inferences
much more accurately than forced choice questiansgt dhas been shown that
recognition of an inference does not necessarilyatestrate that the inference was

generated at encoding (Corbett & Dosher, 1978).

In the current study, as children with a wide ramjevord reading abilities were
included, it was important that performance onittierencing test was not dependent
on reading ability. Thus, Oakhill’'s task was addpse that children listened to the
passages read by the experimenter as in the drigarés and Upton (1976) study.
Only questions requiring the ability to make knodge-based inferences were asked.

Questions requiring memory for information stategblieitly in the text were not

! More recent tests constructed by Oakhill and egllees have assessed children’s text-connecting
inferencing abilities as well as their gap-fillimferencing skills (Cain & Oakhill, 1999; OakhilGain,
& Bryant, 2003). However, as the role of text-cortivgg inferencing in comprehension has been
guestioned (Spooner, Gathercole, & Baddeley, 2006js decided that only the generation of
knowledge-based inferences would be assessedbsisttidy. Therefore, the older test was chosen.
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included, as research investigating the role of liekpmemory in reading
comprehension has produced mixed results, as erplaireviously (Cain & Oakhill,
1999; Oakhill, Cain, & Bryant, 2003). Questions wevpen-ended and required

children to formulate their own responses.

Children were tested individually. They listenedféoor short passages which were
each followed by four questions. Their responsdaléoguestions were noted for later
scoring. The stories were presented to all chiladnethe same order and the questions
for each story were always asked in the same oAteexample of a story from the

test is shown in Table 1 and a copy of the full iegiven in Appendix 3.

Table 1: Example story from the test of inferengrability

Tim and the Biscuit Tin

Tim waited until he was alone in the house. They @aund he could hear was his
father's axe on the logs in the shed. Tim lookedlinthe rooms again, to make sure
his mother was not there. Then he pushed a chairtovthe sink which was full of
dishes. By climbing onto the edge of the sink, beld just reach the biscuit tin. The
tin was behind the sugar. Tim stretched until mgdrs could lift up the lid. Just as

he reached inside, the door swung open and thaod &is little sister.

1. Why did Tim want to be alone in the hou&s?he could steal/get/eat the biscuits.
So he wouldn’t be caught/told off
2. What room was Tim inRitchen
3. What was Tim'’s father doingZhopping/cutting logs/wood
4. How did Tim climb onto the sinkBy pushing a chair over to the sink and

standing on it. By using/standing on a chair

Oakhill (1984) herself acknowledges the difficulty scoring a test when questions
are of an open-ended rather than a forced choit@ealt is not always easy to
determine what constitutes a correct answer. FHerdtudy, fairly stringent criteria

were applied. Children needed to demonstrate they had spontaneously gone
beyond the information that they had been givemaixe an appropriate inference in

order to be scored as giving a correct respongdist Af responses accepted as correct
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is given in Appendix 3. A second rater scored &dtbif the sample using this rubric

and inter-rater agreement was found to be very agreement on 97.5% of items).

Split-half reliability for the test (Spearman-Browarrection) was calculated as .74.

A limitation with the measure of off-line inferemg adopted in this study,
highlighted by Cain and Oakhill (1999) is that penfiance on the test relies on
children possessing the relevant general knowledfehe general knowledge
required to draw a particular inference is not pesed by a child then the inference
cannot be made. Cain and Oakhill (1999) overcansepitoblem by asking children
guestions assessing whether or not they possdssadduired general knowledge, if
they failed to answer an inferencing question atlye However, this approach has
only been taken in situations where the childreveh@ad the stories themselves and
have the text available to them. It is arguablydearto do this and potentially more
disruptive to the administration of the test whéildren have listened to the stories.
Vocabulary, however, is highly correlated with gethéknowledge (Cunningham &
Stanovich, 1991; Ransby & Swanson, 2003), as ist gkposure (Stanovich &
Cunningham, 1993). In this study, therefore, thée rof general knowledge in
knowledge-based inferencing is effectively congdlifor by the inclusion of these
other variables. Any relationship between knowledgsed inferencing and
comprehension, independent of the relationship &etw vocabulary and
comprehension, is assumed to reflect the tendeocyspontaneously generate

inferences rather than higher levels of generaiadge.

Exposure to Print

This was assessed using an adapted version of itlee Recognition Test (TRT:
Cunningham & Stanovich, 1990). This has been faonde a good measure of print
exposure in children. It uses a signal detectigiclan which real titles are embedded
among foils (titles that sound plausible but aréaxt not real). The use of guessing as

a strategy can therefore be corrected for.
In their original version of the TRT , CunninghamdaStanovich used 39 items, 25

real titles and 14 foils. However, other authorsehadapted this test so that the

probability of selection of a foil is equal to theobability of selection of a real title

67



by including equal numbers of target items andsfdiGoff, Pratt, & Ong, 2005;
Ricketts, Nation, & Bishop, 2007). This was the rggh used in the current study.

This test was developed specifically for this studylist of 20 popular children’s
books was compiled. Books were chosen based ots Wsbookshops and libraries.
The selected titles covered a range of types ok#oA list of 20 foils was also
created. These foils were randomly interspersedngstiahe real titles. A list of the
titles, both real and foils, is given in Appendixdong with the percentage correct

recognition for each item.

Children were assessed individually and the titlesd out to them to control for
different word reading abilities. Instructions giverere as follows:

“I'm going to read you a list of names of books dndant you to tell me if you've
heard of them. It's important that you don’'t guassl only say yes to the books that
you know are real because some of these hamesaai® up and are not real books at

all”

Because there were equal numbers of target itehdagls, the TRT was scored by
deducting the number of false alarms from the nurobaits.

Appendix 1 shows the percentage recognition fohatan. As can be seen, a few
items have poor psychometric properties, demomstyateiling or floor effects.

Furthermore, the reliability estimate (Cronbachigha) was 0.57 for target items,
which is low. In the original TRT (Cunningham & &taich, 1990), Cronbach’s
alpha is reported as .81. Therefore, in the curstudy, results involving the TRT

must be interpreted with care because of the velgtiow reliability of the test used.

Working Memory/ Short-term Memory

These variables were assessed using subtestshHeostandardised Working Memory
Test Battery for Children (WMTB-C: Pickering & Gatitole, 2001). Children were
tested on a simple span task, the digit recallesdal assesshort-term memory, the
ability to store information. They were tested ocomplex span task, the count recall

scale, to assess working memory, the ability touiemeously store and process
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information. Numerical span tasks were chosen lmxaas explained earlier,
performance on linguistic measures of working mgnmspan may, to some extent, be
dependent on language comprehension ability. Theests of the WMTB-C chosen
for the current study have been used in previouseareh into children’s

comprehension (Cain, 2006).

In the digit recall task, sequences of digits aesented aurally to the child at the rate
of one digit per second. After each sequence, @ldhave to recall the digits in the
correct order. Children are given practice trialgoiving recall of one, two and three
digits. Experimental trials begin with sequenceshoée digits. Sequences range from
one to nine digits in length and are arranged othd such that, for each sequence
length, there are six trials. However, once a chidd successfully completed four
trials at any given sequence length, they movén¢oniext block and those trials left
unattempted are credited as correct. Testing ceskes three or more errors are

made within a block.

In the count recall task, children are presenteith wiseries of white cards, one at a
time. On each card there are several colouredwloich the child has to count. The
number of dots ranges from four to seven. Afterntimg the dots on the last card,
children have to recall the number of dots on eezatd in the order in which they
were presented. Children are given practice tialslving one, two or three cards
and experimental trials begin with the two-cardssetd continue with progressively
longer sets. Sets range from one to seven carl#hgth and are arranged in blocks
such that, for each set length, there are sixstridfhen a child has successfully
completed four trials at a certain set length, thmeye to the next block, omitted trials
being credited as correct. When three or more e made within a block, testing

stops.

According to the manual, these subtests can bedadorone of two ways. Span score
is the longest number of digits/ cards at whiclalles successful. In other words, it is
the length of the sequence corresponding to theulpeate block of trials

administered. However, the test also allows forial3 Correct score to be calculated.
This is the overall number of trials correctly ribea up to the point at which testing

stops. Following Leather and Henry (1994), this sue@ was adopted in the current
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study as it is a more sensitive indication of &pilenabling small differences between

individuals to be recorded.

Tests were administered to children individuallyastordance with guidance given in

the test manual.

Test-retest reliability for the digit recall subtesf the WMTB-C is given in the
manual as .81 for Years 1 and 2, and .82 for Y&aad 6. For the count recall
subtest, test-retest reliability is given as .7¢Years 1 and 2, and .48 for Years 5 and
6.

Non-verbal IO

This was assessed using Raven’s Coloured Progeeddatrices (CPM: Raven,
Raven, & Court, 1998). This test is designed spmtif to assess the perceptual
reasoning processes of children under the age aintilhas previously been used in
studies of children’s comprehension (Stanovich,ugham, & Feeman, 1984).

Raven’'s CPM consists of 36 items organised as tkede of 12. Each item is
presented as a coloured illustration with a missiagtion. The children’s task is to
choose the figure from a choice of 6 which, wheserted in the picture, successfully
completes the pattern. Little verbal explanationgsessary. The children are helped
with the first two problems of the first set if mssary to ensure that they know what

is expected of them. Children complete all items.

In the current study, children were tested indiaitiu according to the guidelines

given in the manual.
In several studies reported in the manual, splitstediability coefficients have been

found to be high, ranging between .82 and .94,oaljh lower estimates have

sometimes been reported for children younger than 6
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Procedure

Most of the assessments were carried out with @nldhdividually in a quiet area of
the school. Because of the large number of teséy, were administered over three
sessions each lasting approximately 30/40 minufes. individually administered
tests were piloted on six children in Year 2. Thibt demonstrated that children
understood the instructions for each task and thattesting sessions were short

enough for children to maintain concentration.

In the first session, children were assessed uki@grROG-2 and the NARA-II. In
the second session, children were assessed ugingMirB-C, the TOWK and the
BPVS-II. In the third session, the off-line infecengeneration task and Raven’'s CPM
were administered. For most children, sessions weparated by between one and

two weeks.

The Listening Comprehension Test Series (Leves@)whole class test which can be
administered either in one session of between 4Ba6futes length or over two
separate sessions. The test was piloted on sigrehilin Year 2. This revealed that
some children found it difficult to concentrate fonger than half an hour. It was
decided, therefore, that in Study 1 the test wdaddadministered to whole classes
over two half-hour sessions, normally separatecalbyut a week. The first whole
class session was always held after each childcbatpleted their first individual

session, so that all the children felt at ease thighresearcher.

4.3.Results

Sample size
An a priori power analysis was conducted. A medium-sizedioglship between the

predictors and the criterion variable was assunffed (15), as was an alpha level of
.05 and a beta level of .20. Results suggesteditbainple size of 118 was required to
test the multiple correlation. The sample size &6 1met these minimum
requirements. Furthermore, the sample size of 126érlym met the minimum

requirements given by Tabachnick and Fidell (20057 testing the multiple
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correlation (N > 50+80), and met their requiremebtstesting individual predictors
(N >104 + 10).

There was a very small amount of missing data @@)07This was dealt with by

excluding cases listwise from the analysis.

Data preparation

The data collected was analysed using regressibimitgues. However, in order to use
regression techniques, certain assumptions habe tmet. The following screening

procedures were used to ensure that these assaspad not been violated.

Investigation of univariate distributions
Regression techniques are sensitive to outliers aond-normal distributions
(Tabachnick & Fidell, 2007). Thus, initial analysegere conducted to identify

univariate outliers and atypical distributions.

Following Tabachnick and Fidell (2007), outliersreveonsidered to be those cases
with scores on one or more variables that weretgrehan 3.29 standard deviations
above or below the mean. Only a very small pergents# cases were identified as
outliers (2.38%). It was decided that outlying &sowould be retained for analysis as
visual inspection of histograms and expected norprabability plots for each
variable suggested little deviation from normalialues for skew and kurtosis were
obtained and were found to be between +1 and -gdoh variable. The decision to
retain the outlying scores was justified when farthscreening revealed no
multivariate outliers (see below). Furthermore, wheach regression analysis was
run, Cook’s distance was obtained and it was cowit that no cases were exerting

an undue influence on the results (see below).

Investigation of multivariate distributions

Multivariate outliers, cases with an unusual corabon of scores on two or more
variables, were investigated by obtaining the Mahabis distance for each case and
evaluating it using the chi-square distribution.isTtvas done by running an initial
regression analysis in which the case number wasif@gd as DV whilst the 10

predictor variables were specified as IVs. Mahabtésalistances were requested.
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With the use of a p<.001 criterion, none of theesasad a value of critical chi square

in excess of 29.588 (10 IV’s), i.e. no multivariatgtliers were detected.

Investigation of residuals
When each of the regression analyses reportedisnctfapter was carried out, the

residuals were examined.

Outliers in the solution, cases for which scorestloe DV were poorly fit by the
regression equation, were requested. Such casesdeettified as those for which the
standardised residual was greater than +3 or Itiveer -3. Identification of such cases
is important as their inclusion can lower the npldicorrelation. However, in the
regression analyses reported below, no outlierg wademtified.

Examination of the residuals also allowed the agdioms of normality, linearity and
homoscedasticity of residuals to be tested. Noprabability plots and scatterplots of
predicted values of the DV against standardisediuats were obtained to examine
whether or not there were major deviations from nradity, linearity and

homoscedasticity. No deviations were identified.

Additionally, during the regression analyses, case&sting excessive influence on the
results were also screened for. Cook’s distancere@sested for each case as part of
the regression output. No cases were found to pess€o00k’s distance greater than
1 in any of the regression analyses reported. Thossase appeared to exert undue

influence on the results.

Descriptive statistics

Because ages of participants were noted, age teuiddependently controlled for in
the regression analyses that follow. Thus, forstamdardised tests that were used, it
was unnecessary to convert raw scores to standdrdisores. Instead, raw scores
were used for all measures. Table 2 shows the igéserstatistics obtained for each

measure using these raw scores.
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Table 2: Means and standard deviations for all Su#l measures (raw scores)

Measure N Mean SD Skew Kurtosis
NARA-II accuracy 126 54.73 22.42 -.046 -.782
Age 126  100.80 3.54 -.028 -.144
BPVS-II 126  89.10 12.97 -.239 .562
TROG-2 126 14.13 3.52 -.634 .007
TOWK 126  22.87 6.31 .028 =727
TRT 126 8.46 2.86 -.043 518
Inferencing 126 9.11 2.84 -.303 -.439
Raven’'s CPM 126  28.50 4.69 - 773 -.061
WMTB-C digit recall 126  27.03 3.87 503 913
WMTB-C count recall 126 17.48 4.27 315 .653
NARA-II comprehension 126 19.90 8.21 -.176 -.555
LCTS comprehension 125 23.76 5.99 -.357 -.605

Key: NARA-II accuracy — Word recognition from the Nealnalysis of Reading Ability (Second

Revised Edition); Age — chronological age in moptAPVS-II — British Picture Vocabulary Scales
(Second Edition); TROG-2 — Test for Reception oh@mar (Version 2); TOWK — Test of Word
Knowledge (Word Definitions sub-scale); TRT — TitRecognition Test; Inferencing — Correct
inference responses; Raven’'s CPM — Raven’s CaloRregressive Matrices (1998 Edition); WMTB-
C digit recall — Working Memory Test Battery for ehen, simple span task; WMTB-C count recall —
Working Memory Test Battery for Children, complexas task; NARA-II comprehension — Reading
comprehension from the Neale Analysis of Readinglithb(Second Revised Edition); LCTS

comprehension — Listening comprehension from tls¢ebing Comprehension Test Series.

Regression analyses

To ascertain which variables explained unique waeain comprehension in each
modality, two standard multiple regression analysese conducted, with reading

comprehension and listening comprehension as itezion variables.

Bivariate correlations (two-tailed) between the iaflles were firstly obtained to
check for evidence of multicollinearity between twedictor variables. Results are
shown in Table 3. Because of the large number ofetaiions, a Bonferroni

correction was applied, giving a criterion for sfgrance of p<.00076 (.05/66).
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Table 3: Correlations between Studsngasures

Variable 1 2 3 4 5 6 7 8 9 10 11 12
1.LCTS comprehension - .665* 552** 234  714** .609** .641** .484** 554** 604* 357 .378*
2.NARA-II comprehension - .887** 224 .684** .626** .687** .555** 293*  531** .495%* 415**
3.NARA-II accuracy - .228 581* 507** .632** .550** .200 A20%* . 420**  .354**
4.Age - .315*  .203 .330*  .098 .048 192 120 .258
5.BPVS-II - S77**  682**  .425**  512** B557** 446** .392**
6.TROG-2 - 614**  433**  A52**  620** .506** .393**
7.TOWK - A73%* 433**  504**  376** .394**
8.TRT - 271 .389** .387** .306*
9.Inferencing - A52** 115 347
10.Raven’s CPM - A20** . 438**
11.WMTB-C digit recall - 358**

12.WMTB-C count recall -
< .0001, *p<.001

Key: NARA-II accuracy — Word recognition from the Nea\nalysis of Reading Ability (Second Revised Eii)i Age — chronological age in
months; BPVS-II — British Picture Vocabulary Scal8gcond Edition); TROG-2 — Test for Reception caiGmar (Version 2); TOWK — Test
of Word Knowledge (Word Definitions sub-scale); TRTTitle Recognition Test; Inferencing — Corrediemrence responses; Raven’s CPM —
Raven’s Coloured Progressive Matrices (1998 Eu)jtisMTB-C digit recall — Working Memory Test Batyefor Children, simple span task;
WMTB-C count recall — Working Memory Test Battewyr fChildren, complex span task; NARA-II comprehenst Reading comprehension
from the Neale Analysis of Reading Ability (SecoRdvised Edition); LCTS comprehension — Listeninghpeehension from the Listening
Comprehension Test Series.
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Investigation of the correlation matrix shown inbl&a 2 suggested no evidence of
multicollinearity between the predictor variablékne of the correlation coefficients

for relationships between predictor variables ededehe value of .80.

Results of a standard multiple regression analysith NARA-II reading
comprehension as the criterion variable are showirable 4.

Table 4: Standard regression analysis with NARAfdBading comprehension as DV

and language, memory and intelligence variablespsdictors

Variable B SEB Beta t s
(unique)

NARA-II accuracy .239 .019 .B652%** 12.353 <.001 39

Age -.104 .091 -.045 -1.136 .258

BPVS-II 106 .037 167** 2.888 .005 .010

TROG-2 .287 127 123* 2.260 .026 .006

TOWK .078 .075 .060 1.050 .296

TRT .053 129 .018 409 .683

Inferencing -.134 .138 -.046 -.974 332

Raven’'s CPM .090 .087 .051 1.034 .303

WMTB-C digit recall .067 .097 .031 .688 493

WMTB-C count recall .068 .082 .036 .833 406

¥+ p< 001, *p< .01, p<.05

R for regression was significantly different to zdf¢10,115) = 67.772 < .001, with
Re at .855 and adjustdet at .842.

The linear model accounted for a substantial amafintariance (84%) in reading
comprehension. Only three regression coefficienfferdd significantly from zero:
word recognition (NARA-II accuracy), vocabulary (88-11) and syntactic abilities
(TROG-2). The larger squared semi-partial correfatiof the reading accuracy

measure suggests this was the most important poedidone of the other variables

76



explained unique variance in reading comprehenshMany variables previously
found to predict reading comprehension, such as 8@Mplex span (WMTB-C count
recall) and inferencing ability, were not uniquegngficant predictors in this study.
Possible explanations for the findings presented il be discussed later.

Table 5 shows results of a standard multiple resgpesanalysis with listening
comprehension, as assessed using the Listening iI@bension Test Series, as the

criterion variable.

Table 5: Standard regression analysis with LCTSstéining comprehension as DV

and language, memory and intelligence variablespsdictors

Variable B SEB Beta t p s
(unique)

NARA-II accuracy .031 .022 115 1.394 .166

Age .029 104 .017 279 781

BPVS-II 142 .042 .308** 3.397 .001 .036

TROG-2 181 144 107 1.254 212

TOWK .091 .085 .097 1.076 284

TRT 217 146 104 1.484 .140

Inferencing 402 157 191* 2.567 .012 .020

Raven’'s CPM 214 .099 .168* 2.165 .032 .014

WMTB-C digit recall -.072 110 -.046 -.649 517

WMTB-C count recall -.032 .093 -.023 -.342 733

**p< .01, *p<.05

R for regression was significantly different to zeF§10, 114) = 20.919p < .001,
with R? at .647 and adjustdsf at .616.

62% of the variance in listening comprehension \wesdicted by the predictor
variables tested. Only three regression coeffisightfered significantly from zero:
vocabulary (BPVS-Il), inferencing and non-verbalelhgence (Raven’s CPM). The
small squared semipartial correlations indicate #hdarge amount of variance in

listening comprehension was shared by the predictested. None of the other

77



variables explained statistically significant urgquvariance in listening

comprehension.

Summary of regression analyses

Table 6 summarises the results of the regressialyses conducted by highlighting
those variables identified as unique, significargdictors of comprehension in each

modality.

Table 6: Summary of standard regression analyseswimg beta coefficients for

variables predicting unique and significant variaecin comprehension in each

modality
. NARA-II reading LCTS listening
Variable
comprehension comprehension
NARA-II accuracy B652%**
Age
BPVS-II 167** .308**
TROG-2 123*
TOWK
TRT
Inferencing 191*
Raven’s CPM .168*

WMTB-C digit recall
WMTB-C count recall
*% n< 001, ¥*p< .01, p<.05

Reading comprehension and listening comprehengipeaaed to be predicted by
different variables. Whilst both depended on votatyu knowledge, reading
comprehension was also predicted by word recogniskills and syntactic skills,
whilst listening comprehension was predicted by -werbal intelligence and

inferencing ability.
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Regression analyses using residualised measuresomprehension

Rationale

The regression analyses presented above show tlablea which explain unique
variance in reading comprehension and listeningprehension. Of particular interest
in this study, however, is the variance in compnsien in one modality which is not
shared with variance in comprehension in the othedality. The Simple View of
Reading predicts that reading comprehension canekglained by listening
comprehension and word recognition ability only.u$h having controlled for
listening comprehension, it would be expected thatling comprehension would be
predicted by word recognition ability only. Furth@re, the assumption that listening
comprehension involves exactly the same processesaaing comprehension, apart
from word recognition skills, suggests that, havimgntrolled for reading
comprehension, listening comprehension will notsipstematically predicted by any

of the predictor variables.

To examine variance in comprehension in one madaldihilst controlling for
comprehension in the other modality, residualiseceasares of reading
comprehension and listening comprehension werdetedhe residualised measures
of reading comprehension were an index of the amaifinvariance in reading
comprehension not explained by listening comprebenswhilst the residualised
measures of listening comprehension were an indetheo amount of variance in
listening comprehension not explained by readingpm@hension. The analysis of
residuals has previously been used in comprehemeg®warch in both adults (Long &
Prat, 2008) and children (Nation & Snowling, 200&pr example, Nation and
Snowling used the technique to examine the variamosord and exception word

reading which could not be explained by non-woitineg ability.

Regression was used to obtain residualised meastimesding comprehension and
listening comprehension. Firstly, reading compreigmwas regressed onto listening
comprehension and the Pearson standardised residuaach individual were saved
to give a measure of reading comprehension indegpeéraf listening comprehension.
For each individual, the reading comprehensiondtesi reflected the standardised

distance between an individual's actual reading metmension score and the
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regression line. Positive values occurred when ingadomprehension was higher
than the level predicted by listening comprehensiamilst negative values occurred
when reading comprehension was lower than that igestdl by listening

comprehension. The larger the value of the resjdiled greater the discrepancy
between the actual value of reading comprehenditaireed and that predicted from

listening comprehension.

Similarly, listening comprehension was regressetb saading comprehension and
the Pearson standardised residuals saved to gmeasure, for each individual, of
listening comprehension independent of reading ¢ehgnsion. Again, these values
reflected, for each individual child, the discreparbetween the actual score for
listening comprehension obtained and the scoreigegtby reading comprehension
ability. Positive values occurred when listeningmgpoehension was higher than

predicted from reading comprehension, negativeegaihen the reverse was true.

By obtaining residualised measures of reading cehgmsion and listening
comprehension in this way, it was possible to epgptbe variance in comprehension
in each modality not shared with comprehensiorhendther modality. To ascertain
which, if any, of the variables explained uniqueiaace in the residualised measures
of comprehension, two standard multiple regressinalyses were conducted with
residualised reading comprehension (independeriistging comprehension) and
residualised listening comprehension (independénéaxding comprehension) as the

criterion variables.
Results

Table 7 shows the results of a standard multiptgession analysis with reading

comprehension residuals as the criterion variable.
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Table 7: Standard regression analysis with NARA-Heading comprehension

residuals as DV and language, memory and intelligernvariables as predictors

Variable B SEB Beta t s
(unique)

NARA-II accuracy .034 .004 N 8.401 <.001 .269

Age -.021 .019 -.075 -1.093 277

BPVS-II -.004 .008 -.050 -.496 621

TROG-2 .020 .027 .069 733 465

TOWK -.001 .016 -.006 -.065 .948

TRT -.023 .027 -.068 -.869 .387

Inferencing -.081 .029 -.232** -2.806 .006 .030

Raven’'s CPM -.017 .018 -.082 -.946 .346

WMTB-C digit recall .021 .020 .082 1.041 .300

WMTB-C count recall .016 .017 .068 918 361

** p< 001, *p< .01, p<.05

R for regression was significantly different to zeFo(10, 114) = 14.846p < .001
with R? at .566 and adjustd®f at .528.

53% of the variance in reading comprehension resésdoould be explained by the
predictor variables tested. Only two regressiorffaments differed significantly from
zero, word recognition (NARA-II accuracy) and irdacing. The positive beta value
for word recognition suggested that, after conimglifor all other variables, children
whose reading comprehension was higher than thadiqgted by listening
comprehension tended to have good word recogndiafity, whilst those whose
reading comprehension was lower than that predibtedistening comprehension
tended to have poor word recognition ability. Oe tither hand, the negative beta
value for inferencing suggested that, after cohtrglfor all other variables, children
whose reading comprehension was lower than thadigtesl by listening
comprehension tended to have good inferencingsshihilst those with reading
comprehension higher than that predicted by lisigmomprehension tended to have

poor inferencing skills. These findings deservelaxation and are explored further
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later. None of the other variables explained unigargance in reading comprehension

residuals.

Table 8 shows the results of a standard multipgesssion analysis with listening

comprehension residuals as the criterion variable.

Table 8: Standard regression analysis with LCTS tdéising comprehension
residuals as DV and language, memory and intelligenvariables as predictors

Variable B SEB Beta t p "
(unique)

NARA-Il accuracy -.019 .005 -.426**  -3.823 <.001 082

Age .018 .023 .063 752 453

BPVS-II .020 .009 .263* 2.152 .034 .026

TROG-2 .010 .032 .034 294 770

TOWK .012 .019 .076 .632 529

TRT .043 .033 123 1.297 197

Inferencing 104 .035 297 2.956 .004 .049

Raven’s CPM .038 .022 .180 1.716 .089

WMTB-C digit recall -.023 .025 -.089 -.929 .355

WMTB-C count recall -.014 .021 -.062 -.691 491

k< 001, *p< .01, p<.05

R for regression was significantly different to zeff¢10, 114) = 6.357p < .001 with
R* at .358 and adjusterf at .302.

30% of the variance in listening comprehensionduglis could be explained by the
predictor variables tested. Only three regressioefficients differed significantly

from zero: vocabulary (BPVS-Il), inferencing and rdorecognition (NARA-II

accuracy). The positive beta values for vocabudemy inferencing showed that, after
controlling for all other variables, children whds#ening comprehension was higher
than that predicted by reading comprehension tenddthve good vocabulary and
inferencing skills, whilst those whose listeningrgoehension was lower than that

predicted by reading comprehension tended to hawe yocabulary and inferencing
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skills. On the other hand, the negative beta veduavord recognition suggested that,
after controlling for all other variables, childrerhose listening comprehension was
lower than that predicted by reading comprehensamhgood word recognition skills,
whilst those with listening comprehension highearththat predicted by reading
comprehension had poor word recognition skills. SEnéndings are explored later.
None of the other variables explained unique vagam listening comprehension

residuals.

Summary of regression analyses using residualisede@sures of comprehension

Table 9 summarises the results of the standarcessign analyses involving the
residualised measures of comprehension in eachlityoloa highlighting the unique,
significant predictors of each residualised measure

Table 9: Summary of standard regression analyseswimg beta coefficients for
variables predicting unique and significant variaecin residualised measures of

comprehension in each modality

NARA-II reading LCTS listening

Variable comprehension residuals, comprehension residuals,
independent of LCTS independent of NARA-II
listening comprehension reading comprehension

NARA-II accuracy N S 426***

Age

BPVS-II .263*

TROG-2

TOWK

TRT

Inferencing -.232** 297**

Raven’s CPM

WMTB-C digit recall
WMTB-C count recall
*% n< 001, ¥*p< .01, p<.05
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It can be seen that, having removed variance shaitbdistening comprehension, the
only unique positive predictor of reading comprehien residuals was word
recognition ability. Inferencing ability was a néiga predictor of this residualised
measure. Conversely, having removed variance shaitedreading comprehension,
additional variance in listening comprehensiondeasls was positively predicted by
inferencing skill, but negatively predicted by warelcognition ability. Vocabulary
was a further unique positive predictor of resichead listening comprehension.

The presence of the negative predictors requirgbdu explanation. Of note is the
“symmetry” to the findings. Word recognition is asgitive predictor of reading
comprehension residuals but a negative predictorlisiening comprehension
residuals, whilst inferencing is a positive predictof listening comprehension
residuals and a negative predictor of reading cetmarsion residuals. To understand
this phenomenon, the negative correlation betweading comprehension residuals
and listening comprehension residuals needs tak®ntinto accountr (= -.665,p <
.001). This means that children whose reading cehmarsion scores are lower than
predicted from their listening comprehension sconel tend to have listening
comprehension scores that are higher than thosdicpgd from their reading
comprehension scores and vice versa. A variableigha strongly positive predictor
of comprehension residuals in one modality mayetioee, be a negative predictor of
comprehension residuals in the other modality. é&ample, word recognition is a
positive predictor of reading comprehension redelubhis means that high levels of
this skill are shown by children achieving morehtygon the reading comprehension
test than predicted from their listening comprelmnscores. The same children will
tend to achieve less well on the listening compmslos test than predicted from their
reading comprehension scores. Thus, high levelsvaifd recognition skill are
associated with highly positive reading comprehmmsesiduals and highly negative
listening comprehension residuals. On the othedhiav levels of word recognition
skill are shown by children achieving less highly the reading comprehension test
than predicted from listening comprehension. Thelsédren will tend to achieve
more highly on the listening comprehension testtpeedicted from their reading
comprehension scores. Thus, low levels of wordgettmn skill are associated with
highly negative reading comprehension residuals &ighly positive listening

comprehension residuals.
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Figures 2 and 3 illustrate this explanation. Inhbgtaphs, the residualised measures of
reading comprehension are plotted against the uaksg#d measures of listening
comprehension. The overall negative relationshigvéen these two variables can be
seen clearly. High scores on reading comprehens&duals tend to be accompanied
by low scores on listening comprehension residualgl vice versa. Thus, as
mentioned above, children who achieve more highiythe reading comprehension
test than predicted from listening comprehensiarresc will tend to score lower on
the listening comprehension test than predictethfreading comprehension scores.
In Figure 2 a median split has been used to dithéechildren into those with good
and poor word recognition skills, whilst in Figu3ex median split divides the children
into those with good and poor inferencing skill.
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Figure 2: Relationship between residualised measwfareading comprehension and

listening comprehension, with distribution of chndd with good and poor word

recognition skills shown
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As can be seen in Figure 2, children whose readimgprehension is better than that
predicted from listening comprehension scores @&atised reading comprehension
residuals > 1) tend to have good word recognitiiliss whilst those whose reading

comprehension is worse than that predicted fronerdiag comprehension scores
(standardised reading comprehension residuals <te@yl to have poor word

recognition skills. Furthermore, all children whos$istening comprehension is

considerably better than that predicted from re;dicomprehension scores
(standardised listening comprehension residuals6¥)lhave poor word recognition
skills whilst those whose listening comprehensisnconsiderably worse than that
predicted from reading comprehension scores (steisda listening comprehension

residuals < -1.67) tend to have good word recogmisiills.
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Figure 3: Relationship between residualised measwofereading comprehension and
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Figure 3 clearly shows that children who are adhgvmore highly on listening
comprehension than predicted from reading comprabenscores (standardised
listening comprehension residuals > 1) tend to hgoed inferencing skills whilst
those whose listening comprehension is worse tiat predicted from reading
comprehension scores (standardised listening cdrapsson residuals < -1) tend to
have poor inferencing skills. Furthermore, all dhéin whose reading comprehension
is considerably better than that predicted fronteti;\g comprehension scores
(standardised reading comprehension residuals ?) h&ve poor inferencing skills
whilst those whose reading comprehension is coraitie worse than that predicted
from listening comprehension scores (standardisading comprehension residuals <

-1.67) tend to have good inferencing skills.

In summary, the presence of the negative predictefiects the much greater
importance of word recognition in reading compredi@m than in listening
comprehension and the much greater importance fefeincing ability in listening
comprehension than in reading comprehension. Simeaesidualised measures of
comprehension have a strong, negative correlatibm @ach other, the presence of

negative predictors becomes inevitable.

4.4 Discussion

The first aim of the study was to identify and care those skills which made
independent contributions to reading comprehenaiwh those making independent
contributions to listening comprehension. Standagtession analyses with reading
comprehension and listening comprehension as ionteariables were conducted to
fulfil this aim and the results are discussed ie tinst part of this Discussion. The
second aim of the study was to identify which ctigatlinguistic skills continued to
predict unique and significant variance in comprehen in each modality after
controlling for comprehension in the other modaliBtandard regression analyses
using residualised measures of reading comprehemsid listening comprehension,
independent of comprehension in the other modaliere conducted. Results of these

analyses are discussed in the second part of theaiEsion.
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1. Which skills account for unique variance in reaty comprehension and which
account for unique variance in listening compreheng?

The first set of regression analyses were conduttefind the most important
predictors of reading comprehension and of listgregomprehension. Both reading
comprehension and listening comprehension weredfdarbe uniquely predicted by
vocabulary. However, the remaining variables pradic unique variance in
comprehension differed for the two modalities. Regdomprehension was predicted
by the word- and sentence-level language skillsvofd recognition accuracy and
syntactic abilities, whilst listening comprehensiaras predicted by the higher
cognitive skills of non-verbal intelligence and inferencing abilityhe different
pattern of findings for listening comprehension aedding comprehension suggests
that, when using standardised tests, listening cehgmsion and reading
comprehension do not make exactly the same denmandsmprehenders. Apart from
vocabulary, different abilities account for uniquariance in comprehension in the
two modalities. If, as assumed by the Simple VidwReading, exactly the same
cognitive-linguistic processes underlie reading poghension and listening
comprehension, it would be expected that compretens each modality would be
uniquely explained by the same predictor variablgls additional variance in reading

comprehension being explained by word recognition.

It was interesting to find that many of the vareblidentified in the literature as
predictors of reading comprehension did not makgque) significant contributions to
reading comprehension in this study. For examméhar working memory (complex
span) nor inferencing ability appeared to be uniquedictors of reading
comprehension. Yet, as described in Chapter 3 relsionship between working
memory and reading comprehension ability has beetelw reported in the
comprehension literature (e.g. Seigneuric, Ehrl@akhill, & Yuill, 2000; Oakhill,
Cain, & Bryant, 2003), as has the relationship leetw inferencing and reading
comprehension (Oakhill, 1984; Oakhill, Cain, & Bnya2003). There are several
possible explanations for the inability of theseiatales to explain variance in reading
comprehension in the present study. Firstly, liglevious research has considered
potential predictor variables whilst statisticalontrolling for so many other
cognitive-linguistic abilities. For example, to tlaithor’'s knowledge, inferencing

ability and syntactic skills have not previouslyeheentered simultaneously into a
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regression analysis. In line with findings from tlarrent study, when many
cognitive-linguistic variables have been considesiagultaneously, complex working
memory span has not always been found to be agwoedif reading comprehension.
For exampleGoff, Pratt, and Ong (2005) found that complex vimgkmemory span
did not account for variance in reading comprel@mngi a normal sample of children
having controlled for reading accuracy, vocabuland syntactic skills. A further
explanation for the findings of the current studises from a consideration of the
nature of the measures of inferencing and workiegnory used. In the current study,
a numerical measure of working memory span waserhdsndings of a relationship
between numerical measures of working memory spahraading comprehension
are much less robust than the findings associdingyiistic measures of working
memory span and reading comprehension (Cain, 2D8&ther & Henry, 1994).
Indeed, in the study mentioned above, Goff et20l06) used a numerical measure of
complex working memory span. Furthermore, it shduddnoted that in the current
study, the test of inferencing ability was admiaistl aurally whereas, in most
previous studies, inferencing ability has been sk using text which the children
read themselves (Oakhill, 1984). A final factor ethimay be impacting on the results
of the current study is the sampling method usexinithe study carried out by Goff
et al. (2005), a relatively unselected sample ofldedn was used. The high
dependence of reading comprehension on readingaagctound in the current study
reflected this sampling method. In previous studiesvever, poor readers have been
excluded from the analysis (Oakhill, Cain, & Brya@003) and the dependence of
reading comprehension on reading accuracy hasfbaad to be much lower.

2. Which skills account for unique variance in comghension in each modality

after controlling for comprehension in the other ndality?

The second set of regression analyses, using edsdd measures of reading
comprehension and listening comprehension, weredwaiad specifically to

investigate the variance in comprehension in ondatity which was not shared with
variance in comprehension in the other modalitysAggested by the Simple View of
Reading, reading comprehension was positively ptediby word recognition ability

only, once listening comprehension was controlled. {Systematic variance in
NARA-II reading comprehension can be explained ordvrecognition ability and

performance in the Listening Comprehension TeseSerhis is a particularly strong
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finding given the fact that the materials used $seas reading comprehension and

listening comprehension were very different, a pthat will be returned to later.

Listening comprehension continued to be positivelgdicted by vocabulary and
inferencing skill once variance shared with readingiprehension was removed. The
Simple View of Reading does not account for théesyatic prediction of variance in
listening comprehension by any other cognitivediisgic skills after controlling for
reading comprehension. The assumption that extedlgame processes are involved
in reading comprehension and listening comprehenisimot supported in this study
as it would appear that, just as NARA-II readinghpoehension makes extra demands
on comprehenders in terms of their word recognitbility, so performance on the
Listening Comprehension Test Series makes extraaddsnon listeners’ vocabulary
and inferencing skills above and beyond those shavéh NARA-II reading

comprehension.

Various methodological explanations for these fuggi could be proposed. One
possible explanation is that the Listening Compnslen Test Series simply includes
more difficult vocabulary and more questions reiggirinferencing than the NARA-
II. As far as vocabulary is concerned, it should meted that the Listening
Comprehension Test Series is standardised forrehildf this age whilst the NARA-
Il is standardised for children aged 6-12. The eesdvith good word recognition
skills are, therefore, exposed to passages witlabudary appropriate for children
much older than themselves. The children with psord recognition skills, on the
other hand, will not have chance to read these mnddfieult passages. As far as
inferencing is concerned, it seems unlikely tha thstening Comprehension Test
Series includes more questions which require inies to be made than the NARA-
[I. Analysis of the NARA-II questions themselvesstdemonstrated that performance
on the test is heavily reliant on the generationkonbwledge-based inferences
(Bowyer-Crane & Snowling, 2005). Furthermore, creld who are identified as poor
comprehenders on the NARA-II have been shown te fthfficulty on the questions
involving knowledge-based inferencing (Bowyer-CraaeSnowling, 2005), and a
wealth of research suggests that they also hav@gms on other tests of knowledge-
based inferencing (Cain & Oakhill, 1999; Cain, O#kl& Bryant, 2004; Oakahill,
1984). The findings of the current study do nofpdie these previous results. The
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bivariate correlation between NARA-II comprehensiamd inferencing ability
suggests that the better comprehenders do perfettarkon the aurally administered
test of inferencing. What the findings of the preéss#tudy suggest, however, is that the
relationship between reading comprehension andtdbe of inferencing ability is

mediated entirely by other variables.

A second explanation for the finding that perforeenon the Listening
Comprehension Test Series appears to make greaerandls on children’s
inferencing ability than the NARA-II, concerns tBhared demands of the aurally-
administered inferencing task and the Listening @ahension Test Series. When
assessed on the NARA-II, children were able to lbagk at the text to find answers
to comprehension questions. In both the inferenctagt and the Listening
Comprehension Test Series, children could not neféhe text to answer questions.
Therefore, the relationship between performancethen Listening Comprehension
Test Series and the ability to answer questionsirneg inference generation may
simply have been due to the shared memory demdnhs two tasks.

The results of this study suggest that, as propbgetthe Simple View of Reading,
performance on a standardised test of reading cgimepsion, the NARA-II, can be
explained by children’s word recognition skills arteir performance on a
standardised test of listening comprehension, tisehing Comprehension Test
Series. The Listening Comprehension Test Seriesh@wother hand, does not appear
to assess only those aspects of comprehension ahéckhared with the NARA-II.
However, the fact that these two standardised testse very different demands on
comprehenders means that it is difficult to intetphe findings. For example, it is
hard to know whether listening comprehension abjtumaakes additional demands on
children’s inferencing skills and vocabulary knodde compared to reading
comprehension or whether the findings presented benply reflect differences in
the materials used. Similarly, it is hard to knowether, compared to the NARA-II,
the Listening Comprehension Test Series makes edémands on children’s
inferencing skills themselves or simply makes extiemands on the ability to
remember information. The study reported in thdofaing chapter attempted to

answer these questions by using non-standardisesldereading comprehension and
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listening comprehension which used similar materaald made similar demands on

children’s memory.
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Chapter 5.

Study 2: Are listening comprehension and reading
comprehension underpinned by the same cognitive-lguistic
skills? An investigation using true/false tests.

5.1.Introduction
Results from Study 1 suggested that reading comepsebn and listening

comprehension are predicted by different varialdesl that listening comprehension
makes demands on comprehenders that are additiontdose made by reading
comprehension. However, as discussed previougbyplalem in the interpretation of
the results arises from the fact that the standaddiests used in Study 1 differ in

several important ways.

Firstly, the materials themselves are differenthia two standardised tests. Whilst the
NARA-II is comprised of narrative passages onlyg Listening Comprehension Test
Series assesses listening comprehension usingya odrifferent genres, including a
poem and a conversation. It has been argued thatrdar to compare reading
comprehension and listening comprehension, tesisidlbe equivalent apart from the
input modality (Hedrick & Cunningham, 1995; Hoov&r Gough, 1990). Indeed,
many of the studies considering the relationshigvben reading comprehension and
listening comprehension that were reviewed in Gérat have taken this approach
(e.g.Curtis, 1980; Hoover & Gough, 1990; Megherbi, Seigtc, & Ehrlich, 2006).

Secondly, when assessed on the NARA-II, childrenalowed to look back at the
text to answer questions, whilst it is obviouslypwssible for them to re-visit the text
whilst answering questions when assessed on thenimg Comprehension Test
Series. It should be noted, however, that the hiate Comprehension Test Series is
administered in such a way that children hear ssgupes twice before having to
attempt the questions, and hear the questions theassbefore their second exposure
to the passage. According to the test manual, gitine listeners an awareness of
“what to listen for” closely replicates real-lifestening situations as listening tends to

occur in a context (Hagues, Siddiqui, & Merwood99p Nevertheless, on balance, it
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might be expected that demands on memory for titeate higher in the standardised
test of listening comprehension than in the statidad test of reading
comprehension. As explained previously, this caxplain the greater dependence of
listening comprehension on performance in an auratministered test of

inferencing.

Study 2, therefore, aimed to compare reading congm&on and listening

comprehension using tests of comprehension thatenoinands that were more
comparable than those made by the Listening Corepsebn Test Series and the
NARA-II. Specifically, it was important that thestts used similar materials and made

similar memory demands on comprehenders.

One approach that has sometimes been taken in opevUK studies of

comprehension is the administration of the Nealalysis of Reading Ability as a test
of both reading comprehension and listening comgmsion (Cain, Oakhill, &

Bryant, 2000a; Stothard & Hulme, 1992). Two patadkandardised versions of the
test are available: Form 1 and Form 2. In previsuglies, one version has been
administered as a reading comprehension test, twihiés other version has been
administered as a listening comprehension testhictwthe stories and questions are
read aloud to the children. The use of the stanskddest of reading comprehension
in both modalities means that the materials invblvien assessing reading

comprehension and listening comprehension aresierjar.

A different approach has been taken by Spoonerd@&ag, and Gathercole (2004)
who raised concerns about aspects of administratiche NARA-II. In particular,
they argued that children’s comprehension abiligyrbe underestimated by the open-
ended nature of the questions asked in the testy entified two groups, matched
for word reading ability but differing on readingomprehension scores, by
administering Form 1 of the NARA-II according tastlardised instructions. They
found that these two groups did not differ on coahginsion scores when Form 2 of
the NARA-II was administered in such a way that dpen-ended questions were
replaced with forced choice true/false questiop®daer et al. suggested that children
identified by the NARA-II as poor comprehenders nmayact simply struggle with

the expressive language demands made by open-guéstions. To overcome this
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issue, Spooner et al. designed a test to assebsréatling comprehension and
listening comprehension which requires forced-obdite/false responses to avoid
confounds with expressive language skills. The ts&s similar material to assess
comprehension in each modality and makes the samgamds on memory whether
administered as a reading comprehension or ligjeoomprehension test. This test

was chosen for use in Study 2.

Two parallel versions of the test have been dewslppoth of which can be used to
assess comprehension in either modality. Each orersf the test consists of six
stories of increasing length and difficulty. Theterals involved are largely adapted
from the NARA-II itself. The NARA-II includes a Dgmostic Tutor Form which
provides additional comprehension stories and quest In their true/false tests,
Spooner et al. have used stories from the Diagndstior Form and from Form 2 of
the NARA-II, and have also included a small numikestories especially written for
the test. All questions assessing comprehensionireedorced-choice true/false
responses. Where stories have been taken from ARANI, an attempt has been
made to retain the content of the original questiand their answers. As in the
original test, some questions are designed to sigbesability to infer information
from the text whilst others assess the abilityawieve explicitly stated information.
To ensure that demands on memory are similar i @acdality, when reading
comprehension is assessed children must answgu#stions without referring to the
text that they have read. It has been argued tmatuse of tests of reading
comprehension in which the text is not availablgusstioning reduces the ecological
validity of a study (Goff, Pratt, & Ong, 2005). tinis study, however, it was important
to ensure that the reading comprehension test mam@arable memory demands to

the listening comprehension test.

The test developed by Spooner et al. has not beedadised. Furthermore, it has
been criticised on several grounds (Cain & OakRillp6b). Cain and Oakhill argue
that true/false questions are limited in their ipifo assess whether inferences have
actually been generated by the comprehender, réther simply recognised at test.
Furthermore, they express concern that the teks Isensitivity with scores reported
by Spooner et al. approaching ceiling. Spoonerl.eadministered only the first 4

stories of their test, a total of 28 items. In th@rent study, all 6 stories were
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administered, a total of 44 items, to avoid ceil@ffgcts and improve task sensitivity.
Because this study involved the same children wlad falready completed
standardised tests of comprehension, it affordecig@ortunity not only to explore the
relationship between listening comprehension aading comprehension when task
demands were comparable but also to explore thatioeship of the non-
standardised, forced-choice true/false measuresheo standardised measures of

comprehension.

5.2.Summary of aims
The first aim of this study was to identify and quare skills making independent

contributions to reading comprehension and to distg comprehension when
comprehension was assessed using true/false Temstests had been designed to
allow comprehension in each modality to be compaseén materials and task
demands were similar. It was predicted that, agesigd by the Simple View of
Reading, comprehension in each modality would kbquaty explained by the same
predictor variables with additional variance indeg comprehension being explained
by word recognition ability. The second aim wasidentify those skills making
independent contributions to true/false comprelmmsin each modality after
controlling for true/false comprehension in theestimodality. It was predicted that,
as suggested by the Simple View of Reading, readmmprehension would be
explained by word recognition ability only, oncetéining comprehension had been
controlled for, and that listening comprehensioruldanot be uniquely explained by
any cognitive-linguistic skills, having controlléar reading comprehensiomhe third
aim of the study was to explore the relationshipwieen the true/false tests of
comprehension and the standardised tests, usetidy $, by comparing patterns of

results obtained using both types of test.

5.3.Method

Design
Two standard regression analyses were conductedh wnne/false reading

comprehension and true/false listening compreharasccriterion variables. Predictor
variables entered into each regression were wardgretion accuracy (NARA-II),

age, vocabulary (BPVS-Il), syntactic ability (TRj- semantic awareness
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(TOWK), exposure to print (TRT), inferencing abjlit non-verbal intelligence
(Raven’'s CPM), short-term memory (WMTB-C digit récand working memory
(WMTB-C count recall). True/false comprehensionresan each modality were then
regressed onto true/false comprehension scoré iother modality and the residuals
saved. These residualised measures of comprehemsom entered as criterion
variables in two further standard regression amaly®redictor variables were those

listed above.

Participants
The sample of children taking part in Study 1 dtsak part in Study 2.

Materials

Reading Comprehension and Listening Comprehension

Forced-choice true/false tests of listening comgnsion and reading comprehension,

developed by Spooner, Baddeley, and Gathercoletj20€re used.

In these tests children listen to or read six pgassaf increasing length and difficulty.
In the reading test, the passages are presengeddoklet. Children read each passage
silently and without assistance. For each passag#lustrative picture appears on the
facing page. After each passage, children turrpiyge and read a series of statements
relating to the text. They have to indicate whetbach statement is true or false by
placing a tick or a cross in a box at the end cheaane. They are not allowed to refer
back to the text whilst doing this. The illustraipicture also appears on the page
facing the true/false questions. Whilst providingraad context for the story, the
picture does not provide information that can bedu® answer any of the questions.
In the listening test, children hear each passag®d slowly and clearly by the
experimenter. After each passage, they hear assefistatements and again have to
decide whether each is true or false. Answersererded by placing a tick or a cross
in an appropriately numbered response box. Agdiiidren are given booklets in
which to record their answers. For each story, nhenbered response boxes are

presented on a page which faces an illustrativieln@c

For both reading and listening versions of the ,tdskr questions accompany the

shortest story, whilst eight questions are askealiathe subsequent ones. Children
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are encouraged to attempt all questions evengfrttegans that they have to guess the

answers.
An example of a story used in the true/false tésistening comprehension is shown
in Table 10. All stories and questions used in thee/false tests of listening

comprehension and reading comprehension are pegsenfppendices 4 and 5.

Table 10: Example story from true/false test ofteaing comprehension

Tony and Susan awoke suddenly. The dog was batbundly in the yard. The
children ran to the window. They could see smoke feashing lights some way off.
A helicopter had crash-landed in the park nearlg/mEs shot into the air. They saw

the pilot jump clear and run to safety.

True or false?

Tony and Susan were woken up by the dog runnirggtiveir room. false
They ran to the yard. false
They saw lights and smoke. true
A helicopter had exploded. false
The crash happened in the park. true
The helicopter was on fire. true
The pilot was in danger because he was badly hurt. false
The pilot jumped out of the helicopter. true

Predictor Variables

All predictor variables were assessed using thesaorea used in Study 1 and
described in Chapter 4.

Procedure
The true/false tests of listening comprehension esatling comprehension were
administered to whole classes over two half-hossises which were held about a

week apart.
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In the first session, the true/false test of lisigrcomprehension was administered. A
practice story was first read aloud to the classheyexperimenter followed by four
true/false statements which the class worked thrdogether. The true/false test of
reading comprehension was administered in the seaa@ssion, at which point
children were familiar with the format of the queat and could work independently

through their booklets.

5.4.Results

Scoring
In previous studies in which these true/false tést¢ée been used (Spooner et al.,

2004) performance has been scored as the numitenaf correctly identified as true
or false. It has been argued, however, that a enoblith scoring forced-choice
true/false tests in this way is that it confound®s tseparate factors, sensitivity and
response bias (Stanislaw & Todorov, 1999). Indase of the comprehension tests
under consideration, sensitivity is a measure ofv haell a child actually
discriminates between statements that are truettavsk that are false. This is the
measure that is of interest. Response bias, oottie hand, is the general tendency
of a child to respond “true” or “false”. Royer, Hiags, and Hook (1979) argue that, if
the total number of correct responses is taken m&asure of performance in two-
choice discrimination problems such as this, ita$ clear whether two children with
different scores differ in actual sensitivity, regge bias or both. It may be that one
child is willing to respond “true” when they havalyp a slight feeling that the idea
expressed in the statement is one that appeargtpsty, whilst another child may
need to feel much more confident before respontting”. A situation could arise in
which the two children’s sensitivity to the itenss identical but their performance

very different because of their different respobiseses.

A measure of sensitivity can, however, be calcdlatéhich is independent of
response bias. This is the d-prime score (d’). ddmputation of d-prime scores is
appropriate whenever participants have to discateithetween two types of stimulus,
one of which is seen as a “signal” whilst the otlseseen as “noise” (Stanislaw &
Todorov, 1999). For example, Royer, Hastings, anookH (1979) argue that
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calculation of d-prime scores is appropriate whemg the Sentence Verification
Technique. This a measure of comprehension in wthdkdren have to respond “old”
or “new” to sentences according to whether or hetythave the same meaning as
sentences which have previously been presenteghiord passage. In this case, “old”
statements can be regarded as “signal’ stimuli s¥hihew” statements can be
regarded as “noise”. Furthermore, in their studyd®ceet al. demonstrated that the d-
prime measure led to a more “powerful” analysisntlaasimple proportion correct
score, in that it allowed deviation from the nuljpbthesis to be detected more

readily.

In the current study, involving forced-choice, tifatse comprehension tests, “true”
statements were regarded as “signal”’ stimuli whilslise” statements were regarded
as “noise”. D-prime scores were obtained for eabhdcon both the true/false
listening comprehension test and the true/falsdimgacomprehension test. The d-
prime scores were calculated using the formula & €Hits) — z (False Alarms),
where “Hits” was defined as the proportion of “truesponses given to “true” items
and “False Alarms” was defined as the proportioftrie” responses given to “false”
items. The higher the d-prime score, the greatercthild’s ability to discriminate
between true and false items. Thus, for each ckitthyes measuring their actual
sensitivity on each of the true/false tests of carhpnsion were obtained, guessing
being corrected for. All subsequent analyses wemdgcted using these d-prime

scores.

Sample size
As demonstrated in Chapter 4, a sample size of 26 adequate for testing the

multiple correlation and the individual predictorBhere was a small amount of
missing data (0.07%) which was dealt with by exirigdcases listwise from the
analysis. Because the distribution of the missiatadvas slightly different in Studies
1 and 2, slightly different samples were used i@ #imalyses reported in the two

studies.
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Data preparation

For reasons explained in Chapter 4, it is importhat data is rigorously screened

when regression techniques are used.

The distributions of the d-prime scores for theetfalse measures of comprehension
were explored for univariate outliers. On the tfalee test of listening
comprehension, the d-prime scores for two of tieesavere slightly greater than 3.29
standard deviations above the mean d-prime scoseinAStudy 1, these outlying
scores were retained for analysis as there wawvideree that any case was exerting
an undue influence on the results (see below).\éafoe skew and kurtosis were
calculated. Whilst on the true/false test of regdiomprehension, these values were
found to be between +1 and -1, kurtosis for theiohg scores on the true/false test of
listening comprehension was found to be > +1. T¥as not regarded as a problem,
however, as positive kurtosis does not lead toraterestimate of the variance when

samples include more than 100 cases (Tabachnickl&lF2007).

For each of the regression analyses reported snctiapter, residuals were examined.
Normal probability plots and scatterplots of préedt values of the DV against
standardised residuals showed no major deviatioms fnormality, linearity and

homoscedasticity. Furthermore, Cook’s distancesainbtl showed that no case
appeared to exert undue influence on the resutisieder, in some of the regression
analyses conducted, an outlier was found in thatisol. This is discussed further

when the analyses are reported.

Descriptive statistics

Means and standard deviations for d-prime scoresthan true/false tests of

comprehension in each modality were obtained aadl@mwn in Table 11.
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Table 11: Means and standard deviations for d-prinseores on forced-choice

measures of comprehension

Variable N Mean SD Skew Kurtosis

True/false reading

comprehension (d’ max = 125 1.24 0.70 -.018 -.714
4.65, min = 0.00)

True/false listening

comprehension (d’ max = 126 1.67 0.59 448 1.477
4.65, min = 0.00)

Reliability

For the true/false test of reading comprehensiplit Isalf reliability of the d-prime
scores (Spearman-Brown correction) was calculase®@&9. For the true/false test of
listening comprehension, split half reliability thfe d-prime scores (Spearman-Brown
correction) was calculated as .505. The low rélitgbof these tests was a cause for

concern and will be discussed later.

Correlations between comprehension measures

To explore relationships between the standardissts tof comprehension used in
Study 1 and the true/false tests used in Studwaribte correlations between the four

measures of comprehension were obtained and avenshdrable 12.

Table 12: Bivariate correlations between measurésomprehension

1 2 3 4
1. NARA-II 652** [ 728**  505**
2. Listening Comprehension Test Series .614** 7357
3. True/false reading comprehension (d’) A440**

4. True/false listening comprehension (d’)

**p < .001
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High correlations were found between performancéhenstandardised and true/false
tests of comprehension in each modality (r = .788 a= .577 for tests of reading

comprehension and listening comprehension respg)iv

Following the procedure advocated by Raghunathase®hal, and Rubin (1996) for
comparing two nonoverlapping correlations obtairiemm the same sample, the
correlation between performance on the standardesstd of reading comprehension
and listening comprehension (r = .652) was fountdcignificantly greater than the
correlation between d-prime scores on the trugftdsts of reading comprehension
and listening comprehension (r = .440) (ZPF (N 4)12 2.860, p < .01). In other

words, significantly more variance was shared betw¢he NARA-II and the

Listening Comprehension Test Series than betweentrtie/false tests of reading
comprehension and listening comprehension. Thissuggrising given that the task
demands of the true/false tests of reading compratye and listening comprehension
were much more similar than those of the standeddissts of reading comprehension

and listening comprehension.

Regression analyses

To ascertain which variables explained unique waeain the true/false tests of
comprehension, two standard multiple regressiolysea were conducted, with d-

prime scores obtained on these tests as the onteariables.

Because the sample was slightly different to thaeduin Study 1, bivariate
correlations (two-tailed) between all variables evexgain obtained to check for
evidence of multicollinearity between the predict@riables. Results are shown in
Table 13. A Bonferroni correction was applied, giyia criterion for significance of
p <.00076 (.05/66).
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Table 13: Correlations between Study 2 measures

Variable 1 2 3 4 5 6 7 8 9 10 11 12
1.True/false LC d’ -.440% . 449% 149 B591**  446**  495*  348**  39%*  .499**  327* .205
2.True/false RC d’ - .688* 180 .650**  .628** .621**  .440**  .392**  458** 329* 372**
3.NARA-II accuracy - 212 b573**  502**  .630** .550** .214 A21*%*  414**  351**
4.Age - .304* 194 .323* .094 .056 .189 111 .254
5.BPVS-II - B73**  .680**  .423**  524** 558  441**  389**
6.TROG-2 - 612*  430**  .458**  621** 504 .390**
7.TOWK - A71*%*  439**  505**  375**  392*
8.TRT - 275 387 .383**  .304*
9.Inferencing - A54** 119 351**
10.Raven’'s CPM - A21%* 437
11.WMTB-C digit recall - .355**

12. WMTB-C count recall

**p < .0001, *p < .001

Key: True/false LC d’- d-prime scores on true/falsst tef listening comprehension; True/false RC dprine scores on true/false test of
reading comprehension; NARA-II accuracy — Word gggtion from the Neale Analysis of Reading Abilgecond Revised Edition); Age —
chronological age in months; BPVS-Il — British Rie Vocabulary Scales (Second Edition); TROG-2 stTer Reception of Grammar
(Version 2); TOWK — Test of Word Knowledge (Word fitions sub-scale); TRT — Title Recognition Tebtferencing — Correct inference
responses; Raven’'s CPM — Raven’s Coloured Prageebfatrices (1998 Edition); WMTB-C digit recallWorking Memory Test Battery for
Children, simple span task; WMTB-C count recall eMing Memory Test Battery for Children, complexasgask
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As found in Study 1, there was no evidence of roallinearity between the predictor
variables as none of the correlation coefficiemts relationships between predictor

variables exceeded the value of .80.

Table 14 shows results of a standard multiple s=jo@ analysis with d-prime scores

on the true/false test of reading comprehensidhesriterion variable.

Table 14: Standard regression analysis with d-priraeores on true/false reading

comprehension as DV and language, memory and ingelhce variables as

predictors

Variable B SEB Beta t p Sr
(unique)

NARA-II accuracy .013 .003 A07** 4,908 <.001 .076

Age -.012 .012 -.060 -.964 337

BPVS-II .015 .005 .280** 3.066 .003 .030

TROG-2 .063 .017 319*** 3716 <.001 .044

TOWK .005 .010 .049 542 .589

TRT -.002 .017 -.008 -.109 913

Inferencing .004 .019 .016 207 .836

Raven’s CPM -.008 .012 -.056 -.706 481

WMTB-C digit recall -.024 .013 -.134 -1.853 .066

WMTB-C count recall .010 011 .060 .892 374

***p < 001, **p < .01, *p < .05

R for regression was significantly different to@ef(10,114) = 20.154, p < .001 with
R2 at .639 and adjusted R? at .607.

The linear model accounted for a substantial amofintariance (61%) in d-prime
scores on the truef/false test of reading comprétenOnly three regression
coefficients differed significantly from zero: worécognition (NARA-II accuracy),

vocabulary (BPVS-Il) and syntactic abilities (TRQE- The larger squared semi-

partial correlation of the reading accuracy meassuggests this was the most
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important predictor. None of the other variableplaxed unique variance in the

criterion variable.

Table 15 shows results of a standard multiple ssgo@ analysis with d-prime scores

on the true/false test of listening comprehensmtha criterion variable.

Table 15: Standard regression analysis with d-prireeores on true/false listening

comprehension as DV and language, memory and imgglhce variables as

predictors

Variable B SEB Beta t p Sr
(unique)

NARA-II accuracy .004 .003 136 1.296 197

Age -.002 .013 -.015 -.191 .849

BPVS-II .015 .005 .335** 2.916 .004 .042

TROG-2 .000 .018 -.005 -.050 961

TOWK .007 011 .071 .624 534

TRT .004 .018 .020 221 .826

Inferencing .020 .020 .096 1.017 311

Raven’s CPM .028 .012 .220* 2.232 .028 .025

WMTB-C digit recall .007 .014 .044 487 .627

WMTB-C count recall  -.020 .012 -.143 -1.691 .094

k) <001, **p < .01, *p < .05

R for regression was significantly different to@eF(10, 115) = 8.678, p < .001, with
R? at .430 and adjusted’ Rt .381.

38% of the variance in d-prime scores in true/fdlseening comprehension was
predicted by the predictor variables tested. Onlg tegression coefficients differed
significantly from zero: vocabulary (BPVS-Il), amn-verbal intelligence (Raven’s
CPM). The small squared semipartial correlationdicate the large amount of
variance in listening comprehension, accountedjothe regression model, that was
shared by the predictors tested. None of the atheables explained unique variance

in d-prime scores on the true/false listening cahpnsion test.
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Table 16 summarises the results of the regressiatyses conducted by showing
those variables identified as unique, significargdictors of d-prime scores on the
true/false tests of comprehension. For the sakeoofparison, Table 16 also shows
the variables identified in Study 1 as explainimggue and significant variance on the

standardised tests of comprehension in each mpdalit

Table 16: Summary of standard regression analyshsvging beta coefficients for
variables predicting unique and significant variaec in standardised and in

true/false measures of comprehension

Variable True/false True/false NARA-II LCTS listening
reading listening reading comprehension

comprehension comprehension comprehension

NARA-II accuracy AQ7F* .652%**

Age

BPVS-II .280** .335** 167** .308**
TROG-2 319*** 123*

TOWK

TRT

Inferencing 191+
Raven’s CPM .220* .168*
WMTB-C digit recall

WMTB-C count recall

***p < 001, *p < .01, *p < .05

When assessed using the true/false measures ofreloemsion, which used similar
materials and made similar demands on memory, rdeprscores on reading
comprehension and listening comprehension wereigtegld by different variables.
Both depended on vocabulary knowledge, but readiogprehension was also
uniquely predicted by word recognition and syntachbilities whilst listening
comprehension was also uniquely predicted by nohalantelligence. This pattern
of results was similar to that obtained when staidad measures of comprehension

were used. Performance on both the NARA-II and tiine/false test of reading
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comprehension was predicted by word recognitiongabalary knowledge and
syntactic skills, whilst performance on both thetening Comprehension Test Series
and the true/false test of listening comprehensvas predicted by vocabulary and
non-verbal intelligence. However, whilst additionghriance in the Listening
Comprehension Test Series was predicted by infergrability, this was not the case

for the true/false test of listening comprehension.

Regression analyses using residualised measuresomprehension

Using the d-prime scores obtained on the true/fadses, residualised measures of
reading comprehension and listening comprehensiene vwobtained in order to
explore the variance in comprehension in one muodalhich was not shared with

variance in comprehension in the other modality.

Residualised measures of truef/false reading corepsgtn were obtained by
regressing d-prime scores for true/false readingprehension onto d-prime scores
for true/false listening comprehension and savirggRearson standardised residuals.
For each individual, this gave a measure of trisdfaecading comprehension which
was independent of true/false listening compreloensEffectively, this measure
reflected the difference between an individual'tuatd-prime score obtained on the
true/false test of reading comprehension and thedigted by their d-prime score on

the true/false test of listening comprehension.

D-prime scores for true/false listening comprehemsivere then regressed onto d-
prime scores for true/false reading comprehensam the Pearson standardised
residuals were saved. For each individual, this sues reflected the difference
between their actual d-prime score obtained on tthe/false test of listening
comprehension and that predicted by their d-primares on the true/false test of
reading comprehension. When true/false listeninrgprehension was regressed onto
true/false reading comprehension, one outlier wastified in the solution. For this
case, the d-prime score obtained on the true/tasming comprehension test was
not well predicted by the d-prime score obtained the true/false reading
comprehension test. Investigation of the Cook'dadice for this case, however,
suggested that it was not exerting an undue infleemn the model as a whole and it

was retained in the analysis.
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In order to ascertain which of the predictor vaeab if any, explained unique
variance in residualised measures of true/falsepcenension in each modality, two
standard multiple regression analyses were conducte

Table 17 shows results of a standard multiple s=go@ analysis with true/false
reading comprehension residuals, independent effélge listening comprehension,

as the criterion variable.

Table 17: Standard regression analysis with trud#a reading comprehension

residuals as DV and language, memory and intelligervariables as predictors

Variable B SEB Beta t p Sr
(unique)

NARA-II accuracy .018 .005 .392%*  3.667 <.001 071

Age -.016 .023 -.058 -721 472

BPVS-II 012 .009 152 1.294 .198

TROG-2 102 .031 .360** 3.255 .001 .056

TOWK .003 .018 .017 .150 .881

TRT -.007 .032 -.019 -.210 .834

Inferencing -.011 .034 -.033 -.337 737

Raven’s CPM -.036 .021 -171 -1.693 .093

WMTB-C digit recall -.044 .024 -171 -1.844 .068

WMTB-C count recall .032 .020 138 1.587 115

***p < 001, *p < .01, *p < .05

R for regression was significantly different to@eF(10, 114) = 7.663, p < .001, with
R? at .402 and adjusted’Rt .350. One case was not well predicted by thiistion,
but the Cook’s distance suggested that this wasinduly affecting the model as a

whole.

35% of the variance in true/false reading comprsitoenresiduals was explained by

the predictor variables tested. Only two regressioefficients differed significantly
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from zero, word recognition (NARA-II) and syntactbility (TROG-2). The positive
beta values for these variables suggested thairehilwhose d-prime scores on the
true/false reading comprehension test were highan those predicted by their d-
prime scores on the true/false listening comprebartgst tended to have better word
recognition and syntactic abilities than thosedreih who performed less well on the
reading comprehension test than predicted fronr theiformance on the listening

comprehension test.

Table 18 shows results of a standard multiple s=go@ analysis with true/false

listening comprehension residuals as the critevamable.

Table 18: Standard regression analysis with trud#a listening comprehension

residuals as DV and language, memory and intelligervariables as predictors

Variable B SEB Beta t p Sr
(unique)

NARA-II accuracy -.003 .006 -.058 -.470 .639

Age .002 .026 .009 .095 925

BPVS-II .017 011 226 1.651 101

TROG-2 -.047 .036 -.166 -1.291 199

TOWK .010 .021 .060 445 .657

TRT .010 .037 .028 261 .795

Inferencing .037 .040 .106 .940 .349

Raven’s CPM .058 .025 276* 2.341 .021 .039

WMTB-C digit recall .030 .028 116 1.074 .285

WMTB-C count recall  -.044 .024 -.190 -1.881 .062

ek <001, **p < .01, *p <.05

R for regression was significantly different to @eF(10, 114) = 2.650, p < .01, with
R? at .189 and adjusted’Rit .117. Again, one case was not well predictedhisy
solution but, again, the Cook’s distance suggetstisdvas not a problem.

12% of the variance in residualised true/falseefisig comprehension was explained

by the predictor variables tested. Only one regpassoefficient differed significantly
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from zero, non-verbal intelligence (Raven’'s CPMhil@en whose d-prime scores
were better on the true/false listening comprelmnsest than expected from their
performance on the reading comprehension test ¢etadscore highly on non-verbal
intelligence. Those whose performance on the listecomprehension test was worse
than expected from their reading comprehensione o score poorly on non-verbal

intelligence.

Table 19 summarises the results of the standardssign analyses of the residualised
measures of true/false comprehension by showingetheariables identified as
unique, significant predictors of residualised ffalse comprehension. For the sake of
comparison, Table 19 also shows the variables iftehtin Study 1 as explaining
unique and significant variance in residualised sness of comprehension obtained

using standardised tests.

Table 19: Summary of standard regression analyshsvging beta coefficients for
variables predicting unique and significant variaecin residualised standardised

and true/false measures of comprehension

Variable Residualised Residualised Residualised Residualised
true/false true/false NARA-II LCTS listening
reading listening reading comprehension

comprehension comprehension comprehension

NARA-II accuracy .392%** AT - 426%**
Age

BPVS-II .263*
TROG-2 .360**

TOWK

TRT

Inferencing -.232** 297**
Raven’s CPM .276*

WMTB-C digit recall

WMTB-C count recall

***p < .001, *p < .01, *p < .05
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It can be seen that, having removed variance shaidéid true/false listening

comprehension, true/false reading comprehensiotint@d to be predicted by word
recognition and syntactic skills. Having removediamace shared with true/false
reading comprehension, additional variance in tals# listening comprehension was

explained by non-verbal intelligence only.

The pattern of results obtained is different foe 8tandardised and true/false tests.
Word recognition predicts residuals of reading coehpnsion whether standardised
or true/false tests are used. However, residualseading comprehension are also
predicted by syntactic ability when true/false $esif comprehension are used.
Similarly, only non-verbal intelligence is a uniqupredictor of listening
comprehension residuals when assessed using tseeffeeasures. The residuals of a
standardised measure of listening comprehensiomeVer, are uniquely predicted by

vocabulary and inferencing ability.

5.5.Discussion

The first aim of this study was to identify and quare those skills making
independent contributions to reading comprehenarmh to listening comprehension
when comprehension was assessed using true/false Tehese true/false tests had
been designed specifically to allow comprehensiorach modality to be compared
when materials and task demands were similar. €bensl aim was to identify those
skills making independent contributions to compredien in each modality after
controlling for comprehension in the other modalishen comprehension was
assessed using trueffalse tests. The third aimhefstudy was to explore the
relationship between these true/false tests of cengmsion and the standardised tests
used in Study 1 by comparing patterns of resultsinbd using both types of test.
Thus, in the following Discussion, results obtaineing the true/false measures are
explored, as well as their relationship to resalitained using the standardised tests.
The section ends with a brief note of caution camog the reliabilities of the
true/false tests.
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1. What skills account for unique variance in reati comprehension and which
skills account for unique variance in listening copnehension when true/false tests
are used? How do these results compare with thob&ined using standardised
tests of comprehension?

The first set of regression analyses showed thadimg comprehension, assessed
using a true/false test, was uniquely predictedMoyd recognition, vocabulary and
syntactic abilities. These were the same variathles had been found to predict
NARA-II reading comprehension in Study 1. True/éalstening comprehension was
found to be uniquely predicted by vocabulary and-werbal intelligence. These
variables had also been found to be unique pregictioperformance on the Listening
Comprehension Test Series. However, further unigu@nce in performance on the
Listening Comprehension Test Series had been peedoy inferencing ability.

The finding that inferencing was not a unique peaiof true/false comprehension in
either modality was interesting. If, as speculabedStudy 1, the importance of
inferencing in performance on the Listening Compredion Test Series was due to
the shared memory demands of the two tasks, itdvbalexpected that inferencing
would be a unique predictor of both true/falseelishg comprehension and true/false
reading comprehension. Both these tests make desrandomprehenders’ memory
skills because in neither can the text be refem@dat test. As far as reading
comprehension is concerned, therefore, it appéatsetven when memory demands
are shared by the reading comprehension test anohfisrencing test, inferencing is

not identified as a unique predictor of comprehemsiill.

The finding that inferencing ability predicts perftance on the Listening
Comprehension Test Series but does not predicoieaince on the true/false test of
listening comprehension is difficult to explain. heth comprehension tests, children
make forced-choice responses and questions ard adgkeh require inferences to be
made. Whilst in the true/false test all questiome af the true/false type, the
standardised test utilises some true/false questiod some multiple choice questions
which require children to select the correct resgoout of four possible options. The
use of truef/false questions to assess comprehemsisnbeen criticised (Cain &
Oakhill, 2006b), because, it is argued, childresbdlity to recognise inferences as

correct is not the same as their ability to gemenaterences spontaneously. Whilst
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Cain and Oakhill also make this criticism of tastglving multiple choice questions,
it may be that the more varied format of the questiin the Listening Comprehension
Test Series is simply more sensitive to childrexigity to generate inferences than a
test that is comprised entirely of true/false quoest

2. Which skills account for unique variance in comghension in each modality
after controlling for comprehension in the other ndality when using true/false
comprehension tests? How do these results comparté ¥hose obtained using
standardised tests of comprehension?

The second set of regression analyses showed wen using true/false tests,
reading comprehension continued to be predictedidnyl recognition and syntactic
skills after controlling for listening comprehensicAccording to the Simple View of
Reading, all systematic variance in reading comgmsiton should be explained by
listening comprehension and word recognition. Tas found in Study 1. In Study 2,
however, syntactic skills continued to predict aade in the reading comprehension
residuals, suggesting that the true/false testading comprehension makes demands
on comprehenders’syntactic skills over and aboesdhmade by the test of listening

comprehension.

It has previously been argued that the use of plioseatures in spoken language,
such as stress and intonation, greatly facilitHiesdetection of the syntactic structure
of the discourse (Rubin, 1980). The comprehensioa written text, it is argued,

requires a much more sophisticated level of symtatll than does comprehension
of the same text presented aurally (Adams, 1980¢. résults presented here provide

empirical support to these arguments.

The second set of regression analyses also shdwagdvithen using true/false tests,
listening comprehension was predicted by non-vedtwity only, after controlling
for reading comprehension. In Study 1, when stahised comprehension measures
were used, listening comprehension had continuetetgredicted by inferencing
ability and vocabulary knowledge. Although the fesdiffer in the two studies, what

is interesting is that in both studies listeninghpoehension appears to make demands

on comprehenders which are beyond those sharedreaiing comprehension. In
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neither study, therefore, is there evidence thsteding comprehension involves

exactly the same processes as reading comprehension

3. How might reliabilities of true/false tests affefindings?

Having discussed the results of the regressionyses) it is important to point out
that the split-half reliabilities of the d-primeases obtained on the true/false tests of
comprehension were not particularly high. This ssg that the tasks lacked
sensitivity. This is probably due to the fact thtzére were an insufficient number of
items from which meaningful data could be obtairiedyer (2001) has pointed out
that, when using the yes/no format of the Sent&wéication Technique, reliability
increases with number of test items. He has folmad, tvhen children are asked to
respond to 48 test sentences, reliability is inrivge .5 to .6, as in the current study.

However, when a 96-item test is administered, béitg is much improved at .8 to .9.

The poor reliability of the true/false tests usedthis study means that results
obtained from their use need to be interpreted vatte.

5.6.Summary of Studies 1 and 2

Findings from Study 1 suggested that Listening Cangnsion Test Series listening
comprehension made demands on comprehenders avexbane those shared with
NARA-II reading comprehension. Of particular irgst was the finding that listening
comprehension appeared to make extra demands loinect's inferencing ability. It
was speculated that this finding might simply reffllhhe demands made by both the
listening comprehension test and the inferencisg @@ children’s memory for text.
This explanation was tested in Study 2 when trisgftests of reading comprehension
and listening comprehension were used that madédasislemands on children’s
memory. Using these tests, it was found that cohgrsion in neither modality was
predicted by inferencing ability. This suggestedttthe importance of inferencing in
the standardised test of listening comprehensied us Study 1 was not due solely to
the shared memory demands of the two tasks. Nelest results from Study 2 have
to be interpreted with care. The true/false testsomprehension used have not been

standardised and do not have good reliability, seatigg that they lack sensitivity.
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Study 3 was conducted, therefore, to examine dijreébe relative contributions of
memory for explicit information and inferencing ktyi in performance on the

Listening Comprehension Test Series.
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Chapter 6.

Study 3: Memory for explicit information and inference
generation in listening comprehension

6.1.Introduction
Findings from Study 1 suggested that performanc¢herListening Comprehension

Test Series was strongly related to children’srerieing ability, having controlled for
a variety of cognitive-linguistic factors. Howevett, is possible that children
performing poorly on both the test of listening qoehension and the test of
inference generation do so because they have anpewiory for text that they have
heard. In Study 1 this possibility was not coriealifor.

As discussed in Section 3.4, investigations ofrtile of memory for text in reading
comprehension in children have proved inconclusiewever, there is no support
for the idea that poor reading comprehenders daihtike inferences solely because
they have poor memory for the text. Some studies Haund that good and poor
reading comprehenders differ on inferencing slegite not differing on memory for
literal information contained in a text (Cain & Gulk 1999; Oakhill, 1982; Oakahill,
Cain, & Bryant, 2003). Other studies have found th@od reading comprehenders
perform better than poor reading comprehenders westmpns requiring literal
memory for the text as well as on questions reqgitinference generation (Cain,
Oaknhill, Barnes, & Bryant, 2001; Oakhill, 1984).i€&t al. (2001) found, however,
that differences between good and poor reading cemepders in literal memory for
the text did not fully account for their differerscen inferencing ability. Similarly,
Oakhill (1984) found that when the text was madailable to poor comprehenders
they were able to answer questions requiring theextract literal information from
the text. However, their problems with questionguigng inference generation
remained. Thus, she concluded that poor compren€npl®blems with inferencing

could not be due simply to poor memory for theréiteontent of the text.

It could be argued that it is not surprising thatges investigating literal memory for

text and reading comprehension have not found osive evidence of a relationship
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between the two. In all but two of the studies nwdd above (Oakhill, 1982;
Oakhill, 1984) the groups of good and poor compnelees were selected on the basis
of their performance on a version of the NARA (M&RA-11) which allows children

to look back at the text to answer questions. Témahds on children’s ability to
remember explicit information from the text are rédfere low and children’s
performance on this test will not necessarily depen this skill. It seems likely that
performance on the Listening Comprehension TeseSearakes many more demands
on children’s ability to remember text than the N®&R. Similarly, because the test
of inferencing was administered aurally, it is lik¢hat this too makes demands on
children’s ability to remember text. Barnes, Denrasad Haefele-Kalvaitis (1996)
found that when 6- to 15-year-olds heard storibsjrtperformance on questions
requiring them to generate knowledge-based infe@®mecessary for text coherence
was predicted by their ability to answer questioetpuiring them to remember literal
information in the text after controlling for agk.is therefore quite possible that
children who perform well on both the Listening Quehension Test Series and the
test of inferencing used in Study 1 do so simplydose they have a good memory for

text that they have heard.

Whilst it is important to acknowledge the fact tmaémory for literal information
potentially plays a role in performance on testbath listening comprehension and
inferencing ability, it should not be assumed thatrelationship between memory for
explicit information and inferencing is straightfaard. Whilst it has been argued that
good memory for literal information may be necegstr inferencing to occur
(Barnes et al., 1996), it has also been argueditifiatencing which occurs during
encoding may itself potentially reinforce the meynoepresentation of the literal
propositions within a text (Perfetti, Landi, & Oakh2005). In other words, children
who generate inferences to form an elaborate ahdreat representation of the text

may, as a result, have a better memory for itsie@kgbntent.

A considerable amount of research evidence supfugsargument. In their seminal
work in the area, Bransford and Johnson (1972) esstgd that, in a free recall task,
comprehenders remembered few idea units from aarapfly meaningless text that
they had heard. Recall improved when participanégewfirst given a title (e.g.

“Washing Clothes”) or a picture which provided antxt for the text. When
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participants understood the context of the matettigly were able to make inferences
which related the material they were hearing tartigeneral knowledge and this
improved their comprehension of the material arertinemory for it. Other early
research conducted by Paris and Upton (1976) stegfyebat inferencing during
encoding improved memory for text in children. THewund that 20 minutes after
children had heard a short story, the best predaftthe number of idea units recalled
was the number of inferencing questions that hah lmswered correctly when the
story had first been heard. Similarly, Oakhill (#9&oncluded that good reading
comprehenders engaged in more inferential proogsdiman poor reading
comprehenders and that this improved their memaryiteral information contained
in the text. This conclusion was based on Oakhiifiging that, when the text could
not be referred to, poor reading comprehenders weese than good reading
comprehenders at answering both questions tappiegll information and those
requiring inference generation but, when the teatld be referred to, poor
comprehenders were worse than good comprehenderangtering questions

requiring inferencing skills only.

There is also evidence that encouraging inferenadaogng encoding improves

memory for the literal content of a text. Using lank-aloud procedure, which

required participants to say what they were thigkabout at the end of every
sentence, van den Broek, Lorch, Linderholm, and@sisn (2001) found that readers
who were told that they would be examined on a peatiuced, as they were reading,
more inferences to improve text coherence thanggaaihts who were told to read the
text for enjoyment only. Participants were askectamplete a free recall task and
duplicate the text as closely as possible. Thosthénexam condition remembered
more than those in the enjoyment condition. Thé@st argued that those in the
exam condition had adopted higher “standards otmite” when reading the text
which had improved their understanding and memoryitt Similarly, Laing and

Kamhi (2002) found that when children were asketsten to stories using a think-
aloud procedure, their performance in a recall W@k higher than when they listened
to the stories straight through. The authors arghetl this was because the think-
aloud procedure encouraged the generation of iméee and the creation of more

coherent text representations.

119



Long and colleagues (Long & Prat, 2002; Long, Wilsblurley, & Prat, 2006) have
provided further evidence that different compreleadend to construct qualitatively
different types of representation of a text whiehd to different memory experiences
of it. In a series of experiments, memory for Blenformation presented in a text was
assessed using recognition measures. Readers whdidpa levels of knowledge
about the topic of a text were more likely to repmmsciously recollecting a sentence
from the text than readers with little relevant kground knowledge. Long, Johns,
and Jonathan (submitted) argue that this pattepedbrmance reflects the fact that
high knowledge readers are able to use backgroumumvlkdge to engage in
associative processes when reading. They buildvorkied” representations in which
ideas are linked across the text and with exikmgwledge. Low knowledge readers
are unable to make connections between the texthad previous knowledge and
their representation of the material is therefdrst-tike” and unable to support the

conscious recollection of test items.

The research presented here suggests that andundie tendency to generate
inferences itself affects their ability to remembeaterial that is explicitly stated in a
text. However, not all studies have found this.rdantioned previously, a number of
studies have found that good and poor reading cengmders do not differ on
memory for literal information contained in a téat do differ on inferencing skill

(Cain & Oakhill, 1999; Oakhill, 1982; Oakhill, Cai& Bryant, 2003). This finding is

hard to explain if inferencing during reading leddsthe development of stronger
memory representations of literal information. Rertmore, Omanson, Warren, and
Trabasso (1978) found that manipulations which eobéd the number of inferences
made by children did not affect their ability toca#l explicit information. In their

study, children aged 5 and 8 listened to one adehrersions of a story. In one, no
mention was made of the protagonist’s motives whitsthe others, the protagonist
had motives that were either socially desirablsamially undesirable. After hearing
the story, children freely recalled what they haghrd before they were asked
guestions requiring the generation of inferendesak found that when children were
provided with information about the protagonist’stives their ability to answer the
inferencing questions improved. However, their igbito recall material that was

semantically equivalent to the propositions thatythad heard was unaffected. This

120



led Omanson et al. to conclude that memory foriegéxt is not enhanced through

inferencing.

6.2.Summary of aims
The aim of Study 3 was to clarify the relationshigtween memory for explicitly

stated information, inferencing ability and perfame on the Listening
Comprehension Test Series.

In Study 1, performance on the Listening Compreiloen$est Series was found to be
predicted by vocabulary, non-verbal intelligencel anferencing skill. The role of
memory for explicit information, however, was naptred. Thus, the first question
addressed in Study 3 was whether or not memorgpticit information explained
variance in listening comprehension after contngllfor vocabulary and non-verbal
intelligence. Although findings from the researtkrhture are mixed concerning the
role of memory for explicit information in readir@pmprehension, it was predicted
that memory for literal material would predict &sing comprehension.

Although Study 1 found inferencing ability to beyeedictor of performance on the
Listening Comprehension Test Series, the possilitiat children performing poorly
on both the test of listening comprehension anddbkeof inference generation did so
because they had a poor memory for text had not loeatrolled for. Thus, the
second question addressed in Study 3 was whethetithe ability to answer
guestions requiring inference generation continteedxplain unique and significant
variance in listening comprehension after contngllfor memory for literal material.
It was predicted that if the relationship betweeastehing comprehension and
inferencing was not due solely to the shared mentamyands of the two tasks,
inferencing would continue to explain variance istdning comprehension having

controlled for memory for explicit information.

The third question addressed was whether or notanefor literal material in a text
explained variance in listening comprehension aftatrolling for inferencing ability.
If children with better inferencing skill construntore elaborate representations of

text resulting in better access to explicit matertavould be expected that memory
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for explicit information would not explain additiah variance in listening

comprehension having controlled for inferencinglski

6.3.Method

Design

Study 1 suggested that vocabulary and non-verbalvé®e unique predictors of
performance in the Listening Comprehension TesieSefThese variables were,
therefore, included as control variables, as was. dgvo hierarchical regression
analyses were conducted in which performance ohigtening Comprehension Test
Series was the criterion variable. In the firstlgsia, control variables were entered
on the first step, memory for literal informatiorasventered on the second step, and
the ability to answer questions requiring inferegeeeration was entered on the third

step. In the second analysis, steps two and theee reversed.

Participants
A new sample of children from two Calderdale prignachools took part in this

study. According to the most recently published DEB reports, both schools were
attended predominantly by White British childrenttwia very small number of
children from other ethnic backgrounds. Both scholehd a lower than average
number of children on free school meals. One of shkools had a higher than
average number of children with a Statement of Bpdeducational Needs. Both
schools followed the National Curriculum.

As in the previous studies, this study aimed tceestigate the predictors of listening
comprehension across a range of abilities, typtahose that might be found in a
primary school classroom. Thus, the sample wasnagdatively unselected: whole
year groups were assessed. The only children whe ma included were those with
a statement of Special Educational Needs due toaiteadifficulties. Children who

needed to wear glasses to correct their eyesight wsked to do so whilst being

assessed on any measure using visual stimuli.
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As in the previous studies, children were asseeghbdr in the last term of Year 3 or
in the first term of Year 4The final sample included 79 children, 48 of whoerevin
Year 3 at the time of testing, whilst 31 were ina¥d. The age-range of the children
was 7 years, 10 months to 9 years, 0 months.

Study variables and measures

Each child was administered a battery of testss Tihcluded the test of listening
comprehension used in Study 1 as well as testhefvariables identified as its
predictors, vocabulary, non-verbal 1Q and inferemg@amneration ability. A test of
memory for explicitly stated material was also awistered. A list of the tests used is
given below, as well as a description of the téshi@rencing and memory for literal

information.

Listening comprehension

As in Study 1, this was assessed using the Ligge@lomprehension Test Series
(Level C) (LCTS: Hagues, Siddiqui, & Merwood, 1999)

The test was administered to the whole class aowptd the guidelines given in the

test manual.

Receptive vocabulary

As in Studies 1 and 2, this was assessed usingettend edition of the standardised
British Picture Vocabulary Scale (BPVS-II: Dunn, iy Whetton, & Burley, 1997).

Children were assessed individually according ® itistructions given in the test

manual.

Non-verbal IO

As in Studies 1 and 2, this was assessed usingnRa@eloured Progressive Matrices
(CPM: Raven, Raven, & Court, 1998).

Children were assessed individually according ® itstructions given in the test

manual.
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Off-line inference generatiorand memory for explicitly stated information
These variables were assessed using the task ddws®akhill (1984). In Study 1,
Oakhill's task was adapted so that children weked®nly those questions requiring

them to make knowledge-based, gap-filling inferenddowever, in the original
version of Oakhill’s test, children also had towes questions which required them
to remember information stated explicitly in thgttdn Study 3, these questions were

re-introduced into the test.

Children were assessed individually. They listetedhe same four short passages
which were used in the test of inference generaitioStudy 1. Each passage was
followed by eight questions. The answers to fourtlodse questions were stated
explicitly in the text whilst the remaining four gstions required children to generate
knowledge-based inferences. All children heardagihestions in the same order. As in
previous research (Cain, Oakhill, Barnes, & Bry&®01), the order of the questions
was chosen to reflect the order in which informatwas presented in the text.

Furthermore, for each story, questions alternattsvden those requiring inference

generation and those requiring memory for expiidibrmation, as it has been argued
that primacy or recency advantages for one typguettion should be avoided (Paris
& Upton, 1976). An example of a story from the tesshown in Table 20 and a copy
of the full test is given in Appendix 6.
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Table 20: Example story from the test of inferengimbility and memory for explicit

information

Tim and the Biscuit Tin

Tim waited until he was alone in the house. They@dund he could hear was his
father's axe on the logs in the shed. Tim lookedlithe rooms again, to make sure
his mother was not there. Then he pushed a chairtovthe sink which was full of
dishes. By climbing onto the edge of the sink, beld just reach the biscuit tin. The
tin was behind the sugar. Tim stretched until mgédrs could lift up the lid. Just as

he reached inside, the door swung open and theod &is little sister.

1. Why did Tim want to be alone in the house? (krfieing) So he could
steal/get/eat the biscuits. So he wouldn’t be cHtgd off

2. Where was Tim'’s father? (Memoty) the shed

3. What was Tim’s father doing? (Inferencir@)opping/cutting logs/wood
4. What was in the sink? (Memorfishes/bowls/washing-up

5. How did Tim climb onto the sink? (Inferencingy pushing a chair over to the
sink and standing on it. By using/standing on aircha

6. Where was the biscuit tin? (MemoBghind the sugar

7. What room was Tim in? (Inferencinigitchen

8. What happened as Tim reached inside the tinn@dhg His little sister came in

door swung open

Children’s responses to the questions were notetafier scoring. As in Study 1, the
inferencing questions were only scored as corffechiidren had demonstrated that
they had spontaneously gone beyond the informalianthey had been given to draw
an appropriate inference. Memory questions wereesicas correct if children gave
the exact wording of the text or used close synanwhich retained the meaning of
the original material (e.g. “washing-up” was aceebfor “dishes” in example above).
This approach has been used in previous reseaatis @& Lindauer, 1976). A list of
responses accepted as correct is given in Appehdisecond rater scored 40% of
the sample using this rubric and inter-rater agexgmnwvas found to be very high on
both inferencing questions (agreement on 97.7%teyhs) and memory questions
(99.4%).
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Split-half reliability for the inferencing test (8arman-Brown correction) was

calculated as .61, whilst for the memory test iswalculated as .84.

Any concerns that performance on the test is cam&d by a child’'s general
knowledge should be ameliorated by the fact thatabalary, a close correlate of
general knowledge (Cunningham & Stanovich, 199119Rg & Swanson, 2003), was
also assessed in this study. Therefore if a relatipp between knowledge-based
inferencing and comprehension is identified whishndependent of the relationship
between vocabulary and comprehension, it can bemeess that the ability to use

knowledge to generate inferences is itself involwvedomprehension.

Procedure

The tests of vocabulary, non-verbal intelligencel amferencing and memory for
explicit information were carried out with childremdividually in a quiet area of the
school. They were all administered in the samei@esghich lasted approximately
30/40 minutes.

The Listening Comprehension Test Series (Level &} wdministered to the whole
class over two half-hour sessions, normally sepdrdty about a week. The first
whole class session was held after each child batpleted their individual session,
so that all the children felt at ease with the aesleer.

6.4.Results

Sample size
An a priori power analysis was conducted to determine the lgasipe required to

test the multiple correlation. A medium-sized rielaship between the predictors and
the criterion variable was assumed (2 = .15). Resuggested that a sample size of
92 was required. Similarly, a minimum sample siz8®is suggested by Tabachnick
and Fidell (2007) for testing a multiple correlatigiven five predictor variables (N >
50+40). The actual sample size obtained (N = T@)effore, fell a little short of the

value suggested for testing the multiple corretatio
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There was a very small amount of missing data (D.8#tich was dealt with by

excluding cases listwise from the analysis.

Data preparation

The data was subjected to rigorous data screensghiararchical regression

techniques were to be used in the analysis.

Investigation of univariate distributions

Initial analyses were conducted to identify uniggei outliers and atypical
distributions. No cases were identified as out/iees no case had a score on any
variable that was greater than 3.29 standard demstbove or below the mean score

for that variable.

Visual inspection of histograms and expected norprabability plots for each
variable suggested little deviation from normalialues for skew and kurtosis were
obtained and were found to be between +1 and -Edch variable except for age,
which had a value for kurtosis which was < -1. &wihg procedures outlined by
Tabachnick and Fidell (2007) and adopting the recended conservative alpha level
(.01), this kurtosis was not found to be significen= 1.942, p >.01).

Investigation of multivariate distributions and réduals

To screen the data for multivariate outliers andest assumptions of normality,
linearity and homoscedasticity of residuals, artighistandard multiple regression
analysis was run with performance on the Lister@mgnprehension Test Series as
criterion variable and age, vocabulary, non-veibh&lligence, memory for explicit

information and inferencing ability as predictoriahles.

The Mahalanobis distance for each case was obtainddevaluated using the chi-
square distribution. With the use of a p<.001 dotg none of the cases had a value
of critical chi square in excess of 20.515 (5 IY’s¢. no multivariate outliers were
detected. Cook’s distance was also requested fir ease. No cases were found to
possess a Cook’s distance greater than 1, i.e.ase appeared to exert undue

influence on the results.
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Outliers in the solution, cases for which scorestloe DV were poorly fit by the
regression equation, were requested. No cases foenel to have a standardised
residual which was greater than +3 or lower thgni.e8 no outliers in the solution

were identified.

Normal probability plots and scatterplots of préelit values of the DV against
standardised residuals were obtained to examingheh®r not there were major
deviations from normality, linearity and homoscditdty. No deviations were
identified.

Descriptive statistics

Because ages of participants were noted, age teuiddependently controlled for in
the hierarchical regression analyses that follotwis raw scores were used for all
measures. Table 21 shows the descriptive statisbtasined for each measure using

these raw scores.

Table 21: Means and standard deviations for all 8u3 measures (raw scores)

Measure N Mean SD Skew Kurtosis
LCTS comprehension 78 24.51 5.21 -.567 217
Age 79 100.86 3.99 -.081 -1.070
BPVS-II 79 88.37 10.844 A17 .569
Raven’'s CPM 79 27.54 4.063 -.284 -.349
Inferencing 79 8.94 2.705 -.183 -.358
Explicit memory 79 9.78 3.608 -.323 -.582

Key: LCTS comprehension — Listening comprehensiomfthe Listening Comprehension Test Series;
Age — chronological age in months; BPVS-II — BiitiPicture Vocabulary Scales (Second Edition);
Raven’'s CPM — Raven’s Coloured Progressive Mari¢E98 Edition); Inferencing — Correct

inference responses (Max = 16); Explicit memoryofr€ct memory responses (Max = 16).

Hierarchical regression analyses

Two hierarchical regression analyses were condudtee purpose of the first was to

ascertain whether inferencing ability continued explain variance in listening
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comprehension having controlled for age, vocabulagn-verbal intelligence and
memory for literal information. The purpose of tbecond was to find out whether
memory for literal information itself made a unigw®ntribution to listening

comprehension having controlled for age, vocabulagn-verbal intelligence and

inferencing skill.

Bivariate correlations (two-tailed) between the iaflles were firstly obtained to
check for evidence of multicollinearity between tredictor variables. Results are
shown in Table 22. Because of the number of cdrogls, a Bonferroni correction

was applied, giving a criterion for significancepsf.0033 (.05/15).

Table 22: Correlations between Study 3 measures

Variable 1 2 3 4 5 6

1. LCTS comprehension - 155 .630**  .410**  .588*  524**
2. Age - 267 221 .008 .089
3. BPVS-II - 512** A493** A434**
4. Raven’'s CPM - A17 174
5. Inferencing ability - .634**

6. Explicit memory -

*p<.001
*p<.003

Investigation of the correlation matrix shown inbl&a 22 suggested no evidence of
multicollinearity between the predictor variablékne of the correlation coefficients

for relationships between predictor variables ededehe value of .80.

Results of the hierarchical regression analysesshoavn in Table 23. Listening
comprehension, as measured by performance on #tening Comprehension Test
Series, was the criterion variable. In both anaysee, vocabulary (BPVS-II) and
non-verbal intelligence (Raven’s CPM) were enteoedthe first step. In the first

analysis, memory for explicit information was eettron the second step and
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inferencing ability was entered on the third stepthe second analysis this order was

reversed.

Table 23: Hierarchical regression analyses with L&Tistening comprehension as

the criterion variable

. : Sig
Variable B SE B Beta t Sigt AR? AR?
Step 1
Age -.034 122 -.026 -.275 .784
BPVS-II 275 .051 574 5.420 <.001
Raven's CPM 155 133 122 1.165  .248 408 <.001
Step 2
Age -.024 114 -.018 -.207 .836
BPVS-II .203 .052 425 3.916 <.001
Raven's CPM .180 125 142 1.442 153
Explicit memory 454 134 .316 3.395 .001 .081 .001
Step 3
Age .020 110 .015 .180 .857
BPVS-II 147 .053 .307 2.752  .007
Raven’s CPM .236 121 .185 1.948 .055
Explicit memory .226 151 157 1.490 141
Inferencing .604 214 315 2.819 .006 .051 .006
Step 2
Age .029 111 .022 .259 .796
BPVS-II 157 .054 327 2.925 .005
Raven’s CPM 243 122 .190 1.990 .050
Inferencing 75 182 404 4249 <001 .117 <.001
Step 3
Age .020 110 .015 .180 .857
BPVS-II 147 .053 307 2.752  .007
Raven's CPM .236 121 .185 1.948 .055
Inferencing .604 214 315 2.819 .006
Explicit memory 226 151 157 1.490 141 .014 141

When age, vocabulary (BPVS-Il) and non-verbal ligehce (Raven’s CPM) were

entered on the first step, they accounted for 4008%e variance in performance on
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the Listening Comprehension Test Series(3, 74) = 16.968p < .001. Only the

regression coefficient for vocabulary differed sigrantly from zero at this step.

In the first analysis, memory for explicit inforn@t was entered into the regression
model at Step 2 which resulted in the explanatibram additional 8.1% of the
variance in listening comprehensidhchange (1, 73) = 11.52¢,= .001. The total
variance explained by the model as a whole at rildeoé Step 2 was 48.8%, (4, 73)
=17.418)p < .001. Two regression coefficients differed sigaintly from zero at this
step, vocabulary and memory for explicit informatié\t Step 3, inferencing ability
was entered into the regression equation and amicadd 5.1% of the variance was
explainedF change (1, 72) = 7.94p,= .006.

In the second analysis, inferencing ability waseesd into the regression model at
Step 2. This resulted in the explanation of an tamtal 11.7% of the variance in
listening comprehensiork; change (1, 73) = 18.05p, < .001. The total variance
explained by the model as a whole when inferenbid) been entered at Step 2 was
52.5%,F (4, 73) = 20.171p < .001. Two regression coefficients differed siigaintly
from zero at this step, vocabulary and inferenahijty, and the unique contribution
of non-verbal intelligence approached significan®¥&hen memory for explicit
information was added to the regression model ap St there was no significant
increase in the variance in listening comprehensixplained,F change (1, 72) =
2.219,p=.141.

Obviously, for both analyses the final model was #ame. The total variance
explained was 53.9% (adjust&d = 50.7),F (5, 72) = 16.850p < .001. Only two

variables were unique, significant predictors ire thnal model, vocabulary and
inferencing ability, although the contribution obmverbal intelligence approached

significance.

These results show that the ability to answer gquestrequiring inference generation
accounted for significant variance in listening @wahension even after controlling
for memory for explicitly stated information. Relcaf explicitly stated information,

however, did not explain further variance in listgn comprehension after the

contribution made by inferencing ability had beekein into account.
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6.5.Discussion
This study aimed to explore the relationship betwederencing skill, memory for

explicit information and listening comprehension bgdressing three questions.
These were explored by conducting two hierarchiegtession analyses. In both of
these analyses the control variables of age, véagband non-verbal intelligence
were entered on the first step. In the first analymemory for literal information was
entered on the second step and inferencing akibty entered on the third step. In the

second analysis these last two steps were reversed.

The first question was whether or not memory fag #xplicit content of a text

explains variance in listening comprehension hawnogtrolled for vocabulary and

non-verbal intelligence. Results presented abowewsthat, as predicted, when
entered after the control variables, memory farét information does predict unique
variance in listening comprehension ability. Conade results have been found in
some studies of reading comprehension which fiatl ¢hildren who are poor reading
comprehenders have a poorer literal memory forxattean children who are good
reading comprehenders (Cain, Oakhill, Barnes, &Bty2001; Oakhill, 1984).

The second question was whether or not the relgtipridentified in Study 1 between
performance on the Listening Comprehension TeseSand performance on the test
of inferencing simply reflects the shared memorsndeds of the two tasks. This was
addressed by investigating whether the abilityrtewaer questions requiring inference
generation continues to explain unique and sigmific variance in listening
comprehension after controlling for memory for ritle material. Results presented
above show that inferencing ability does continaeexplain variance in listening
comprehension having controlled for memory for etpinformation. In other words,
the relationship between listening comprehensiahiaferencing ability is not wholly
explained by variance that inferencing skill shaxés the ability to remember literal
information from a text. This is consistent withepious findings from the reading
comprehension literature which have found thated#ihces between the inferencing

skills of good and poor comprehenders cannot bg &dplained by differences in
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memory for explicit information (Cain, Oakhill, Bas, & Bryant, 2001; Oakahill,
1984).

The third question was whether or not memory figrdil material in a text explained
variance in listening comprehension after contngllfor inferencing ability. Results
presented above show that memory for explicit mfation does not explain
additional variance in listening comprehension hgwontrolled for inferencing skill.
The relationship of listening comprehension with #bility to recall explicitly stated
information is mediated entirely by its relationshwith the ability to answer

guestions requiring the generation of inferences.

The results presented here suggest that individiff@rences in memory for explicit
information cannot explain individual differencesinferencing skill. Children who
demonstrate similar ability to recall explicitlyagéd information may differ in their
ability to answer questions requiring inferenciktpwever, individual differences in
inferencing ability appear to explain individuaffdrences in the ability to remember
explicit information. A child with good inferencingkills will necessarily have good

memory for explicit text information.

These findings are consistent with the view, désgdiin the introduction to this
chapter, that children who engage in inferentiaicpssing as they listen to a text
create a semantically rich, coherent representatidhe material which enables them
to access both explicit and inferred informationiest (Oakhill, 1984; Paris & Upton,
1976; Perfetti, Landi, & Oakhill, 2005). Childrenhev do not engage in such
inferential processing at encoding may still stgm®positions from the text in
memory, but their representations will be “listdikand, although they may be able to
recall explicit information, inferred informationilvbe unavailable to them. These
children may be able to recall the same amountexfl information as children with
more “networked” representations but they will i able to answer the same

number of inferencing questions.

Whilst the findings of Study 3 are consistent witie view that inferencing during
encoding aids performance on questions requirintph aference generation and

literal memory for text, it is important to acknaalge that an alternative explanation
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is also possible. There is no concrete evidencethi®achildren in this study make
inferences as they listen to the text. Some autlmenge argued that very few
inferences are made at encoding and that most ade strategically at test (McKoon
& Ratcliff, 1992). According to this view, having@ess to a memory representation
of the explicit information at test is a necessawgdition for inferencing to occur but
not a sufficient one. The best comprehenders argetlchildren who can remember
explicitly stated material and generate elaborainferences at test. Children who
recall the same amount of literal information wilbt necessarily possess the same
inferencing skill. Therefore, individual differerecén memory for explicit information
cannot explain individual differences in the ailib answer inferencing questions.
However, because memory for explicit informatiom iprerequisite for inferencing to
occur, the test of inferencing itself assessesdamnls memory skills. Hence,
individual differences in performance on the inferi@g test would explain individual
differences in the ability to remember explicitarhation. As can be seen, therefore,

this alternative explanation fully accounts for tkeults found.

6.6. Summary of Study 3
The results of this study show that the importamiceferencing skill in performance

on the Listening Comprehension Test Series is netahtirely to the shared memory
demands of the two tasks. Whilst this is an imgoatrfinding, it is not clear whether
inferencing generally occurs at encoding or at,tesid the exact nature of the
relationship between inferencing and memory forieitpnformation is still unclear.
The reason why it is impossible to distinguish ledwthe two possible explanations
of the findings given above is that the test oéiehcing used was an off-line test, i.e.
it was administered after rather than during enogdiOff-line tasks cannot
discriminate between inferences drawn during atel giresentation of material. The
aim of Study 4, therefore, was to explore the i@tathip of listening comprehension

with the on-line generation of inferences.
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Chapter 7.

Study 4: On-line inferencing and listening comprehesion

7.1.Introduction
Findings from Study 3 suggested that the relatignbletween performance on the

Listening Comprehension Test Series and performamtean off-line test of
inferencing ability did not arise solely becauselef shared memory demands of the
two tasks. Having a memory for explicitly statecdbmositions in a text does not
appear to guarantee inferencing success. It was falsnd that children who can
inference successfully necessarily have good litenamory for the text. Two
potential explanations for these findings were psgal. The first explanation was that
children who were good comprehenders engaged enen€ing whilst listening to the
text to form a rich, elaborated, “networked” re@mtstion of the material in the text.
Children who were poor comprehenders did not engagextensively in inferential
processing and their representations were moréeli#tes’. The children with more
“networked” representations were more able than sdéhowith “list-like”
representations to answer questions requiring enfa generation and questions
requiring memory for explicitly stated propositioridhe second explanation, equally
compatible with the data obtained, was that childilel not generate the inferences
until they were asked the questions. A good repitesen of the literal propositions
of the text was, according to this explanation,eaessary but insufficient condition
for inferencing to occur. Better comprehenders waneply better at inferencing at
test. For example, in one of the stories usedeniriferencing test, children heard the
sentence “It was the flapping of wings” and werkeas“What creature was making
the noise?” It was not clear whether children givthe correct answer had actually
inferred the creature was a bird as soon as théyhbard the relevant sentence in the
story (as suggested by the first explanation gafeove) or whether they had inferred
it only when they were asked the question (as stgdeby the second explanation).
Singer (1976) referred to these possibilities adefience-on-Input” and “Inference-
Later” respectively. The fact that the test of mefecing used was an off-line test

meant that it gave no information as to when tlierences were generated.
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It was important to distinguish between these twplanations. Performance on the
inferencing test was shown to be an important ptedof listening comprehension in
Studies 1 and 3. To understand more fully the eatirthe demands that listening
comprehension makes on inferencing skill, Study as wonducted to investigate
whether or not listening comprehension is assatiat¢h inferencing that occurs at

encoding, as material is heard.

As mentioned in Chapter 3, there is a huge amotirdebate within the reading
comprehension literature regarding the amount fe#rémtial processing that occurs
“on-line” during encoding. Whilst it is generally}c@pted that on-line inferencing
occurs in order to maintain text coherence, theréttle consensus as to what this
actually means. Proponents of the “minimalist” vieavgue that coherence is only
important at a local level and that minimal infesirg, such as pronoun resolution,
occurs during encoding. According to this view, magerencing occurs at test and is
the result of retrieval operations which act oniaimalist representation of the text in
memory (McKoon & Ratcliff, 1992). Other authors atl@ “constructionist” view
and argue that global coherence is striven for e as local coherence (Graesser,
Singer, & Trabasso, 1994). Graesser et al. (19%)e hidentified 13 types of
inference, six of which they believe to be geneatatautinely during encoding. Such
inferences include, for example, the goals andvattns of characters in a story and
the causal relationships between events. To idtstthe difference between the
minimalist and constructionist positions, McKoondaRatcliff (1992) refer to the
seminal work of Bransford, Barclay, and Franks @9These early researchers, who
adopted a strong constructionist approach, arduadathen participants heard “Three
turtles rested on a floating log, and a fish swandath them”, they automatically
encoded the inference that the fish swam benea&tHotlh as part of their situation
model of the text. The minimalist position is thiis inference would not be
automatically encoded because it would not be macgdor local text coherence.
Instead, participants would incorrectly “recognisieé foil “Three turtles rested on a
floating log, and a fish swam beneath it” due taKveard processes occurring on
hearing the foil. Recently, attempts have been made to integratémbepositions.
For example, Long and Lea (2005) have argued tmat“search after meaning”
requires both automatic, passive processes adwbbgtthe minimalist approach and

a strategic effortful evaluation of activated infation and its integration into the
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situation model. Van den Broek, Rapp, and Kend&f®%j) invoke the concept of
“standards of coherence” which vary both betweeadees and within readers
according to their reading goals. They argue thitrmation activated automatically
is evaluated with respect to the comprehendersidstals of coherence. If activated
information does not satisfy these standards, reffeetful, strategic processes will

be employed.

Several authors have used findings from studieslwmng off-line tests to argue that
knowledge-based inferences are generated on-lieeis RFand Lindauer (1976)
compared the ability of a cue to facilitate theateof a sentence when the cue was
either an explicitly stated or implied instrumerittbe sentence. For example, they
compared the ability of the word “broom” to cueakof the sentences “Her friend
swept the kitchen floor” and “Her friend swept #iechen floor with a broom”. Paris
and Lindauer found that for 11-12 year-olds, but 6&/ year-olds, the cue was
equally effective at prompting recall whether idhaeen stated directly or implied.
Similarly, Paris, Lindauer, and Cox (1977) foundttior 11-12 year-olds, but not 6-7
year-olds, a cue which was a consequence of arsenfacilitated sentence recall
whether the consequence had been explicitly stateéde sentence or implied. The
authors concluded that the older children were sp@ously generating the inferred
instruments and consequences at encoding. Otheorauthowever, have argued that
this conclusion is incorrect. Corbett and Dosh&7@), for example, found that an
instrument cued recall for a sentence even whemag unlikely that it had been
inferred at encoding because another instrumenbbad mentioned explicitly. These
authors argued that recall is facilitated by a gkl association between the cue and
the sentence and that inferences are made noherbiit at recall after hearing the

cue.

The limitation with the use of off-line tests isathalthough an attempt can be made to
infer what is happening on-line from the resultss tinformation is not provided
directly. The direct investigation of the generatiof inferences during encoding
requires the use of on-line techniques which meaptscessing as it actually occurs.
One such techniqgue measures naming latencies swdsing this technique, Potts,
Keening, and Golding (1988) showed that words wmieed by short passages

which prompted them as inferred consequences. émuntbre, such priming only
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occurred when the inferred consequences were ragess coherence and provided
an explanation for the content of the passagesrdntes such as these are referred to
in the literature as “bridging” or “backwards” imémces. Potts et al. found that when
the inferred consequences were not necessary taiexpxt events but were instead
“forward” or “predictive” inferences they were nptimed. For example, the word
“broke” was primed by the passage “No longer abledntrol his anger, the husband
threw the delicate porcelain vase against the vtatlost him well over one hundred
dollars to replace the vase.” In order for the tsemtences to make sense, it was
necessary for the comprehender to infer that tise veas broken. The word “broke”
was not primed, however, following the passage Itwer able to control his anger,
the husband threw the delicate porcelain vase sgtie wall. He had been feeling
angry for weeks, but had refused to seek helpthis case, whilst it is quite possible
that the vase was broken, it is not necessaryfey this in order for the passage to
make sense. This inference is more “optional”. $ettal. concluded that inferences
were generated on-line but only when they were ssz0g to make sense of preceding
propositions.

A further on-line technique that has been usedvestigate inferencing is the lexical
decision task. In this task, participants havedoide whether a letter string is a real
word or a nonsense word. Till, Mross, and Kints@éB88) used this technique to
investigate priming of words which were thematigaitlated to short passages. For
example, participants read “The townspeople wereazach to find that all the

buildings had collapsed except the mint. Obvioug#hhad been built to withstand

natural disasters.” They then had to make a lexiealsion to a target item which was
either a thematically-appropriate inference, egarthquake”, or an inappropriate
topic word, e.g. “breath”. By comparing decisiorielzcies to words which were

topical inferences and to words which were unreldatethe preceding propositions,
Till et al. were able to demonstrate that primioghe inference words, relative to the
inappropriate words, did occur, but only afterradgiof 1000msec had elapsed from

the end of the passage.

The studies mentioned above have looked at thénengeneration of inferences in
groups of mixed comprehension ability. Of particulsterest to the current study,

however, is research which has used on-line tedesiqgto identify individual
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differences in on-line inference generation. Lo®gpy, and Seely (1994) compared
the performance of skilled and less skilled comprelers on the task devised by Till
et al.. They found that skilled comprehenders redpd faster to appropriate than to
inappropriate inference words when only 500ms hagsed from the end of the
passage. Less skilled comprehenders, however,aidespond faster to appropriate
topic words even after 1000msec had elapsed. Tase however, evidence that the
less skilled comprehenders did construct accuratgence-level representations.
There was also evidence that the less skilled cengmders were able to make the
correct knowledge-based inferences when asked oi#tiyplio do so. The authors
concluded that skilled comprehenders engaged iimerknowledge-based inferential
processing whereas less skilled readers did notg led al.’s findings were replicated
by Hannon and Daneman (1998).

Very few studies have investigated any aspect ddirgm’s comprehension using on-
line techniques. Nation and Snowling (1999) usedaarally administered lexical
decision task to compare semantic priming in good g@oor comprehenders.
Similarly, they used a naming latency task to comhe reading of irregular words
by good and poor comprehenders. Specifically, thegstigated the extent to which
irregular word reading was supported by semantizion & Snowling, 1998b) and
facilitated by sentence context (Nation & Snowlii®98a). These studies suggest
that on-line tests can be devised which are seasit individual differences in

children’s comprehension ability.

An investigation into children’s on-line inferengeneration, using sentence reading
time as a measure of on-line processing, has beeducted by Casteel (1993). He
found that children spent longer reading a sent&rtan it was necessary to generate
an inference to link the material in the sentendd wreviously presented text than
when inference generation was unnecessary. For@gachildren read either “Amy
and her friends had a slumber party. Amy'’s fatlodst them a ghost story. The girls
had never heard the story” or “Amy and her friehdd a slumber party. Amy’s father
told them a ghost story. The story scared all efghils”. The time taken by children
to read the sentence “The girls left the light dnngght” was measured following
each passage. Casteel found that children spegeiorading the test sentence when

it followed the first passage than when it followdde second passage. He
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hypothesised that this was because children reatimdirst passage generated the
inference that the girls were scared when they ithadtest sentence in order to

provide a causal link between material in the pgesend the test sentence.

Evidence from Casteel's study suggests that cmldie generate knowledge-based
inferences on-line whilst reading when such infeemnare necessary to make causal
links between text propositions. However, it doest meveal any information
concerning individual differences in the tendenoydgenerate inferences on-line.
Furthermore, the study did not explore the relatom between on-line inferencing
ability after taking into account other predictaribles known to be important in
reading comprehension in children. To date, altlists of individual differences in
children’s comprehension which have consideredrémeing ability alongside other
predictor variables have used off-line measurasfefencing skill (Cain, Oakhill, &
Bryant, 2004). Recently, it has been argued thatis$ of individual differences in
comprehension in children should incorporate messwf the ability to generate
inferences on-line (Kendeou, Bohn-Gettler, Whiteya den Broek, 2008).

7.2.Summary of Aims
Findings from Studies 1 and 3 suggested that @mnldrperformance on an off-line

test of inference generation was an important ptediof performance on the
Listening Comprehension Test Series. The aim oflystiwas to examine whether
performance on the Listening Comprehension TeseSeras related to the ability to
generate on-line knowledge-based inferences. Basetindings from the reading
comprehension literature, it was hypothesised thate would be a relationship
between listening comprehension ability and thedéeesy to generate inferences
whilst listening. Data was collected from the cheld taking part in Study 1 who had
already been assessed on a large number of variatgatified in the literature as
being related to comprehension. This meant thabuldha bivariate correlation
between listening comprehension and on-line inf@renbe identified, there would
be the opportunity to investigate, through regassinalysis, whether or not on-line
inferencing made a unique contribution to listencognprehension having controlled

for other cognitive-linguistic variables.
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7.3.Method

Design
The study was correlational in design. A lexicatid®n task was used in which

children heard sentences followed by a letter gtand were asked to decide whether
or not the letter string was a real word. For eelaifid, an on-line inferencing score
was calculated which reflected the difference imirthhesponse latencies to words
which were thematically-related inferences of thecpding sentences and to words
which were unrelated to the sentences. The infargrecore also took into account
children’s tendency to make semantic associaticetsvden target words and the
words in the preceding sentences. The correlatetwvden the on-line inferencing

score and performance on the Listening Comprehensst Series was obtained.

Participants
Data were collected from the same 126 children teb& part in Studies 1 and 2.

Materials and Procedure

The lexical decision task was administered on thaputer using E-prime software.

Long et al.’s (1994) test has been modified by $eo@nd Willis (in preparation) so

that the materials are suitable for children anesentation of materials is auditory.
The current study used materials which were addpbed those used by Spooner and
Willis.

In total, children heard 32 sentences. Figureustitates the nature of the sentences,

coherent and scrambled, and of the stimuli thddvfadd them.
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32 sentences

16 coherent

16 scrambled

4 followed by 6 followed by 4 followed by 6 followed by
“Right Order?” non-word “Right Order?” non-word
3 followed by 3 followed by 3 followed by 3 followed by
associated non-associated associated non-associated
word word word word

Figure 4: Nature of stimuli used in on-line infeoémg test

Twelve of the coherent sentences and 12 of therditeal sentences were followed by
an aurally-presented letter-string. Each lettangtmwas accompanied by a visually-
presented question mark which appeared on the rsc@kildren had to decide
whether each letter string was a word (e.g. “dadc"hon-word (e.g. “lort”). To make
their response, children used a computer mouse,dseh Sony Playstation controller.
A tick had been attached to the left-hand moustbwind a cross had been attached
to the right-hand mouse button. Children pressedtibk”, if they thought the letter
string was a word, or the “cross”, if they thoutfe letter-string was a non-word. The
letter-strings following 6 of the coherent sentenaad 6 of the scrambled sentences
were words. A further 6 coherent sentences andadited sentences were followed

by non-words.

The 6 words following coherent sentences were ptedein one of two conditions.
Three words followed sentences which prompted #rget words as knowledge-

based, thematically-related inferences. For examplene case, children heard “The
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parents flew back and forth with worms for theirbies” followed by the word

“Birds”. A further three words followed sentencesigh had no association to the
words at all. For example, children heard “She’tl the time wrong and no-one else
was there yet” followed by the word “Milk”. If chdren did generate inferences on-
line as they were listening, it would be expectsat their response times to the words
following sentences to which they were related ook faster than their response

times to the words following non-associated sergenc

It has, however, been argued that, order to demonstrate that inferencing is
occurring, a lexical decision task needs to corfbolssociative priming between the
target word and the individual words to which itedated in the sentence (Potts et al.,
1988). In other words, if response times to wokwing associated sentences are
faster than response times to words following nespaiated sentences, it is important
to show that this is due to on-line processing ming knowledge of the situation

described by the sentences and is not due sim@grt@antic relatedness of the target

word and the sentence words.

This was the reason for the inclusion of the sctathlsentences. Three of the
scrambled sentences were followed by words whidviged a knowledge-based,
thematic inference related to the situation whiabuld have been described by the
sentence had it been coherent. For example, thenakisentence “He wriggled and
wriggled but he just could not get out” was scragdidnd presented to the children as
“He wriggled and could but he just get not wrigglaat”. This was followed by the
target word “Stuck”. As the words in the senteneerscrambled, it was not possible
for children to make an inference based on thetdn described by the sentence. It
was possible, however, that the word “stuck” coloédprimed by individual words
within the scrambled sentence such as “wriggled’tHe second condition, three
words followed scrambled sentences which had noceggon with the target words.
For example, the original sentence “He drove tst &énd | was trembling when he
stopped” was scrambled and presented as “I stofguethst and he was drove when
he trembling”. This was followed by the target wdtiee”. Any difference in
response times to the words in these two conditremsld have to be due to priming
arising from semantic relatedness of the targetsamience words and could not be

due to knowledge-based inferencing per se.
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A summary of the conditions in which target worgpeared is given in Table 24.

Table 24: Illustrative examples of the four conains in which target words

appeared
Target word associatedTarget word not
with sentence associated with sentence
Coherent sentence Sentence The parents Sentence She’'d got the
flew back and forth with time wrong and no-one
worms for their babies. | else was there yet.
Target: Birds Target: Milk
Scrambled sentence Sentence He wriggled| Sentence | stopped too
and could but he just gefast and he was drove
not wriggled out. when he trembling.
Target: Stuck Target: Tree

The presentation of words in the four conditionslioed above meant that it was
possible to calculate, for each child, a score twingflected their tendency to generate
inferences whilst taking into account their tendetacengage in associative priming.
To obtain a score for the extent to which eachdclehgaged in priming when

associated words followed coherent sentencesptlmsving calculation was made:

Priming following coherent sentences = Mean RT {dssociated/Coherent) —
Mean RT (Associated/Coherent)

This priming score was assumed to reflect primiegulting from the generation of
inferences, related to the situation describedheydentence, and priming resulting
from the semantic relatedness of words in the serteand the target words. To
obtain a score for the extent to which each childaged in associative priming
between sentence and target words, priming to egedovords following scrambled

sentences was calculated as follows:
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Priming following scrambled sentences = Mean RTnddssociated/Scrambled) —
Mean RT (Associated/Scrambled)

The difference between these two scores, obtaioeddch child, gave an indication
of their tendency to generate inferences afteringar sentence whilst accounting for
their tendency simply to activate words relatedtihe sentence words but not,
necessarily, to the whole meaning of the sentehleerefore, the overall inferencing

score for each child was calculated as follows:

Overall inferencing score = Priming following colesit sentences —

Priming following scrambled sentences

As shown in Figure 4, six of the coherent sentermed six of the scrambled
sentences were followed by non-words. For examgtddren heard the sentence
“You can stroke the animals and walk in the fielétsfowed by the non-word “lote”.

In addition, four of the coherent sentences and éfuhe scrambled sentences were
verification sentences. These sentences were towéed by a letter string. Instead,
they were followed by the question “Right orderThe children had to indicate
whether or not they thought the sentence was dtyreered by pressing the tick or
the cross on the mouse buttons. The inclusion e$ghsentences was designed to
ensure that children attended to the sentencesstiees and did not adopt a strategy

of focussing exclusively on the letter strings.

At the beginning of the test, children were allemvthe same instructions. They were
told that they were going to hear some sentenceth@rcomputer, some of which
would be jumbled and some of which would be in ¢beect order. They were told
that, after each sentence, one of two things wdadpen. They might hear the
computer saying “Right Order?” If that happened/thad to think about the sentence
they had heard and decide whether or not it walsamright order. On the other hand,
they might hear the computer saying somethinggbanded like a word which would
either be a real word or a made-up word. Theirtign was to decide whether or not
the word was real. The children were told to trg aespond as quickly as possible,

but without making mistakes. The children had fpuactice trials before the test
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started. If they still appeared to be strugglinghwhe demands of the task, which was

rarely the case, the four practice trials were ai&gub

After the presentation of each sentence, thereamaster-stimulus interval of 600ms,
before the presentation of the letter string ortt@d question “Right order?”. This
interval was chosen as it has been found in studfiesdult readers that the more
skilled comprehenders make inferences at thisll&hg et al., 1994). A timeline for

the experiment is shown in Figure 5.

Pause

<)
2000 msecq «gentence” | INter-
Stimulus

Interval "))
600 msecs | “worg” Self-paced
“Non-word” | "€SPONse

“Right
order?”

Max = 10000msec

Figure 5: Experimental timeline

The order of presentation of the stimuli was ranidexh using the E-prime software.
As the study utilised a correlational design, allldren were presented with exactly
the same stimuli in exactly the same random ordppendix 7 shows the stimulus

words and sentences heard by the children.
The materials were piloted on six Year 2 childréhe purpose of the pilot was to

ensure that the task was not too complex for yazilgren to carry out. The children
taking part in the pilot study demonstrated thaytlunderstood what they were
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expected to do and that they were able to use dhgment appropriately to make

their desired responses.

The accuracy and latency of all responses werededoon the computer. Children
were tested individually in a quiet area of theasthThe test took approximately 10

minutes to administer.

Children taking part in this study had also beesessed on the Listening
Comprehension Test Series (Hagues, Siddiqui, & Meny1999).

7.4.Results

Data preparation

Lexical Decision Errors

Overall, there were few errors on the lexical deagask, most children performing
at ceiling. Following McNamara and McDaniel (2004ho advocate an inclusion
criterion for a participant of 70% accuracy, onddclvas removed from the analysis
because their identification of words and non-wos@s incorrect on more than 33%
of the trials. In line with previous studies, respe latencies to words erroneously
identified as non-words were not included in thalgsis (Long, Oppy, & Seely,
1997; Long, Seely, & Oppy, 1999).

Outliers

Ratcliff (1993) describes reaction time outliersraaction times that arise due to
processes other than those of interest, for exanma#ention and daydreaming.
Whilst it is obviously desirable to eliminate oatk from the data, their identification
is not unambiguous. As Ratcliff points out, thesenod clear distinction between the
distribution of response times resulting from thegesses of interest and the
distribution of outlier response times. It is imfont, therefore, that the procedure
used to eliminate outliers does not inadvertergutt in the elimination of some of
the data that is of value.
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Outliers for each of the four conditions were idiged separately. A very small
number of exceptionally long reaction times (> 7®8@c) were first eliminated.
Examination of the distribution of reaction timestarget items suggested that these
reaction times did not seem to be connected tadbeof the distributionFor each
condition, the meamnesponse time to word items was then calculatedasydvalue
which was greater than three SD’s above this wamved. Two percent of the data

was removed by following this procedure.

Number of items per cell

In the current study, children responded to onlseehwords in each of the four
conditions. In situations where, due to the scrgmrocesses described above, any
condition for any child now contained fewer tharotitems, that child was excluded
from further analysis. Thus, the analysis repohexe includes only children who had
provided two or more accurate responses withiratteeptable time-scale for each of
the four study conditions. Overall, 5.5% of theesasvere excluded. The number of

children included in the analysis was 118.

Does the test detect priming due to inferencing?

Before investigating the relationship between thelime inferencing score and
performance on the Listening Comprehension Teste§eit was necessary to

ascertain whether or not the test was detectiregenice generation.

A 2-way repeated measures ANOVA was conducted wa#bociation (associated,
non-associated) and sentence coherence (cohemamided) as factors. It was
expected that, if the test detected priming, readiimes to associated items would be
faster than reaction times to non-associated itefwsthermore, if the priming
detected by the test was due to children’s germeradf inferences rather than the
formation of simple lexical associations betweagetitems and words in preceding
sentences, the difference between reaction timesssociated and non-associated
words would be greater in the coherent conditi@ntim the scrambled condition. In
other words, it was expected that, if the test detecting priming due to inference
generation, an interaction would be evident betwessociation and coherence such
that the effect of association on reaction time gaesater in the coherent than in the

scrambled condition.
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Descriptive statistics were obtained for each effttur conditions and are shown in
Table 25.

Table 25: Means and SD'’s for response latenciesviards in each condition

Condition Mean RT SD
Associated/Coherent 944.14 347.52
Non-associated/Coherent 1194.76 420.79
Associated/Scrambled 1163.28 454.77
Non-associated/Scrambled 1243.83 474.90

As the table shows, in the coherent condition tlEamresponse time to associated
words was 250.62ms faster than the mean respomgetti non-associated words,
whilst in the scrambled condition this differencasamuch less at 80.55ms. A two-
way repeated-measures ANOVA with association (astm; non-associated) and
sentence coherence (coherent, scrambled) as factwealed, as expected, a
significant interaction between association andecehce,F (1, 118) = 8.894p =
.003, partialnz = .070. It also showed significant main effectsassociationfF (1,
118) = 26.170p < .001,m2 = .182, and coherende,(1, 118) = 18.564p < .001,n2 =
.136. Post-hoc analyses found that responsesstiiaged items were significantly
faster than responses to non-associated itemsafit@rent sentences<£ 5.95,p <
.001) but not after scrambled sentendes {.83,p = .071). Also, responses to items
following ordered sentences were significantly dasthan responses to items
following scrambled sentences for associated itén¥s5.36,p < .001) but not for
non-associated items=£ 1.13,p = .261). These findings are illustrated in Figére
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Figure 6: Mean response latencies to words as atfan of association and sentence

coherence

These results showed that response latencies wertes when associated words
rather than non-associated words followed cohersgritences, but not when
associated words rather than non-associated walttsvéd scrambled sentences.
Priming of associated words relative to non-assediavords, therefore, appeared to
result from the generation of inferences rathemtlfilom semantic associations

between target items and words in the precedintgsees.

Having ascertained that the test appeared to lessiag on-line inference generation
across the sample as a whole, the next analysicovaiicted to investigate whether
there was a relationship between on-line inferegareeration and performance on the

Listening Comprehension Test Series.
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Correlational analysis

As explained previously, an on-line inferencingrector each child was calculated

using the formula:

[RT (Non-associated/Coherent) — RT (Associatedé@oit)) — [RT (Non-

associated/Scrambled) — RT (Associated/Scrambled)]

A Pearson’s correlational analysis showed thatotiidine inferencing score was not
significantly associated with performance on thetéming Comprehension Test
Series(=.013,p =.893).

These results were unexpected. It appears thatsatne group as a whole, listening
comprehension is not associated with on-line imfeireg ability. However, it was

possible that differences in performance on thewesild be evident when only the
extreme groups were considered. The next set olysew therefore, explored
whether or not the pattern of performance on teedgfered for the most skilled and

least skilled listening comprehenders.

Does the test distinguish between extreme groups ofjlood and poor listening

comprehenders?

Children were identified whose listening comprel@msscore was in either the top
third or bottom third of the group of 118. Thirtgxen poorer comprehenders and 38
better comprehenders were identified. The diffeeeme comprehension ability
between the groups was significant (t (73) = 22,436 .001).

To find out whether or not the children who weree tmost skilled listening
comprehenders made knowledge-based inferenceqn@mlhilst the children who
were the least skilled did not, a 3-way mixed ANOWM#as conducted with
association (associated, non-associated) and senteder (coherent, scrambled) as
within-subjects factors and comprehension groupodgaomprehenders, poor
comprehenders) as a between-subjects factor. Ins¢ch@mbled condition, where
inferencing was not possible and priming could tefsom semantic association only,

no difference between good and poor comprehendassexpected. In the coherent
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condition, where inferencing was possible, it wapeeted that good comprehenders
but not poor comprehenders might respond fastassociated items. If this occurred,
a 3-way interaction between comprehension grougnaation and coherence would
be evident.

Table 26 shows descriptive statistics for each itmmd for each comprehension

group.

Table 26: Means and SD’s for response latencieswords in each condition for

each comprehension group

Good comprehenders Poor comprehenders
Associated Non-associate@dssociated Non-associated
Coherent 951.66 1146.74 922.44 1279.16
(333.62) (378.45) (348.62) (483.32)
Scrambled 1188.62 1210.65 1120.35 1278.72
(482.64) (460.37) (427.96) (498.78)

There was a significant interaction between assioaiaand coherence, F (1, 73) =
6.563, p =.012, partia?2 = .082. The main effect of association was sigaift, F (1,
73) = 21.151, p < .001, partigt = .225, as was the main effect of coherence,, F (1
73) = 10.707, p = .002, partigf = .128. Post-hoc analyses found that responses to
associated items were significantly faster thapaases to non-associated items after
coherent sentences (t (74) = 5.13, p < .001) buafter scrambled sentences (t (74) =
1.63, p = .107). Also, responses to items followiogherent sentences were
significantly faster than responses to items follmyv scrambled sentences for
associated items (t (74) = 4.45, p < .001) butfooion-associated items (t (74) =
0.58, p = .564). In other words, across these tvewgs of comprehender, priming
appeared to occur when associated words followeérent sentences, but not when
associated words followed scrambled sentences.

Importantly, the 3-way interaction between comprsi@ group, association and

coherence was found to be non-significant F (1,=73)30, p = .862, partiaf = .000.
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It appears, therefore, that the pattern of perfoiweaon the test did not differ
significantly for the two groups of comprehend@&he main effect of group was non-
significant, F (1, 73) = .119, p = .731, parti@dl= .002. There were non-significant
interactions between association and group, F31L~=73.503, p = .065, partiaf =
.046, and between coherence and group, F (1, 03)64, p = .499, partiap = .006.

The two groups of comprehender exhibited similattgpas of performance, thus
confirming the results of the correlational anadygresented earlier. Performance on

the test does not distinguish between good and Imtening comprehenders.

Methodological issues

Results presented here suggested that on-lineemdgrg ability was not related to
listening comprehension in children. However, thaclusion was based on the
assumption that the test measured on-line infengnability. Although the pattern of
results shown in Figure 6 suggested that this hasase, there was a methodological
issue with the test which made interpretation @uFé 6 problematic. The fact that
materials were not counterbalanced meant thatdtdren saw the same words in the
same conditions. Potentially, the faster reactiame$ to items in the
associated/coherent condition, relative to thoséhen other conditions, could have
resulted simply from the materials used. The tamgetds could themselves have
elicited faster reaction times. The words appearingthe associated/coherent
condition were “birds”, “sick” and “rain”. It was gssible that baseline response
latencies to these words were simply faster thaselbee response latencies to the
words in the other conditions. Alternatively, theentences used in the
associated/coherent condition may have containedswyhich strongly primed the
target words regardless of whether or not a togliated inference was made. For
example, the word “rain” followed the sentence “Tweather outside was horrible
and he looked for his umbrella”. The word “rain” ynhave been primed by its
semantic association to the words “weather” and bratia”, rather than by the

situation described by the sentence.

The methodological problems with the inferencingf,thighlighted here, meant that it
could not be concluded that on-line inferencingligbivas not related to listening

comprehension. The possibility that the resultsaioletd were an artefact of the
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materials used had to be investigated. Therefof@)@v-up study was undertaken to
investigate the possibility that the relativelytfassponse times to the words in the
associated/coherent condition were due to the mgtersed and not inferencing per
se.

7.5.Follow-up study

Summary of Aims

In Study 4, the lack of counterbalancing of materimade interpretation of results
difficult. Although it appeared that priming due itaference generation was being
detected, the faster response times to words iagbeciated/coherent condition might
have been due to (i) semantic priming of targetdsday individual sentence words or
(i) faster baseline response latencies to wordsseh to be in this condition. A
follow-up study was conducted to investigate thesssibilities. The study was
designed to investigate both the influence of Hrgdt items themselves on response
latencies, and the extent to which they were pritmgdheir semantic relatedness to

words in the preceding sentences.

Due to the choice of materials used in the origstatly, full counterbalancing across
all four conditions in the follow-up study was rpaissible. Nevertheless, using partial
counterbalancing it was possible to investigatethwdrethe faster response latencies to
words in the associated/coherent condition compated those in the
associated/scrambled condition were due to inferegeneration rather than to the
stimulus materials used. This was done by compasgsgonse latencies in these two
conditions when the same words appeared in eachlitmon If it could be
demonstrated that response latencies to target swawrdre still faster in the
associated/coherent condition than in the assastteambled condition, the faster
response latencies in the associated/coherent tmmmdnust be due to inference
generation rather than (i) semantic priming of éarggords by individual sentence

words or (ii) differences in baseline responseniaitss to target words.

It was, therefore, predicted that, when the samtemais appeared in both conditions,

response latencies in the associated/coherenttmmeiould be faster than response
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latencies in the associated/scrambled conditiontduke generation of inferences in

the associated/coherent condition.

Method

Design

Two versions of the test were used. The first wersvas exactly the same as that
used in the original study. In the second versibthe test, associated words which
had previously followed coherent sentences nowoWwsdd scrambled sentences,
whilst the associated words which had previouslip¥eed scrambled sentences now
followed coherent sentences. All other stimuli,liling the non-associated words
following coherent or scrambled sentences, weretBxthe same in both versions of
the test. Each child saw one of the versions dalycollapsing across the versions,
reaction times to words in the two conditions, ag&ded/coherent and
associated/scrambled, could be compared when the s@rds had appeared in both

conditions.

Participants
Fifty-six 8-9 year old children who had not takeartpin any of the other studies

reported in this thesis were tested. Testing tda&eoin the first term of Year 4.

Materials and procedure

The children were randomly allocated to one of &csions of the test. The first was
exactly the same as that used in Study 4. In tbengkversion of the test, associated
words which had previously followed coherent seoésnnow followed scrambled
sentences, whilst those previously following scrladbsentences now followed
coherent sentences. For example whilst in the fiession “Birds” followed “The
parents flew back and forth with worms for theibigs”, in the second version it
followed “The worms flew back and forth with babifes their parents”. Similarly,
whilst in the first version, “stuck” followed “He nggled and could but he just get not
wriggled out”, in the second version it followed éHvriggled and wriggled but he
just could not get out”. Apart from these differeacthe stimuli in the two versions of
the test were identical. In this way, responsenkass to words in the two conditions,
associated/coherent and associated/scrambled, tsuldompared when the same

words had appeared in both conditions. It shoulddied that in this follow-up study,
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other word items, i.e. those appearing after n@o@ated sentences, both coherent

and scrambled, were treated as filler items only.

Results

Data preparation

One child taking part was excluded from the analygicause they had a statement of
Special Educational Needs. Another was excludedatearing problems.

Outliers were calculated separately for each oftifwe conditions. Data points were
considered to be outliers if they were greater &D’s from the mean reaction time
to words in the condition. Outliers were elimingtad were incorrect responséso

children were excluded as the screening proceduessit that they had fewer than 2
correct responses within the acceptable time limitgt least one of the conditions of

interest. This left a sample of 52 children.

An a priori power analysis was conducted. A medium effect wiae assumed based
on results obtained in Study 4 (d = .50), as waalpha level of .05 and a beta level
of .20. Results suggested that a sample size ofa34required. The sample size of 52

easily met these minimum requirements.

Are response latencies to associated words fasten whey follow coherent sentences

than when they follow scrambled sentences?

Response latencies to target words in associateebent and associated/scrambled

conditions were compared collapsing across lists.

Table 27: Means and SD’s for response latenciesviards in each condition in
follow-up study

Condition Mean RT SD
Associated/Coherent 840.83 288.73
Associated/Scrambled 926.50 316.95
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A one-tailed paired samples t-test, comparing Riisassociated/coherent and
associated/scrambled conditions, showed that ttierelice between the conditions
was significant (t (51) = 2.01, p (one-tailed) 25).

In other words, when the same words appeared ih besociated/coherent and
associated/scrambled conditions, reaction timesassociated words following
coherent sentences were faster than reaction ttmesssociated words following

scrambled sentences.

In Study 4, fast reaction times were identifiedwords in the associated/coherent
condition relative to the other conditions. Resaittan the follow-up study suggest
that these findings were unlikely to have been slely to the stimuli used. Even
when the same stimuli appeared in both the assoéeherent and
associated/scrambled conditions, a difference actren times between the two
conditions was found. Response latencies to worel® fiaster when they followed
coherent sentences and could be primed by the lbeerdext of the sentences than
when they followed scrambled sentences and coulgrimeed only by individual
words in the sentences. This suggests, theretwae the test was detecting priming

due to the generation of inferences.

7.6.Discussion

The aim of this study was to ascertain whetheetisty comprehension skill in
children was related to their ability to generatieiiences on-line. Furthermore, it was
hoped that the relationship of on-line inferencatogity with listening comprehension
could be explored after controlling for a wide rangf other cognitive-linguistic

predictors.

The test designed appeared to detect inferencingceTwere concerns that, because
the materials had not been counterbalanced, tavgmtds appearing in the

associated/coherent condition may simply have teticfaster response times than
words appearing in the other conditions. Furtheenthiere were also concerns that

inference generation had been confounded with seen@tatedness and that children
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were responding most quickly to the words in thérencing condition simply
because of the opportunities that the materiathigicondition provided for semantic
priming. These possibilities were investigated ifollow-up study, which suggested
that the original test was in fact detecting infeieg. Response latencies to
associated words were faster when they followed @it sentences than when they

followed scrambled sentences.

Having ascertained that the test detected infengnaiesults from the correlational
analysis were then unexpected. It appeared thahiigy comprehension skill was not
related to the generation of on-line inferencessoAlwhen good and poor
comprehenders were compared on their pattern dbnpeance on the test, no

differences were found.

Whilst performance on the test used in this studys wot related to listening

comprehension ability, it would be unwise to geheeabeyond the materials used
here to conclude that good and poor listening cefmgmders never differ in on-line
inference generation. One limitation of the infexieg test used in this study was the
small number of items in each condition. For eatlthe four conditions in which

words were presented, there were only three itdins.decision to keep the number
of items per condition small was motivated by tle=chto ensure that the children
were able to maintain concentration for the duratad the test. Nevertheless, it
should be noted that the small number of itemsarhecondition means that findings

may not be reliable.

It may be the case that listening comprehensiowtselated to the generation of very
simple knowledge-based inferences when materiapressented in single short
sentences. Inferences can be either automaticategic (van den Broek, 1994). It
could be argued that the inferences generatedisnsthdy resulted from automatic

processes which did not distinguish between goaldoamor comprehenders.

It is possible, for example, that the inferencimgtttapped primarily contextual
semantic priming effects. It has previously beeowsh that word recognition is
facilitated more by contextual priming than by &di priming (Simpson, Peterson,

Casteel, & Burgess, 1989). Simpson et al. comp#redime taken to recognise a
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word when it followed a coherent sentence and whéosllowed the same sentence
which had been scrambled. Priming effects were maider after the coherent than
after the scrambled sentences despite the facthbatvords were the same in both.
Furthermore, it has previously been reported thabdg and poor reading
comprehenders differ on semantic priming, basediongle word primes, only when
semantic associations between words are abstratio(N& Snowling, 1999). When
pairs of words co-occur in the real world and setassociations between them are
concrete, poor comprehenders show as much primsngoad comprehenders. It
could be speculated, therefore, that in the prestewly, the faster response latencies
to words following coherent rather than scrambledtsnces arose from contextual
semantic priming effects which tapped automaticcesses and were unable to
distinguish between good and poor comprehenders.

In the introduction to this chapter, it was argtieak it is important to assess children
on their on-line inferencing skill. This remaingtbase, but several issues raised here
need to be taken into account when designing artdature. For example, to control
for the fact that different words may elicit diféert response times from children, it is
important that materials are fully counterbalancedso, it is important to
demonstrate that any priming that occurs is duénterencing rather than lexical
association. It is essential, therefore, that seimassociations between sentence
words and target words are weak and few in numbBarthermore, whilst it is
necessary to include conditions which allow for aatit association to be controlled
for, the inclusion of scrambled sentences may not bentb&t appropriate method to
use. An alternative approach taken by Potts gt18B8) is the inclusion of coherent
sentences which do not describe a situation reltdethe target word but which
contain individual words which are semanticallyatet to the target. The same target
also follows coherent sentences containing the ssameantically related words which
are ordered in such a way that the situation desdriis related to the target.
Response latencies to targets following these fyed of sentence are compared so
thatinference generation can be assessed whilst climirédbr any semantic priming

of the target that occurs during the processingpberently structured sentences.

Finally, future investigations should explore trengration of inferences necessary to

establish coherence across sentence boundariebasadeen done in the adult
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comprehension literature (Long et al., 1994; Pettsl., 1988). With these changes in
place, it should be possible to fully explore tinigportant aspect of comprehension in

children.
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Chapter 8.

General Discussion

8.1.Background to studies
The exact nature of the relationship between rgadomprehension and listening

comprehension has been debated for decades. Pripomiea “unitary view” of

comprehension have argued that listening compréheasd reading comprehension
are underpinned by the same processes (Gernsbaeeer, & Faust, 1990), whilst
others have argued that the different cognitive ateds made by comprehension in
the two modalities means that, at the very lea#fgerdnt strategies may be useful
(Carlisle & Felbinger, 1991Danks & End, 1987Rubin, 1980). Even Hoover and
Gough (1990), strong proponents of the influenBahple View of Reading, have
commented that comprehension in the two modaliiay not be exactly the same.
Yet, the exact ways in which they differ, in terro§ the demands made by
comprehension in each modality which are over ahdve those shared with

comprehension in the other modality, have not pnesly been investigated.

The introduction of the Simple View of Reading irttee National Curriculum for

England and Wales means that the nature of thdiomthip between reading
comprehension and listening comprehension is oftipad, as well as theoretical,
importance. Practitioners are now urged to teasterding comprehension skills to
children (DfES, 2006). Yet the evidence base spetif listening comprehension is
limited. It is simply assumed that listening conmpesion involves the same
component skills as reading comprehension, withetteeption of word recognition

ability. The overall aim of the research presenitethis thesis was to investigate this

assumption.

In this chapter, findings from the empirical stigdigre interpreted in terms of the
research questions that they address and theitioredhip to existing research
evidence. Implications for both theory and practme than outlined. Finally,
limitations of the empirical studies and ideasftdure research are discussed.
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8.2.Summary of findings

1. Are reading comprehension and listening compremsion predicted by the

same cognitive-linquistic variables?

One of the aims of the first two studies was thentdication of the most important
predictors of reading comprehension and listeniogprehension when a range of
language, memory and intelligence variables wesess®d. As suggested by the
Simple View of Reading, it was predicted that tame cognitive-linguistic predictors
would be important in comprehension in both modsdjtwith additional variance in

reading comprehension being explained by word neitiog skills.

In Study 1, children’s comprehension ability wasessed using standardised tests,
the NARA-II and the Listening Comprehension Testi€de Concerns were raised
regarding differences in these tests, so in Studghilren’s comprehension was
assessed using true/false tests of comprehensiah wtilised similar materials and
made similar demands on comprehenders, regardies®dality of presentation. In
both studies, reading comprehension was found tarbguely predicted by word
recognition accuracy, vocabulary and syntacticit#sl Both studies found listening
comprehension to be uniquely predicted by non-Veriialligence and vocabulary.
However, when listening comprehension was assessid the standardised test,

inferencing ability was also identified as a uniguedictor.

Although the results were slightly different in theo studies, they suggested that,
whether using standardised or true/false testigniisg comprehension and reading
comprehension do not make exactly the same den@andsmprehenders. Different
abilities appear to underpin reading comprehensind listening comprehension.
Whilst vocabulary knowledge is important in perfamse on all four measures of
comprehension used, reading comprehension appebesrhore dependent on word-
and sentence-level linguistic processes, and liggercomprehension is more

dependent on discourse-level processes and gegpaitive skills.

162



The finding that inferencing ability did not pretiperformance on either of the
true/false tests of comprehension provides empisapport for the argument made
by Cain and Oakhill (2006khat true/false tests do not adequately assesenuiag
ability. The reliability of these tests was potaiiyi problematic, so findings from
Study 2 have to be interpreted with care. It waprssing, however, that some of the
variables previously identified as predictors of Ri&Il reading comprehension,
particularly working memory and inferencing, wereuid to make no unique,
significant contributions to NARA-II comprehensian Study 1. Two possible
reasons for this, the large number of predictoraides under consideration and the

sampling method used, are explained here.

Firstly, with a few exceptions (Cain, Oakhill, & yamt, 2004; Goff, Pratt, & Ong,
2005), studies of reading comprehension in childrane tended to focus on a small
number of variables at a time. The problem witls #gpproach is that variables may
appear to be significant predictors of reading cahension simply because other
variables have not been controlled for. For exama¢ein the study reported here,
Goff et al. found reading comprehension to be iedegently predicted by word
reading ability, vocabulary skills and syntactidliapo but not by performance on a
numerical working memory task. Other studies hdse @entified syntactic ability as
a predictor of reading comprehension (Muter, Hulme,Snowling, 2004) but,
surprisingly, this variable has not been controllfedt in studies which have
demonstrated the importance of inferencing in m@diomprehension (Cain et al.,
2004).

Secondly, following Goff et al., the current studged an unselected sample of
children. This meant that word recognition skillpained a large proportion of the
variance in performance on the NARA-Il. Most stwdief children’s reading
comprehension have compared children who differeading comprehension skill
but who are matched on word recognition abilitied an the number of stories on the
NARA attempted (e.g. Cain & Oakhill, 1999). Evennmso of the studies which
involve relatively large samples of children haweladed good and poor readers so
that the correlations between word recognition BAIRA comprehension are low or
non-significant (Cain, Oakhill, & Bryant, 2004). ltnese previous studies, poor

reading comprehenders appeared to have pooreeidiag abilities than their more
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skilled peers. However, findings from the studyam@d here suggest that, in an
unselected group of readers, inferencing abilitesdmot account for additional
variance in reading comprehension once word readimdy sentence-level linguistic

skills are accounted for.

The analyses reported here did not test the SiM@e of Reading directly. This

issue was also addressed and findings are sumiihamisiee following section.

2. Is there evidence for the Simple View of Readirg

The main aim of Studies 1 and 2 was to investigdtether there was support for the
Simple View of Reading. The question was addredsgdnvestigating whether

variance in comprehension in each modality couldystematically explained by any
of the cognitive-linguistic predictors after coritirmg for comprehension in the other

modality.

As predicted by the Simple View of Reading, whempeoehension was assessed
using standardised tests, reading comprehensionpeosisively predicted by word
recognition ability only, once listening comprehens was controlled for. All
systematic variance in NARA-II reading comprehenstould be explained by word
recognition ability and performance on the Listgni@omprehension Test Series.
This provides very good support for the Simple ViehReading and is in agreement
with previous research findings (e.g. Byrne & FietgBarnsley, 1995; Hoover &
Gough, 1990; Neuhaus, Roldan, Boulware-Gooden, &rtgw2006; Savage, 2001).
It is a particularly impressive result given thetféhat the materials used to assess

reading comprehension and listening comprehensere wery different.

Using true/false tests, however, it was found #yattactic skills continued to predict
variance in reading comprehension after controllfag listening comprehension,
suggesting that the true/false test of reading cehgmsion makes demands on
comprehenders’syntactic skills over and above thoade by the true/false test of
listening comprehension. This finding supports dhgument that the Simple View of
Reading does not account for all systematic vadancreading comprehension and
that a third variable should be included in therfeavork. Whilst various possible
third variables have been suggested, including gasing speed (Joshi & Aaron,
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2000) and attentional control (Conners, 2009),pbiential role of syntactic skills as

a third variable in the prediction of reading coefpmnsion has not previously been
explored. Yet, it has been suggested that prosodpeech aids syntactic processing
when listening (Rubin, 1980). It might, therefol®e expected that, compared to
listening comprehension, reading comprehension ldhmake extra demands on

children’s syntactic skills. What is unclear is why the studies presented in this
thesis, this only appeared to be the case whetnibHalse tests were used. This is an

issue that warrants further investigation.

Results regarding the prediction of variance inehing comprehension, having
controlled for reading comprehension, were hardeexplain using the framework
provided by the Simple View of Reading. When stadidad tests were used,
listening comprehension continued to be positivehedicted by vocabulary and
inferencing skill once reading comprehension wastroled for. Using true/false
tests, listening comprehension was predicted by-vasbal ability only, after
controlling for reading comprehension. As might éeected, when more similar
materials were used to assess comprehension irtwihemodalities, vocabulary
demands appeared to be shared by listening compmieime and reading
comprehension. Although the results differ in theo tstudies, it is clear that,
whichever test is used, listening comprehensionesmalemands on comprehenders

which are beyond those shared with reading compsabe.

This is an interesting finding. The Simple ViewRéading provides a framework for
understanding reading comprehension not listeninghpcehension. Gough and
Tunmer (1986) do, however, state that “once thitgdi matter is decoded, the reader
applies to the text exactly the same mechanismshnie or she would bring to bear
on its spoken equivalent.” (p.9). The findings praed here challenge this view. The
Simple View of Reading, and indeed the “unitarywieof comprehension, do not
account for the systematic prediction of variantdistening comprehension by any
other cognitive-linguistic skills after controllinfpr reading comprehension. The
assumption that exactly the same skills are inwblvereading comprehension and
listening comprehension is not supported. It woajgpear that, just as reading
comprehension makes extra demands on comprehemnderd’ recognition abilities

and, depending on the tests used, on their syatskitls, so listening comprehension
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makes extra demands on listeners above and beywsk tshared with reading

comprehension.

It is important to emphasise that this does noit$sif invalidate the Simple View of
Reading as a framework for understanding the compioskills involved in reading.
Indeed, when standardised tests were used to assegsehension, strong support
was provided for Gough and Tunmer’s (1986) assettiat reading comprehension is
determined by listening comprehension ability anardvrecognition skills. Taken
together, the results presented here suggesthinat is a pool of comprehension skills
which are shared by comprehension in the two mbesliHowever, each modality
also makes its own extra demands on compreheriResasling comprehension makes
demands on word recognition skills and, possibty,sgntactic skills. According to
the test used, listening comprehension makes al@raands on vocabulary and
inferencing abilities or on non-verbal skills. Tingplication of these findings for both

theory and practice will be discussed later.

3. Is inferencing ability an important predictor of listening comprehension solely

because performance on both tasks requires a goodemory for explicitly stated

content?

The finding that inferencing ability continued tcedict variance in performance on a
standardised test of listening comprehension, Igavoontrolled for reading
comprehension was felt to be worthy of further stigation. It was hypothesised that
the greater importance of inferencing in listencamprehension that was found in
Study 1 may have resulted simply from the sharechomg demands of the Listening
Comprehension Test Series and the aurally admiadtest of inferencing. The aim

of Study 3 was to ascertain whether or not this thasase.

It was found that good listening comprehenders ¢gxsesd better memory for explicit
material contained in a text than did poorer corenelers, but that listening
comprehension continued to be predicted by thetybd answer questions requiring
inference generation even when memory for the liagit been controlled for. In other
words, the finding that inferencing was an impartgredictor of listening

comprehension was not purely due to the shared myedenands of the two tasks.
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Furthermore, memory for explicit information didtmoake a contribution to listening

comprehension that was independent of the coninibatf inferencing ability.

These findings are consistent with a large bodyeséarch evidence which suggests
that good comprehension depends upon the constnuofi an elaborated, coherent,

networked representation of text during encodingciwvhenables access to both
explicit and inferenced information at test (LoQ@ppy, & Seely, 1994; Long, Johns,

& Jonathan, (submitted); Oakhill, 1984; Paris & aipt1976; van den Broek, Lorch,

Linderholm, & Gustafson, 2001).

The findings can also be interpreted in terms ofhtéch’s (1988) Construction-
Integration model, described in Section 2.3. Acoardo this model, the generation
of inferences during comprehension has the effécstiengthening the memory
representation of literal text propositions (Peérfetandi, & Oakhill, 2005).
McNamara, Kintsch, Songer, and Kintsch (1996) arthat questions requiring the
generation of inferences interrogate the situatimwrdel of a text which has been
constructed, whilst questions of memory for expliciaterial assess the textbase
representation. From the results presented hem@uld appear that good listening
comprehenders are those children who are besti@lgenstruct a coherent situation
model of the text which in turn strengthens thextlbase representation.

It may be speculated that the Study 1 finding, timiérencing ability is more
important in listening comprehension than in NARAreading comprehension,
results from the enhanced importance of situati@deh formation when listening.
Anecdotally, it was apparent, when testing thedchih on the NARA-II, that they
frequently sought answers in the text and, in sarages, gave answers which,
although marked as correct according to the guidsli did not seem to reflect a
genuine understanding of the material. This stsatefgre-visiting the text to find
answers is obviously unavailable to listeners. PBres/research has also found that
children are more likely to generate inferencesessary for text coherence when
listening to, rather than reading, text (Hildyard @lson, 1978). These authors
concluded that children adopt different strategsdsen hearing and reading text.
When listening, they argued, children are more $sed on creating a coherent

representation of the discourse as a whole.
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The possible reasons why children may vary in thbility to construct an on-going
situation model of the text are not addressed byddita presented in this thesis. A
candidate explanation is that children vary in tandards of coherence” that they
adopt. This has been postulated as an explanatiopdor reading comprehension
(Cain & Oakhill, 1999; Perfetti, Landi, & Oakhill2005) and experimental
manipulations that encourage the adoption of htghdards of coherence do appear
to facilitate inferencing (Hannon & Daneman, 1998d to improve recall for text
(van den Broek et al., 2001).

It must be noted, however, that whilst the datanfiStudy 3 are compatible with the
explanation that children generate a situation rhoddine, during encoding, there is
no direct evidence for this. The data are equalipatible with the view that good
listening comprehenders make inferences at tegiijiireg an accurate representation
of the propositional text-base in memory and gofidie inferencing ability to do
so. The final study, discussed in the next sectattgmpted to determine which of
these possible explanations was correct.

4. |s there evidence of a relationship between leting comprehension and the

on-line generation of inferences?

Study 4 directly addressed the issue of whethernot children’s listening
comprehension depended on their tendency to generfarences on-line as material

was being heard.

A test was developed which, despite some methoaabgoncerns, was believed to
assess the on-line generation of inferences. Howdwve tendency to generate these
inferences was not related to performance on tlsehing Comprehension Test
Series. It was speculated that the inferences g@merated as the result of contextual
semantic priming effects. These automatic processesld not be expected to
discriminate between good and poor comprehendersmaly be that, when more
complicated inferences are required such as thegeirmg the establishment of
coherence across sentence boundaries, individiferatices in inferencing ability

would be related to listening comprehension. Howewuatil this is demonstrated
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empirically the role of the on-line encoding of énénces in children’s listening

comprehension, remains a matter of speculation.

8.3.Implications for theory and research
Broadly speaking, the findings presented here pegood support for the Simple

View of Reading as a framework for understandirgy¢bmponent skills involved in
reading comprehension, particularly when considethre results obtained from the
use of standardised tests of reading compreheraoh listening comprehension.
Results obtained from the use of true/false testsommprehension suggest that
syntactic knowledge should be included as a thwthmonent in the framework
provided by the Simple View of Reading. This canelplained theoretically by the
increased demands on syntactic processing thae avisen prosodic cues are

unavailable.

A greater challenge to the view that exactly thenesgrocesses are involved in
listening comprehension and reading comprehensiares from the findings relating
to listening comprehension itself. These suggest liktening comprehension makes
demands on comprehenders that are not shared eating comprehension. The
assumption that listening comprehension is readiognprehension without word
recognition appears not to be the case. Thesetsemypport the argument made by
those authors who claim that different strategieaynbe used in reading
comprehension and listening comprehension simpbalee the demands of the two
tasks are very different (Carlisle & Felbinger, 19®anks & End, 1987; Rubin,
1980). These findings also suggest that listenmgprehension may actually make
more demands on children than reading comprehersimh are consistent with
previous research findings that suggest that amlavith good word recognition skills
can, in some situations, find the comprehensiomviiten material easier than the
comprehension of spoken material (Horowitz & Sarmu#d85; Royer, Kulhavy, Lee,
& Peterson, 1986; Royer, Sinatra, & Schumer, 1990).

The findings reported here have important implmadi for comprehension research.
As far as the results from the use of standardiest$ are concerned, it appears that

reading comprehension can be explained largely bgdwecognition abilities and
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listening comprehension. Compared to reading congm&on, however, listening
comprehension makes additional demands on vocabalad inferencing ability.

These results suggest, therefore, that it is mppeogriate to investigate children’s
comprehension skills by examining their listeningmprehension than, as
traditionally happens, by examining their readingmprehension. Since reading
comprehension can be entirely explained by lisggn@omprehension and word
recognition skills, as suggested by the Simple VadwWReading, a full understanding
of the comprehension of spoken material will, neaa$y, lead to an understanding of
the processes involved in the comprehension otemritext. However, the reverse is
not the case. Listening comprehension appears tmdye demanding than reading

comprehension and needs to be investigated agarchstopic in its own right.

Reading comprehension is rarely investigated usingelected samples as this
potentially confounds reading comprehension withrdwecognition skill. Certainly,

as mentioned earlier, a great deal of the variameceading comprehension in Study 1
was attributed to word recognition ability. Readimgmprehension is usually
investigated by comparing children with differeonhgprehension ability but the same
word reading accuracy. However, this means thatdngprehension skills of children
with inadequate word reading ability are overlooksd members of the research
community who are interested in exploring highefle processes in reading
comprehension. The study of listening comprehensamthe advantage of involving
all children, regardless of word recognition apijlit without confounding

comprehension with word reading skills.

A word of caution should be noted, however. Thelifig that, when using true/false
tests, syntactic skills explain extra variance mading comprehension having
accounted for word recognition abilities and lissgncomprehension is an interesting
one suggesting that, in some respects, reading rebrapsion may make extra
demands compared to listening comprehension. HEuysimres further investigation.
Other possible third variables in the Simple View Reading also need to be
explored. Only by conducting research into compnsla in both modalities can a
full picture of the skills and processes involved dhildren’s comprehension be

obtained.
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8.4.Practical implications
It may be expected that the advent of the Primagracy Framework in schools will

increase the emphasis on listening comprehenstoleast in lower primary school
settings. The argument put forward in the appetalithe Rose Report makes it quite
clear that, when teaching early reading, pract#tiemeed to put considerable effort
into developing children’s ability to understandalolanguage (Stuart & Stainthorp,
2006). Of more concern is the issue of whethercadmn listening comprehension is
maintained in later years when most children haastared word reading skills and
comprehension tends to be taught through the writiedality. Disappointingly, the
Listening Comprehension Test Series, demonstraietis thesis to be an effective
test of comprehension, is no longer in publicatthre to a lack of demand from
schools. Yet, evidence presented in this thesigesig that the assessment and

teaching of listening comprehension is importantiie following reasons.

Firstly, overall the evidence suggests that readm@prehension is well accounted
for by the Simple View of Reading. This means tblaildren with good listening
comprehension skills will necessarily have gooddmeg comprehension skills. It is
possible that syntactic skills have additional imi@oce in reading comprehension so
it is prudent that children have some reading-sigecomprehension instruction.
Generally speaking, howevat,seems that the development of children’s lisigni

comprehension skills will benefit comprehensiorigbin both modalities.

Secondly, it cannot be assumed that children sganighly on a test of reading

comprehension will necessarily possess good listeromprehension skills. As
shown, the Listening Comprehension Test Series nisoee sensitive test of higher
level discourse processes than the NARA-II, sugggshat listening comprehension
makes demands on children which are in excessefddmands made by reading
comprehension. Children may seem to be competenp@henders of written text
but this may reflect their ability to read wordsher than their ability to understand
discourse. Because a great deal of time in scisogpent listening (Lehto & Anttila,

2003), undiagnosed problems with the comprehensfcawrally presented material
may affect children’s entire school learning exeece. It would, therefore appear
wise to assess listening comprehension skills thirewen in children who appear to

have competent reading comprehension skills.
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Thirdly, if comprehension is only assessed andhaug the written modality, it is
difficult to assess and develop the comprehendudities of children with poor word
recognition skills. It has previously been argubkdtt whether dyslexic or “garden
variety”, it is essential that older poor readeositmue to develop their listening
comprehension skills as they are unable to berfedin the improvement in

comprehension that comes from the experience afinggCurtis, 1980).

8.5.Limitations and Future Research

Assessment issues

It is important to acknowledge that results presértere are based on the use of
certain tests and may not generalise when othesunes of comprehension are used.
It has previously been reported that predictorsredding comprehension vary
according to the tests that are used (Cutting &®waugh, 2006).

In both Studies 1 and 2, interpretation of reswis complicated by the nature of the
comprehension tests on which children were assessestudy 1, the difference in
the materials may have had an influence on thangsdwhilst in Study 2 there were
problems with the reliability and sensitivity ofethests. If further research comparing
spoken and written language is to be undertakendévelopment of a test which is
reliable as a measure of both reading comprehemsidristening comprehension is

urgently required.

Restricted age-group

In line with previous research in the area, thelistreported here compared reading
comprehension and listening comprehension in 7&9-gtl children. It is difficult to
know the extent to which the findings generaliseotber age-groups. It might be
expected that, for older children, with more fluemord recognition skills, the
demands of reading comprehension and listening cemepsion may be more
similar. Certainly, longitudinal studies have sugjgd that in older age-groups the
development of reading comprehension and listersogiprehension is highly

interdependent (Verhoeven & van Leeuwe, 2008).Heurtongitudinal studies are

172



required if the evolving nature of the relationskigtween reading comprehension,

listening comprehension and the predictor varialslés be fully understood.

A further area of future research interest is tledationship between reading
comprehension and listening comprehension in adulike ClI model of
comprehension (Kintsch, 1998) is thought to apglgardless of modality, an idea
supported by Gernsbacher’s (1990) notion of a G#r@omprehension Skill. If it
could be demonstrated that differences between mErepsion in the two modalities
remain in the adult population, existing models #mbries of comprehension would

require modification.

On-line processing

The case for the assessment of on-line aspectsldfen’s comprehension was made
in Study 4. Only on-line tests give information aedjng the nature of the processing
that occurs during encoding. The interpretationredfults from off-line tests often
involves speculation regarding the time at whicbcpssing is occurring, i.e. during
encoding or at test. Yet, on-line aspects of chiih processing have barely been

addressed in the research literature.

The test used in Study 4, whilst apparently assgssiference generation did not
distinguish between good and poor listeners. Howetvgs may to be due to the
nature of the materials chosen. It is possible tbatextual semantic priming effects
were in operation. Possible improvements for fuitelies were suggested. This is a
matter not only of theoretical interest but alsopoéctical significance. Whilst it
appears, from the studies presented here, thateimdmg ability is important in
listening comprehension, it is not known whetheitdthn actually make inferences
whilst they are listening. If this can be showrbthe case, teaching strategies and
interventions would need to be focussed on fatitigainferencing during encoding.
Within the adult comprehension literature, on-limeethods have been used to
demonstrate that this can be achieved through edigpdjuestions and slowing
presentation of stimuli (Hannon & Daneman, 1998nifar investigations regarding
the facilitation of inferencing in children may becessary in future.
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Listening comprehension — future directions

The results presented here suggest that liste@ngprehension is an area worthy of
investigation in its own right. Future research iddoexamine the relationship of
listening comprehension with other variables whiedére not investigated here but
which have also been implicated in reading comprsio®, such as comprehension
monitoring (Oakhill, Hartt, & Samols, 2005), upatagiprocesses (Carretti, Cornoldi,
de Beni, & Romano, 2005) and inhibitory deficitsa{@ 2006). Establishing an

evidence base concerning the listening comprehemsigoung children is important,

as educational practitioners will need to develup aispect of children’s learning if
later reading comprehension is to be successfuhgitdinal investigations are

required to clarify the direction of causality wheslationships between listening
comprehension and predictor variables are appalems. not clear, for example,

whether, in Study 1, inferencing is necessary igiehing comprehension to occur or

improves as the result of good comprehension.

It is also necessary to establish an evidence t@seerning the effectiveness of any
interventions which may facilitate children’s listeg comprehension development.
Within the reading comprehension literature, it baen demonstrated, for example,
that comprehension can be improved through theotigeference training activities
using written materials (Yuill & Oakhill, 1998; Yli& Joscelyne, 1998), and through
instruction in vocabulary (Beck, Perfetti, & McKeowl1982).How children can be

helped to develop their listening comprehensiolisskeeds to be ascertained.

8.6. Summary/ Original contributions
The research presented in this thesis was undertakesponse to the introduction of

the Simple View of Reading into the National Cuwiian for England and Wales.
This emphasises the importance of children’s cohmgmsion of spoken language, yet
little research has previously explored this afidee main aim of the work presented
here was to investigate the assumption that thee sskifls and processes underpin
reading comprehension and listening comprehensyooobducting an investigation
of the demands made by comprehension in each mypddlich are over and above
those shared with comprehension in the other myddlhis issue has not previously

been addressed.
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Broad support for the Simple View of Reading wagnid although it appeared that
listening comprehension involved skills and proesswhich were not shared with
reading comprehension. This led to the suggesti@t listening comprehension
should be treated as a topic worthy of investigatioits own right. In line with this

suggestion, two further studies were conducted hviekplored further the role of
inference generation in listening comprehensioner@V it appears that listening
comprehension may be related to the tendency w drBerences during encoding,

but this has yet to be confirmed empirically.
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Appendix 1: Title Recognition Test

Title Recognition Test Items and Percentage Recodiun for Real Items and
Foils

Foils are shown in red.

Horrid Henry’s Nits 93.7
Shadows and Showers 2.4
The Worst Witch 56.7
The Cat That Did Magic 8.7
The Magic Finger 52.8
The Duchess’s Dilemma 0.8
Danny, Champion of the World 55.9
The Hodgeheg 12.6
Whistling to the Moon 8.7
Maisy Magpie 13.4
The Legend of Spud Murphy 13.4
Burglar Bill 79.5
Captain Underpants and the Attack of the Talkingef® 45.7
The Faraway Tree 16.5
Catching Raindrops 4.7
The Exciting Story of Archibald Arnold 6.3
The Story of Tracy Beaker 97.6
Give me a Garden 2.4
Tigerlight 3.1
Cliffhanger 33.1
Astrosaurs — The Planet of Peril 17.3
Fast Fergie 6.3

A Bear Called Paddington 66.9
The Badger Bush 3.9
Flat Stanley 43.3
Thank-you, Mrs Rosemary 2.4
Wilberforce the Wizard 8.7
Green Eggs and Ham 51.2
Crackers and Cheese 8.7
Ms Wiz Spells Trouble 12.6
The Owl Who Was Afraid of the Dark 66.1
Mrs. Munroe’s Muffins 6.3
Big Sister and the Sneeze 3.1
Elephants Can'’t Tiptoe 6.3
The Vicious Vikings 56.7
Trevor, the Troublesome Toad 3.9
Asterix the Gaul 5.5
Magic Max and the Melting Mystery 6.3
The Iron Man 78.7
Dreaming Doris 6.3
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Appendix 2: Mean Responses to TOWK Items

Mean responses to items on “Word Definitions” subsade of the Test of Word
Knowledge (Min = 0.00, Max = 2.00)

1. Magician 1.67
2. Envelope 1.58
3. Teacher 1.51
4. Scarf 1.38
5. Bus 1.75
6. Friend 1.34
7. Broom 1.25
8. Mansion 0.90
9. Butterfly 1.28
10. Apple 1.13
11. Bird 1.16
12. Aquarium 0.71
13. Tree 1.42
14. Nephew 0.68
15. Lunch 0.88
16. Architect 0.07
17. Tournament 0.48
18. Chaperone 0.09
19. Jug 0.98
20. Bib 0.95
21. Atlas 0.37
22. Predator 0.37
23. Javelin 0.68
24. Campus 0.01
25. Fragment 0.04
26. Talon 0.09
27. Gavel 0.00
28. Cartilage 0.03
29. Breadwinner 0.00
30. Ember 0.02
31. Poultry 0.02
32. Haven 0.00
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Appendix 3: Off-line inferencing test material

Tim and the Biscuit Tin

Tim waited until he was alone in the house. They @dund he could hear was his
father's axe on the logs in the shed. Tim lookedlirthe rooms again, to make sure
his mother was not there. Then he pushed a chair tovthe sink which was full of
dishes. By climbing onto the edge of the sink, bela just reach the biscuit tin. The
tin was behind the sugar. Tim stretched until mgdrs could lift up the lid. Just as he
reached inside, the door swung open and there siigdittle sister.

1. Why did Tim want to be alone in the house?
So he could steal/get/eat the biscuits
So he wouldn’t be caught/told off

2. What room was Tim in?
Kitchen

3. What was Tim’s father doing?
Chopping/cutting logs/wood

4. How did Tim climb onto the sink?
By pushing a chair over to the sink and standington
By using/standing on a chair

John’s Big Test

John had got up early to learn his spellings. He wexy tired and decided to take a
break. When he opened his eyes again the first) tennoticed was the clock on the
chair. It was an hour later and nearly time foragdhHe picked up his two books and
put them in a bag. He started pedalling to schedhat as he could. However, John
ran over some broken bottles and had to walk teeafethe way. By the time he had
crossed the bridge and arrived at class, the testower.

1. How did John travel to school?
By bike/ by bike and walking

2. What did John do when he decided to take a Break
He went to sleep/ had a nap

3. Why did John have to walk some of the way tmsth
He got a puncture
Tyre/bike was broken

4. How do you know that John was late for school?
Missed test/ test was over
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Linda Does a Kind Thing

Linda was playing with her new doll in front of thmuse. Suddenly, she heard a
strange noise coming from under the bushes. Ittheflapping of wings. Tears came
to Linda’s eyes because she did not know what taSthe ran inside and got a shoe
box from the cupboard. Then Linda looked inside #iesk until she found eight
sheets of yellow paper and some scissors. Wherhatidinished she put the little
pieces of paper in the box. Linda gently pickedtls helpless creature and took it
with her. Her teacher knew what to do.

1. Where did Linda go at the end of the story?
School

2. What creature was making the noise?
Bird/bat/specific type of bird

3. What did Linda do with the paper before sheiputthe box?
Cutitup

4. How did Linda feel when she saw what was makiegnoise?
Upset/sad/tearful

Bill and the Captain go Fishing

The waves were high and the wind was blowing hBiltl.held the edge of his seat
with his cold, wet fingers. His tummy felt as ifvitas going up and down and from
side to side at the same time. Bill had been thmgwhiis fishing line towards the

beach but now it lay at his feet. Bill watched 8moke drift past. The captain was
trying to light his pipe but, each time, the winiew out the tiny flame. The captain
tried once more then threw the empty cardboardibimxthe bucket. Bill just wanted

to go home but, for now, all he could do was haisghbad over the side and wait.

1. Why did Bill want to go home?
He felt seasick/ didn’t feel well
Tummy felt weird

2. Where was the fishing boat?
On the sea/ocean

3. What had been in the cardboard box?
Matches

4. Where was the smoke coming from?
The Captain’s pipe

The thing the Captain was smoking

The matches being blown out/ tiny flame
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Appendix 4: True/False Listening Comprehension Test

Practice Story

My friend and | made a tree-house. We like to hid@. We climb up the rope and
pull it up after us. Then no-one knows where we e play space-ships. At teat-
time we slide down fast and we are always firstéar.

True or false?

Tree-house would be a good name for that story. true

The boy’s dad made the house in the tree. false
They get into the tree-house by climbing up a rope. true

The children play table tennis in the tree-house. false
Story 1

| lost my boat. The wind took it out to sea. Thdost dog went for it. Now | have my
boat and a pet dog too.

True or false?

The boy’s boat got taken by a dog. false
The dog went to save the boat. true
The boy didn't get his boat back. false
The dog now lives with the boy. true
Story 2

Tony and Susan awoke suddenly. The dog was baikindly in the yard. The
children ran to the window. They could see smoke féashing lights some way off.
A helicopter had crash-landed in the park nearllgmEs shot into the air. They saw
the pilot jump clear and run to safety.

True or false?

Tony and Susan were woken up by the dog runniregthir room. false
They ran to the yard. false
They saw lights and smoke. true
A helicopter had exploded. false
The crash happened in the park. true
The helicopter was on fire. true
The pilot was in danger because he was badly hurt. false
The pilot jumped out of the helicopter. true
Story 3

Emma had never been camping before. She woke theidark, and heard snorting
and rustling outside. As Emma listened, the no@aecloser. She grabbed her sister
and told her a huge monster was coming. But whersiséer looked, she laughed.
She told Emma to come and see. It was a hedgelhogng for slugs. Emma was
amazed that such a small creature could make sb nise.

True or false?
This was Emma’s first time camping. true
The story happened in the day. false
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Emma was scared by a noise. true

Emma shared a tent with her sister. true
Emma’s sister laughed when she saw the hedgehog. true
Emma saw something scary. false
The hedgehog was hunting for worms. false
The hedgehog was really big. false
Story 4

The wizard peered into his crystal ball. Among# #wirling colours, he could see

two children out in the forest. They looked colddastared. Sarah and Jim stared
bleakly at the trees. The path they had followed twanished and they wondered
which way to go. Sarah shivered, and started to $bbn Jim cupped his ear and
whispered excitedly “Listen!” The rhythm of a hosé@ooves was coming through

the trees. Suddenly, as if from the very darkn#dss,wizard appeared and took the
surprised and grateful children to their village.

True or false?

Sarah and Jim lived in the forest. false
The children were lost. true
A path had led them into the middle of the foresl then stopped. true
The wizard knew that the children were in the fovasen he heard Jim
speaking. false
Sarah was patrticularly upset. true
Jim heard the hooves of a horse. true
The children were afraid of the wizard. false
The wizard told the children how to get out of tbeest. false
Story 5

What excitement to be chosen for a sailing expaditiaround the world,
commemorating the journey of Francis Drake some fuundred years ago! The
young explorers had been selected from differetibns for their enthusiasm and
range of abilities. The imagination of everyone wsteed. During the long voyage
the crew would pursue scientific projects and ptevcommunity services. Their
achievements outstripped the dreams of the exglaed their sponsors. Under the
direction of scientists the young people salvagadiemt wrecks, rebuilt houses,
mapped jungle trails and used aerial walkways woystall forests. Some overcame
physical disabilities to assist in relief work fan area stricken by a hurricane. Their
exploits suggest that courage, adaptability and gt of adventure still flourish.

True or false?

The people in the story recreated the voyage afdisdDrake. true
The two main aims of the voyage were to carry oigrgific projects

and provide community services. true
The explorers were selected for their scientifiditads. false
You know the expedition was a great success bedhagegot all the

way round the world. false
Scientists helped them to carry out projects. rue t
They rebuilt ancient wrecks and studied a hurricane false
Some of the young explorers had a greater te$tenf tourage than

others because their houses got destroyed in thiedmne. false
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In general, the young people showed that they Wwexee and
adventurous. true

Story 6
Realising the necessity to conserve the strengtthefteam, the leader decided to

pitch an intermediate camp. The initial enthusiasmd anticipation of attaining the
final camp had been subdued by the recent mishaghich one member had fallen
into a crevasse. Although the rescue had been atsbrad magnificently, it was
obvious that the incident had hampered the origomnagramme. The team accepted
the leader’s decision with relief. The tedious dréamvthe plateau against incessant
winds of varying violence had challenged their eadae to the limit. Every step at
this height required will-power. Immediately ahel®y an unforeseen rise from
which, by great misfortune, all the tracks of tliwance party had disappeared. Rest
was essential if the team were to withstand theaurd conditions in the concluding
stages of the assault upon this unconquered peak.

True or false?

The leader realised that the team needed rest. rue t
The leader decided to set up camp. true
The team were disappointed with the leader’s decit stop climbing. false
Their progress had been hampered by one of thefedhng into a

crevasse. true
The steep slope had made them slacken their padtentiing to a crawl. false
Just ahead of them lay a deep crevasse. false
It was a piece of bad luck that the tracks of ttheepparty had

disappeared. true

It would be really exciting to reach the peak beeatnen they could rest. False
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Appendix 5: True/False Reading Comprehension Test

Story 1
Mother gave me a big box. | put it on the tabl®oked in the box for a toy. Then out

jumped a white rabbit.

True or false?

Mother gave the girl a toy. false
The girl put the box on the table. true
The girl thought there was a rabbit in the box. false
The rabbit was a surprise. true
Story 2

John and Ann were looking for tadpoles. Suddendy theard a splash. A fisherman
has fallen into the lake. He could not swim becawes&vas hurt. The children tried to
pull him ashore. He was too heavy. Then Ann heddniian’s head above water while
John raced for help.

True or false?

John and Ann were looking for tadpoles at the lake. true
The children heard a shout for help. false
A man fell into the lake. true
The man could not swim because he was too heavy. false
The children tried to pull him to the shore. uetr
They could not get him ashore because he was hurt. false
Ann shouted for help. false
John ran for help. true
Story 3

As soon as they reached the house, Jack jumpeaf thet fire-engine and ran inside.
He knew a boy was trapped upstairs. He battledutiirdlames to climb the stairs and
found Tim hiding behind a bed. Then they heard w@dla@rash. The stairs had
vanished! Jack opened the window and shouted fadd@er. When they reached the
ground Tim hugged his mother and Jack was a hero.

True or false?

Jack is a policeman. false
Jack jumped out of a fire-engine. true
The boy was trapped downstairs. false
Tim was hiding in the bathroom. false
The stairs collapsed. true
Jack shouted for a hose. false
They escaped down a ladder. true
Tim hugged his mother. true
Story 4

Dark clouds blotted out the fading daylight. A mofut wailing filtered through the
deserted building. The children stopped exploritghosts!” whispered one child.
“Nonsense!” replied the other. Nevertheless, thegcgeded cautiously in the
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direction of the mysterious noise. Gathering coaragnd with mounting curiosity,
they approached the old kitchen door. Scarcelyndaid breathe, they released the
catch. Their torches searched the darkness. Imtegdixeir anxiety turned to pity.
An exhausted dog lay crouched and whimpering. A gfisvind had slammed the
door shut while the dog had been hunting for rats.

True or false?
Dark clouds made it difficult for the children teeswhere they were

going. true
The children had come into the building to look dbiosts. false
They stopped suddenly because it went so dark. alse f
Then they went to find out what the noise was. ruet
The noise was coming from upstairs. false
They discovered lots of rats. false
The dog had been hunting for rats. true
The children felt sorry for the dog because heclayched and

whimpering. true
Story 5

The stricken submarine lay at a depth of approxeigahirty metres. Although it was
common knowledge that the treacherous currenthefarea would make rescue
operations difficult the crew remained disciplinaad confident. Meanwhile, outside
their prison, a diver with technical equipmenttioeir release was in peril. His lifeline
had become entangled around a projection on nearbgkage. Experience warned
him against his first impulse to dislodge the limye force. Patiently he turned and
twisted. At last his calmness and persistence werearded. Triumphantly he
dislodged the final loop from the obstruction. Theeary but undaunted by this
unpleasant accident he proceeded to provide arpesesit for the submarine’s
captives.

True or false?

The diver had gone into the sea to detach an eetfifgline. false
He had to go down to a depth of about thirty metres true
This part of the sea was noted for its dangerou®nts. true
The crew felt scared. false
The diver’s lifeline got caught on some wreckage. true
His experience warned him not to twist and turn. false
The diver was calm and persistent. true
As soon as he was free he went to get some help. false
Story 6

The scientist approached the crater's edge fasdratt the prospect of recording the
spectacle of a dormant volcano smouldering agatent on their photography they
ignored an ominous rumbling. Within seconds, thketeswanean cauldron exploded
violently, ejecting a great quantity of rocks. korately these fell in the direction of
the opposite slope. Greatly alarmed by this prermsaéxplosion, the group hastily
began the descent. Immediately, fiery boulders flmgigantic avalanche hurtled
around them. Aware that their apparatus hinderemhrpss, they abandoned all
equipment except their precious cameras. Then aamanxious moment. As they
were evading flying fragments, one of them wascstroff-balance by a rebounding
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boulder. A lengthy halt would have been disastrobdgeryone was, therefore,
immensely relieved when they discovered the inguviere superficial. They resumed
their hazardous scramble to regain safety justrbdfee surroundings were destroyed.

True or false?

The scientists had come to the volcano to recaeduipting. false
The volcano was so interesting because it had s@euldering for

many years. false
The scientists ignored the first explosion. séal
When the volcano erupted the scientists were rgndawn the slope. false
The first explosion wasn’t so dangerous becausedities fell on the

opposite slope. true
To speed up their decent they dropped their equipme true
There was an accident when one person was struakobylder. true

It was vital for them to descend quickly. true
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Appendix 6: Off-line inferencing and memory questions

For stories, please see Appendix 3.
Tim and the Biscuit Tin

1. Why did Tim want to be alone in the house? (eriee)So he could steal/get/eat
the biscuits. So he wouldn’t be caught/told off

2. Where was Tim’s father? (Memory) the shed
3. What was Tim’s father doing? (Inferen€)opping/cutting logs/wood
4. What was in the sink? (Memoriishes/bowls/washing-up

5. How did Tim climb onto the sink? (Inferend® pushing a chair over to the sink
and standing on iBy using/standing on a chair

6. Where was the biscuit tin? (MemoBghind the sugar

7. What room was Tim in? (Inferendgitchen

8. What happened as Tim reached inside the tinTn@dg) His little sister came in/
door swung open

John’s Big Test

1. What was John trying to learn? (Memo8pellings

2. What did John do when he decided to take a BrélalterenceHe went to sleep/
had a nap

3. Where was the clock? (Memoi@h the chair
4. How did John travel to school? (InferenBg)bike. By bike and walking
5. How many books did John pick up? (MemaoFrwo

6. Why did John have to walk some of the way toosth (InferenceHe got a
puncture.Tyre was broken

7.What did John have to cross on his way to schddéh{ory)Bridge

8. How do you know that John was late for schobife{ence)Missed test/ test was
over
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Linda Does a Kind Thing

1. What was Linda doing before she heard the strawngse? (Memoryplaying with
doll/toy. Playing in front of house/ outside

2. What creature was making the noise? (InfereBud) specific type of bird
3. Where was the noise coming from? (Memd@y¥shes

4. How did Linda feel when she saw what was making noise? (Inference)
Upset/sad/tearful

5. What did Linda get from the cupboard? (Memd@Bhoe)box
6. What did Linda do with the paper before sheifpimtthe box? (Inferencejut it up
7. What colour was the paper? (Memorgllow

8. Where did Linda go at the end of the story?efifce)School

Bill and the Captain go Fishing
1. Where was the fishing boat? (Inferen©e)the sea /ocean
2. What were Bill’s fingers like? (Memorgold and wet/ Cold/ Wet (or synonym)

3. Why did Bill want to go home? (Inferendeég felt seasick/ didn’t feel well
Tummy felt weird

4. Where was Bill's fishing rod? (MemorgX his feetNext to/under his feet

5. Where was the smoke coming from? (Inferefide) Captain’s pipeThe thing the
Captain was smoking he matches being blown out/ tiny flame

6. What was the captain trying to do? (Memaduight his pipe
7. What had been in the cardboard box? (InfereMedghes

8. Where did the captain throw the cardboard b&&htory)In the bucket
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Appendix 7: On-line inferencing stimulus materials

The sentences with a word as the target are higlelbin red.

Word type
Verification
Non-word

Word non-
associated
Non-word

Word non-
associated
Non-word

Non-word

Word
associated
Word
associated
Non-word

Word
associated
Verification

Word non-
associated
Verification

Word non-
associated
Non-word

Verification

Word
associated
Verification

Word
associated
Non-word

Letter
string
There was so much to do tham had Right
not sat down all morning. order?
You can stroke the animals antk wa lote
the fields.
In the evening they all sat and ate at thee
table together.
Scrambled Even if she couldn’t reach simeged the prale
cupboard.
Scrambled They were him taking the police and nalark
the money had caught here.
Scrambled When the match won the ball nenkhe lort
had hit the net.
He loved Christmas and wonderbdtwslad
he'd get.
Scrambled He’d put a long ambulance and the sifent
fallen its way on.
The weather outside was horrible andrha
looked for his umbrella.
Scrambled There was a loud floor and tastc was skun
all over the glass.

Coherent/ Sentence
scrambled
Coherent
Coherent

Coherent

Coherent

Coherent

Coherent  Mum took his temperature and kept hsitk
off school for a week.

Coherent  He had a uniform and had fdug many Right
wars. order?

Scrambled | stopped too fast and he was drove wiree
he trembling.

Scrambled Her swings played brotharéhand there Right
were football for her. order?

Coherent  She’d got the time wrong and no-one efsik
was there yet.

Coherent  They'd had a lovely week and didilant noor
to go home.

Scrambled They see on the miles andiccoan for Right
sand. order?

Scrambled He wriggled and could but he just get rsptick
wriggled out.

Coherent  He watched her walk down #isle in Right
her beautiful dress. order?

Coherent  The parents flew back and forth withirds
worms for their babies.

Coherent  All my friends came. We had bai® shate

and cake and played loads of games.
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Verification
Non-word
Non-word
Word non-
associated
Word non-
associated
Verification
Word

associated
Non-word

Non-word

Non-word

Verification

Scrambled He hoped up his little tirsyster and Right

picked she wouldn’t scream. order?

Scrambled As she was onto the train tadqrim ran gop

Coherent

Coherent

Scrambled

Coherent

Scrambled

Coherent

pulling away.

On his first day he'd already enaal wask
friend and was learning to spell.

As the play started he hoped heabt
remember all his lines.

She rubbed very well and she hadn’t slept
her eyes.
He glanced at the wall to geewas time Right
to go. order?
He took his carpet and dropped agedoiod
clean the plate.

Before his lessons, he’'d beemedcaf saud
the water but now he could join the
others.

Scrambled He’'d once been a long time lhatt Wwas a shog

very famous footballer ago.

Scrambled She didn’t move her best fribtmdvant saul

away and she cried.

Scrambled Mum brought hungry and daokesup a Right

food of tray. order?
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