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ract

ience is defined by a set of encyclopedic knowledge related to facts or phenomena following rules or evidenced by
rimentally-driven observations. Computer Science and in particular computer networks is a relatively new scientific domain
ring over years and adopting the best practices inherited from more fundamental disciplines. The design of past, present and
e networking components and architectures have been assisted, among other methods, by experimentally-driven research and
rticular by the deployment of test platforms, usually named as testbeds. However, often experimentally-driven networking
rch used scattered methodologies, based on ad-hoc, small-sized testbeds, producing hardly repeatable results. We believe that
uter networks needs to adopt a more structured methodology, supported by appropriate instruments, to produce credible exper-
tal results supporting radical and incremental innovations. This paper reports lessons learned from the design and operation of
latforms for the scientific community dealing with digital infrastructures. We introduce the SLICES initiative as the outcome
veral years of evolution of the concept of a networking test platform transformed into a scientific instrument. We address the
enges, requirements and opportunities that our community is facing to manage the full research-life cycle necessary to support
entific methodology.

ords: Digital infrastructures, wireless networking, Future Internet, test platforms, experimentally-driven research,
arch-life cycle, Data management, FAIR data.

troduction

ototyping a scientific instrument to explore the design
e of future and emerging digital infrastructures has often
considered as impossible or irrelevant. The reasons are
fold, i) it is hard to predict the future landscape and chal-
ng scientific questions, ii) the technology is evolving too
ly, and iii) the community is fragmented. Unfortunately,
ecent COVID episode demonstrated that providing evi-
e is a difficult task, often grounded on experimental re-
h, and that this process is long and complex but timely
bsolutely necessary.
to now, networking test platforms have tried to capture a

ty of demands. Academia represents the first target group,

mail addresses: serge.fdida@sorbonne-universite.fr (Serge
), nimakris@uth.gr (Nikos Makris), korakis@uth.gr (Thanasis
is), raffaele.bruno@iit.cnr.it (Raffaele Bruno),
sarella@iit.cnr.it (Andrea Passarella),
reou@uclan.ac.uk (Panayiotis Andreou),
sz.belter@man.poznan.pl (Bartosz Belter),
taz@mandint.org (Cédric Crettaz), walid.dabbous@inria.fr

d Dabbous), y.demchenko@uva.nl (Yuri Demchenko),
nd.knopp@eurecom.fr (Raymond Knopp)

necessitating tools to support the validity of the assumptions
and provenance of results and data published in scientific pa-
pers. However, very little has been done to cover the entire re-
search and data lineage lifecycle to ensure the longevity of such
data as well as its access to the wider research and innovation
community. It is for that reason that the FAIR (Findable, Ac-
cessible, Interoperable, and Reusable) and Open Science Prin-
ciples were developed promoting interoperability and repro-
ducibility of the results. Industry forms a second target group
that often emphasizes the value of solutions to support confor-
mance or interoperability testing, or the importance to make test
platforms available for SMEs or startup companies, because
otherwise they will never have the opportunity to access such
instruments. As a consequence, different target groups impose
unique requirements and expectations that need to be addressed
by current and future testbeds.

The field has matured quite a lot over the last decades. The
first phase of test platforms can be illustrated by facilities such
as PlanetLab 1 and Orbit 2. In 2005, the concept of testbed

1PlanetLab, https://planetlab.cs.princeton.edu/
2Open-Access Research Testbed for Next-Generation Wireless Networks

int submitted to Computer Communications July 1, 2022
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ation was introduced and applied to PlanetLab with the
yment of PlanetLab Europe in 2007 [1]. Since then, this

ept has developed quite a lot [2], [3]. Orbit’s success [4]
een due to addressing the need for realistic environments

st wireless protocols that were becoming essentials. The
nd phase of test platforms was initiated in 2007 with the
tion of the NSF GENI [5] (120M$ 2008/2016) and EU

[6] initiatives (200M€ 2007/2022). This corresponds
how to a more structured approach to build a research in-

ructure for this domain. GENI’s approach was meant to
n a nationwide test platform, composed of GENI Nodes
acks that the experimenters could program. In Europe, the
tion was to federate testbeds with very heterogeneous re-
es. Both initiatives were nicely articulated and produced
[7], the Slice-based Federation Architecture, proposing a
ical solution to federate the facilities managed by indepen-
authorities. The third phase already started with initiatives
as NSF PAWR in the US [8], CENI in China and ICT

9/52 in Europe [9, 10, 11]. Those are developed in paral-
ithout much cooperation and collaboration at present. The
lty comes from two new types of stakeholders. The tech
s are developing their own facilities (experimental or pro-
on), which is providing a risk with respect to the compe-
with academic research as these private platforms are not

, neither are the data that they use to produce their results.
nd, other initiatives have emerged supported by the open-
e community, such as ONAP [12], ORAN [13], OpenAir-

face [14] enabling new and unique opportunities to deploy
programmable and virtualised network infrastructures.
a scientific community, our first message is that we have

ntinue to raise global awareness and promote the impor-
of a scientific instrument, because it is a community re-

sibility. All the efforts highlighted above address the de-
for the networking field, including the demand for the

rimental validation of research results. This experimen-
alidation constitutes a cornerstone of any sound scientific
odology. Both for historical and practical reasons, though,
rimentally-driven research in the networking field has been
r quite fragmented, characterised by the development of
ouse” testbeds, with the purpose of validating specific in-
tions (of specific research groups). This has (i) limited
cale at which experiments can be executed, (ii) limited the
ducibility of results (another pillar of scientific research)

to customizations at the individual testbed level, and thus
limited the credibility of results produced. Because digi-
frastructures are rapidly becoming a fundamental techno-
al basis of our society, we think this gap needs to be ur-
y filled, such that next generation networks (starting from
nd-5G and 6G) can be developed based on reference, large-
experimental infrastructures that could act as reference

t for the wide community of computer networks and dis-
ted systems researchers.
Europe, there exists a framework called ESFRI - Euro-
Strategy Forum on Research Infrastructures [15] that sup-

IT), https://www.orbit-lab.org/

ports the design, implementation and operation of scientific in-
struments. ESFRI is fully driven by science and organized in
phases that should guarantee the feasibility and sustainability
of the instrument. This framework is used by all scientific do-
mains with a similar vision about the objectives and methodol-
ogy. Targeting a scientific instrument for our community means
that we have to align and adopt the principles promoted by ES-
FRI. It starts with a clear statement about the scientific question
that this particular instrument will address. For instance, does
the Higgs boson exist? Formulating such a question, which is
easily understandable by other disciplines, the stakeholders and
citizens, is not straightforward in our domain.

In this paper, we present the SLICES ESFRI initiative that
is meant to support the discovery process related to the future,
emerging digital infrastructures. In Section 2, we focus on the
ESFRI framework defining the requirements to enter into the
roadmap. It relates to the ability and value of the future facility
as well its sustainability. Section 3 highlights some of the de-
sign issues that are still being debated. We illustrate these foun-
dations with the example of a 5G network in Section 4. From
this analysis, we derive preliminary architecture guidelines for
SLICES in Section 5. The research lifecycle dimension is of
utmost importance. We introduce EOSC as a valuable target to
be articulated with SLICES and discuss the components of the
full-research lifecycle in Section 6. The interoperability with
EOSC is presented in Section 7. We illustrate this with an ex-
ample borrowed from another discipline. Finally, we conclude
in Section 8 and list topics for future investigations.

2. The ESFRI framework, a scientific instrument

ESFRI, the European Strategy Forum on Research Infras-
tructures, established in 2002, brings together national govern-
ments, the scientific community, and the European Commis-
sion, to support a coherent and strategy-led approach to policy
making on Research Infrastructures (RIs) in Europe. The ES-
FRI Roadmap 3 contains the best European science facilities
based on a thorough evaluation and selection procedure. The
Strategy Report on Research Infrastructures 2021 includes the
Roadmap 2021 and the ESFRI vision of the evolution of Re-
search Infrastructures in Europe, addressing the mandates of the
European Council, and identifying strategy goals. Since 2002,
within the framework of ESFRI and the ESFRI Roadmap pro-
cess, national governments have worked in close partnership
with the European Commission and the scientific community
to catalyse the establishment of over 50 European Research In-
frastructures, mobilising investments of approximately€20 bil-
lion across the EU.

ESFRI applies a lifecycle approach to the development and
implementation of RIs as presented in Figure 1. The lifecycle
concept describes the different milestones in the development,
implementation and operation of a Research Infrastructure over
time, specifying minimal key requirements that must be met to

3ESFRI Roadmap 2021, https://www.esfri.eu/esfri-roadmap-2021
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During	 their	 OPERATION,	 RIs	 produce	 frontier	 research	 and	 deliver	 advanced	 services	 for	 excellent	

science	 satisfying	 the	 users’	 demand,	 boosting	 brain	 circulation	 of	 early	 career	 scientists	 and	

trainees,	therefore	improving	the	ranking	of	their	academic	and	research	institutions.	RIs	can	create	

spin-offs	and	start-ups	and	attract	corporate	partners	generating	a	high	potential	for	innovation.	The	

operational	costs	of	RIs	range	from	8	to	12%	of	the	initial	capital	investment	per	year.	A	twenty-year	

operation	 cycle	may	develop	before	major	upgrades,	 requiring	new	substantial	 capital	 investment,	

are	needed.	The	upgrade	cycles	in	case	of	e-Infrastructures	are	typically	much	shorter.	

The	TERMINATION	may	encompass	dissolution	of	the	organisation,	dismantling	of	facilities	and	related	

safety	aspects	and	resurrection	of	the	original	site	but	it	does	not	apply	in	these	identical	terms	in	all	

research	domains.	The	Termination	Phase	could	also	result	 in	a	new	infrastructure	development	as	

part	 of	 the	 evolution	 of	 the	 field.	 Re-orientation	 of	 RI	 sites	 has	 already	 occurred,	 e.g.	 in	 nuclear	

research	or	high-energy	physics,	where	outdated	RI	have	been	transformed	 into	analytical	 facilities	

with	new	science	missions	built	upon	the	presence	of	technological	 infrastructure,	 logistics,	human	

resources	and	organisation.	
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For	a	schematic	representation	of	the	LIFECYCLE	APPROACH	OF	A	RESEARCH	INFRASTRUCTURE	see	FIGURE	1.	

	

FIGURE	1:	LIFECYCLE	APPROACH	OF	A	RESEARCH	INFRASTRUCTURE	

Figure 1: ESFRI lifecycle approach.

each stage. Application of this concept allows for a co-
t assessment of the scientific and organisational maturity

esearch Infrastructures across all fields of science.
e concept of a new RI typically emerges bottom-up from

cientific communities clustering around well identified sci-
c needs and goals. For RIs to remain relevant through-
he entire RI lifecycle, scientific excellence is the conditio
qua non, which becomes, together with adequate human
rces, crucial when it comes to long-term persistence in the

ational phase. Effective governance and sustainable long-
funding (public and private) are other key elements for

ring long-term sustainability of RIs at every stage in their
ycle.
e observe that until 2018, ESFRI was organized in 5 WGs
ed to energy, environment, health and food, physical sci-
s and engineering, social and cultural innovation. We had
ait until 2018 to applaud the creation of a working group
ng with Data, Computing and Digital Research Infrastruc-
that clearly differentiates digital research infrastructures
addressing the needs of the digital research communities)
production research e-infrastructures defined as ICT sup-

to other sciences.
ICES is a distributed research infrastructure. It is orga-
with a central node and a set of distributed nodes. The

al node hosts the governance and resources needed to steer
run the facility. As a European facility, the distributed
s are hosted by different member states, covering differ-
pes of needs. At the time of writing, we have 15 countries

orting the effort 4. Industry is supporting but not directly
ved in contributing to a common good.

esign foundation principles

e future generation of digital infrastructures is designed to
ogrammable, extendable and scalable. Key enabling tech-

gies are now available to empower this important trans-
ation. An important concept is network disaggregation

lices, https://slices-ri.eu/community/

whereby networking software is separated from the switching
and/or routing hardware and broken down into functional com-
ponents that can be more efficiently operated. Software De-
fined Networking (SDN) assumes programmable network de-
vices in which the forwarding plane is decoupled from the con-
trol plane. In addition, the control plane is logically centralized
in a software-based controller (“network brain”), while the data
plane is composed of network devices (“network arms”) that
forward packets. Network Function Virtualization (NFV) will
deliver the promises of a software framework to the network,
creating the need for an efficient and effective orchestration of
the network resources.

The primary technologies and solutions to address the re-
quirements for the SLICES facility can be classified as de-
scribed in the next subsections.

3.1. Software Defined Network and Network Function Virtual-
ization

Following the major evolution of telecommunications net-
works with the adoption of the internet technology and the
emergence of cellular networks, we are now facing a paradigm
shift in the way that digital infrastructures are designed and op-
erated. Indeed, recent advances in networking such as SDN
and NFV [16] are changing the way network operators deploy
and manage Internet services. SDN and NFV, together or sep-
arately, bring to network operators new opportunities for re-
ducing costs, enhancing network flexibility and scalability, and
shortening the time-to-market of new applications and services.
On the one hand, SDN introduces a logically centralized con-
troller with a global view of the network state. On the other
hand, NFV allows to fully decouple network functions from
proprietary appliances and to run them as software applications
on general–purpose machines. It is a scalable approach as it
gives the operators the ability to scale their network architec-
ture across multiple servers to adapt quickly to the changing
needs of their customers.

3.2. Network Slicing
Another disruptive concept that should help in realizing the

vision is network slicing, which allows a single physical net-

3
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to be segmented into multiple isolated logical networks
rying sizes and structures tailored to different types of
ces and customers [17]. It is a multi-tenant virtualization
ique in which the various network functionalities are ex-

ed from the hardware and/or software components and then
ed in the form of slices to the different users of the in-
ructure (tenants). Basically, each slice includes a number
dicated physical resources and network functions, which

solated from other slices and provide specific functional-
including RAN and core network. Network slicing aims
er operators the possibility of creating, in real-time and

emand, various levels of services for different enterprise
cals, enabling them to customize their operations. In par-
ar, it allows service differentiation with different QoS lev-
eliability and security. Network slicing requires a continu-
econciliation of customer-centric service level agreements
s) with infrastructure-level network performance capabili-

However, one of the main issues to solve is how to meet the
irements of different network services programmed from
gle physical infrastructure. Autonomic (AI-empowered)
self-optimised management is needed to dynamically cre-
cale down or up, and reconfigure according to application
nds [18, 19]. It is important to remark that the slicing con-
is one of the key innovations in 5G since Release 15, sup-
d by NFV and SDN techniques. Gradually, this concept is
ing from supporting primarily core-network resource pro-
ning, to more advanced (and forward-looking) paradigms,
eby also edge and far-edge devices’ resources can be vir-
sed and provided as dynamic, on-demand components of
etwork infrastructure [20, 21]. However, an end-to-end
ork slice composed of sub-slices that belong to different
ological domains (RAN, core, edge/cloud), requires hier-
cal and distributed management solutions to cope with the
ogeneity of the orchestration systems of different techno-
al domains [22, 23].

Network disaggregation
gacy aggregated networking devices have been developed
ommercialized by vendors for decades. The term aggrega-
refers here to the vertical integration of software and spe-
ed hardware components, bundled into a proprietary net-
ing device. Network device disaggregation is the ability to
e switching hardware and network operating systems sep-
ly. The term white box switches refer to switches built
ommodity hardware that run different possible Network
ating Systems (NOS). This approach is putting pressure
e legacy aggregated networking vendors, but requires tal-
developers to build and grow the solution. This concept
een extended to the radio access network: RAN disag-

ation [24, 25] was specified by 3GPP [26] and detailed by
pen Networking Foundation (ONF) [27] as an important

allowing for dynamic creation and lifecycle management
e-case optimized network slices. The idea here is to split
AN protocol stack so that the individual components can
veloped independently by different vendors. This horizon-

isaggregation also enables distributed deployment of RAN
tions in the network.

3.4. Distributed Platform

All the aforementioned techniques SDN/NFV, network slic-
ing and disaggregation can be combined in a distributed plat-
form to test advanced networking scenarios in realistic large-
scale environments. This could be done by leveraging virtu-
alized computing and networking resources in a flexible way
to provide support for solutions based on the use-case, geog-
raphy and experimenter choice. In such a distributed platform,
the functions of the RAN nodes (the base stations) may be de-
ployed as a "Central Unit", centralizing the packet processing
functions and executed as Virtual Network Functions (VNFs)
on commodity hardware in edge cloud locations. One or more
"distributed units" performing the baseband processing func-
tions as VNFs on commodity hardware with possible hardware
acceleration and several "radio units" running the radio func-
tions with specialized hardware on antenna sites. In a more
general setting, different functions can be deployed on different
sites in the network in order to realize the required flexibility
and assess performance of the different split options.

3.5. Control and User-plane Separation

Another vertical disaggregation consists in the separation of
Control and User Planes (CUPS) [28]. In fact, with the den-
sification of the next generation radio access networks, and the
availability of different spectrum bands, it is more and more dif-
ficult to optimally allocate radio resources, perform handovers,
manage interfaces, and balance load between cells. It is there-
fore necessary to adopt centralized control of the access net-
work in order to increase system performance. This approach
can be realized by decoupling the intelligence from the under-
lying hardware in all parts of the network.

3.6. Research Data Management

SLICES wants to fully endorse and adopt the Open Science
and FAIR principles, acting as a catalyst to enable and foster
cutting edge research, data-driven science and scientific data-
sharing. Several design considerations should be taken into
consideration, including: (i) easy and open access to scien-
tific data to facilitate further knowledge discovery and research
transparency ensuring the longevity of the data and access to
the wider research and innovation community. (ii) scalable ar-
chitecture to efficiently leverage a large number of storage re-
sources to support efficient data storage and compute, including
highly parallelized data workflows to support experiments; (iii)
privacy preservation methods for ensuring end-to-end secu-
rity and privacy in compliance with relevant legal frameworks;
and (iv) data quality assurance methods to ensure data qual-
ity across multiple dimensions, such as accuracy, completeness
and integrity, in order to improve data utility. To address this,
SLICES requires to carefully design and develop efficient and
scalable data management, analysis and reporting mechanisms,
supported by appropriate metadata profiles to cater for access
and reuse of FAIR data and services. These tools need to cap-
ture and report the entire data lineage/provenance across the
data management lifecycle, while also providing the system-
atic means for secure and trustworthy interoperability of data

4
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services ensuring the authenticity and immutability of the
d data.

lustration with 5G

an illustration, we are presenting how these concepts are
forming the design and operation of cellular networks. The
tion of 5G networks introduces architectural changes in
adio Access Network (RAN) [29] and the Core Network
[30] that will have adverse impact on how research in-

ructure testbeds are designed as to support a variety of use
.

Disaggregation of 5G RAN

e 5G NR [31] defines a fully distributed Radio Access
ork (RAN), by breaking traditional radio components into

o Units (RUs), Distributed Units (DUs), and Centralized
s (CU). On the contrary, 4G provides a small level of dis-
egation between Remote Radio Units (RRUs) and the cen-
ed Baseband Units (BBU).
RAN has evolved from 4G with significant improvements

pabilities and functionalities. With the usage of a wider
e of carrier frequencies that includes part of millimeter

(mmWave) frequency spectrum, and flexible frame struc-
with variable number of symbols per subframe, 5G NR
utilize up to 400MHz of bandwidth per carrier. Several
orms exist that implement the 5G stack fully in software.
aking use of Software Defined Radios (SDR), such plat-

s can turn commodity equipment (e.g., with General Pur-
Processors) to fully functional base stations. The two most
inent solutions in open source to implement such function-
are: 1) the OpenAirInterface5G platform (OAI) [14], and
e srsRAN platform [32]. Both platforms support the basic
ations for the 5G NR, though OAI has a wider user base and
ements more features, such as disaggregated operation for
AN, several different supported SDRs, etc. From an archi-
re perspective, 3GPP Release 15 has introduced CU/DU
(3GPP Option 2 split [26]) along with a Virtualized RAN
tecture. Splitting the higher layers of 3GPP software stack
P, PDCP and RRC) and lower layers (RLC, MAC and

) into separate logical units, known as Centralized Unit
, Distributed Unit (DU) and Radio Unit (RU), enables to
y them at separate locations. Further split of gNB-CU is

ced by separation between the Control Plane (CP) and User
e (UP) named as gNB-CU-CP and gNB-CU-UP. The NG-

Network Resource Manager (NRM) [33] was designed to
le “separate” provisioning of CU, DU, CU-CP, CU-UP.
ssible options for decomposition of the RAN environ-
are studied, resulting in the identification of eight options
P Options 1-8). Building on top of the different disaggre-
n options, and especially delving into the CP/UP separa-
(CUPS), Open RAN (O-RAN) architecture defines open
tandardized interfaces among the different elements of the
gregated RAN. Through the use of such standardized in-

ces, interoperability of functions between different vendors
ade possible, while programmability of the RAN through

dedicated interfaces is enabled [34]. O-RAN Alliance is re-
sponsible for an additional split of the CU-CP into Radio Intel-
ligence Controller (RIC) and remaining part of CU-CP. O-RAN
defines the specifications for interface definitions between CU,
DU, RU and RAN intelligent controller (RIC) that can be de-
ployed at the edge of the network. Depending on the operation
of the RIC and the programmable functions in the gNB, the
RIC can operate in real-time mode (< 1ms latency for program-
ming the different functions, e.g., for Radio Resource Manage-
ment) or near-real-time/non-real time mode (e.g., for the appli-
cation and integration of Machine Learning models to the op-
eration of the RAN). The OAI community works closely with
the O-RAN ecosystem to ensure interoperability of key inter-
faces for experimentation with such disaggregated RAN topolo-
gies. Moreover, OAI aims for interoperability with upcoming
O-RAN compliant radio-units to allow experimental infrastruc-
ture initiatives such as SLICES to make use of industry-grade
radio solutions.

Figure 2: Open-RAN deployment and programmable interfaces

It is reasonable to presume that the information model in O-
RAN, as presented in Figure 2, will be the extension of the
3GPP NRM, with additional Managed Element object classes
for RIC and possibly with extension of the information models
for CU, CU-CP and DU. Similar to the O-RAN programmable
interfaces, dedicated solutions for specific platforms exist, that
open up the programmability of the RAN functions in practice.
For example, the FlexRIC platform (also called as FlexRAN)
[35, 36], developed by Eurecom for OAI, allows the pro-
grammability of the OAI RAN in real-time, by exposing a
REST interface. The interface can be used for retrieving statis-
tics from the network as well, allowing for the advanced mon-
itoring of the RAN in real-time. The FlexRAN controller
is under further extension for becoming compatible with the
O-RAN interfaces for programming the network. Similar to
the FlexRAN platform, the SD-RAN platform developed by
the Open Networking Foundation (ONF) is complementing O-
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’s focus on architecture and interfaces by building and tri-
O-RAN compliant open-source components. SD-RAN

is developing a near-real-time RIC (nRT-RIC) and a set
emplar applications that run on top (xApps) for control-

the RAN. Towards integrating all the above efforts for the
to-end deployment of the cellular network with extended
of virtualized services, the AETHER framework is cur-
y under development by ONF [38]. AETHER combines
main elements, namely, a control and orchestration inter-

to the RAN, an edge cloud platform (the AETHER edge),
support for cloud computing APIs, and a central cloud

AETHER core), for orchestration and management. The
HER project integrates several ONF efforts, including SD-
, ONOS[39], CORD [40] and OMEC [41], for providing

ly-fledged solution for the deployment of the cellular net-
in an end-to-end manner.

ble 1 lists out different open-source frameworks and
cts that can be utilized to implement RAN and MEC in-

ructure.

me Network
domain

Description References/ links

I [14] RAN eNodeB, gN-
odeB and UE
software

https://openair
interface.org

LTE
2]

RAN eNodeB, gN-
odeB and UE
software

https://openair
interface.org/

-RAN
7]

RAN and
Edge

Framework
for RAN
components
and RAN
intelligence
controller

https://github.com/
srsran/srsRAN

THER
8]

RAN and
Edge

5G/LTE,
Edge-Cloud-
as-a-Service
(ECaaS)

https://opennet
working.org/sd-ran/

exRIC
5]

RAN Real-time
controller
for software-
defined RAN

https://gitlab.
eurecom.fr/mosaic
5g/flexric

1: Open Source frameworks and projects that can be utilized to imple-
RAN and MEC infrastructure

Disaggregation of 5G Core

5GC, one of the most important characteristics is the sepa-
n of the User Plane (UP) functions from the Control Plane
functions (3GPP TS 23.501 [42]). UP functions mainly

care of traffic forwarding while the CP functions manage
uthentication, network slice selections, etc. The principal
ntage of such separation is being able to flexibly scale the
unctions independently on UP functions in case of traffic
and vice versa. Another benefit lies in the flexibility to

separately deploy CP functions so that some functions can be
deployed, according to the requirement of the use case, in a
centralized datacenter or a distributed one close to the RAN.
The flexibility in scaling and deployment makes 5G networks
more complex than previous generations of the telecommuni-
cation networks.

The Core Network (CN) is the central element of a network
that provides services to customers who are connected to the ac-
cess network. The 5G core network is referred as 5GC, and is
an evolved version of EPC (LTE Evolved Packet Core network)
as a cloud-native and service-based-architecture (SBA) [43].
The main components of the 5GC are the Access and Mobility
Function (AMF), Session Management Function (SMF), User
Plane Function (UPF), Unified Data Management (UDM), Au-
thentication Server Function (AUSF), Policy Control Function
(PCF), Network Exposure Function (NEF), Network Reposi-
tory Function (NRF) and Network Slicing Selection Function
(NSSF). These 5G network functions are cloud-native by de-
sign, thanks to the Service Based Architecture (SBA) design of
the 5GC. Therefore, their instantiation can take place as Vir-
tual Network Functions (VNFs) or Container Network Func-
tions (CNFs) in any of the available virtualization platforms.

Name Network
domain

Description References/ links

Open5GS
[44]

CN 5G/LTE soft-
ware

https://open5gs.org

OpenAir
Interace CN
(OAI-CN)
[45]

CN 5G/LTE soft-
ware

https://openair
interface.org/

NextEPC
[46]

CN LTE EPC
software

https://nextepc.org

srsEPC [32] CN LTE EPC
software

https://github.com/
srsran/srsRAN

Free5GC
[47]

CN 5G software https://free5gc.org

OMEC [41] CN LTE EPC
software

https://opennet
working.org/omec/

Magma [48] CN LTE/5G soft-
ware

https://docs.magm
acore.org/docs/
basics/introduct
ion.html

Table 2: Available open-source solutions

The main goal is to adapt the 5GC functions independently
when the load increases for any specific service or set of ser-
vices, which is a major advancement from previous mobile net-
work generations. To promote flexibility and reduce cost, it
is possible to adopt COTS hardware at the NFV Infrastructure
(NFVI) layer. These hardware resources are managed by open-
source Virtual Infrastructure Management (VIM) software such
as Openstack [49], OpenVIM [50] or Kubernetes [51]. The fol-
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Figure 3: Cloud-native instantiation of the 5G Core Network

ng Table 2 summarizes the available open-source solutions.

Softwarization, orchestration, virtualization and pro-
grammability
N is designed to make networks more flexible, control-
and agile. As a consequence, SDN enables network con-

o become directly programmable that makes its ability to
ide network virtualization, automation, and create new ser-

on top of virtualized resources. There exists a plethora
en source SDN solutions for mobile networks, including
Networking Operating System (ONOS), Central Office

chitectured as a Datacenter (CORD), O-RAN, Open Net-
Automation Platform (ONAP) [12], AETHER and SD-

.

Figure 4: Key ONF SDN platforms

anagement and Orchestration (MANO) frameworks [52]
on top of the network programmability and extended soft-

zation for network functions, and are being used to meet the
and flexible management solutions for virtual network ser-
in the 5G and beyond era. There are popular open source
MANO projects, namely OSM [53] and ONAP [12].
SI introduces the NFV MANO architecture, which com-

s three main functional blocks, as further detailed below.
O is an important component in managing the lifecycle of

s (including CFNs and PNFs) and hence managing over-
frastructure with agility and flexibility. The NFV MANO

Figure 5: ETSI NFV-MANO architecture

system entities, such as the Network Function Virtualization
Orchestrator (NFVO), the Virtual Network Function Manager
(VNFM) and the Virtual Infrastructure Manager (VIM), coor-
dinate with each other over well-defined reference points to
manage entities such as Network Functions Virtualization In-
frastructure (NFVI), VNFs, CNFs, Physical Network Functions
(PNFs) and Network Services (NSs). In the context of research
testbeds, MANO framework provides efficiency by bringing
network functions to several experimenters (tenants/users) at
the same time. Figure 5 illustrates these blocks with the ref-
erence points that connect them.

The three main components of the NFV-MANO architecture
are detailed below:

1. Virtual Infrastructure Manager (VIM) performs control-
ling mechanisms for the NFV Infrastructure (NFVI) re-
sources within an infrastructure provider. VIM is also
responsible for receiving fault measurement and perfor-
mance information of NFVI resources. Consequently,
VIM can supervise NFVI resources allocation to the avail-
able VNFs;

2. VNF Manager (VNFM) conducts one or several VNFs
and does the lifecycle management of VNFs. VNF life-

7
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cycle management involves establishing/configuring, pre-
serving, and terminating VNFs;
NFV Orchestrator (NFVO) implements resource and ser-
vice orchestration in the network. NFVO is split up into
Resource Orchestrator (RO) and Network Service Orches-
trator (NSO). First, the RO collects the current informa-
tion regarding possible physical and virtual resources of
NFVI through the VIM. Following this, the NSO applies
a complete lifecycle management of multiple network ser-
vices. In this way, the NFVO keeps updating the informa-
tion about the available VNFs running on top of NFVI. As
a result, the NFVO can initiate multiple network services.
As part of the lifecycle management, the NFVO can also
terminate a network service whenever no longer a service
request is received for that specific service. In several so-
lutions, NFVO and VNFM are integrated into the MANO
section.

fferent frameworks have been developed in accordance
the NFV-MANO architecture, mainly aiming at provid-

ully-fledged solutions for the virtualized services lifecycle
gement. Such frameworks include multi-tenancy aspects,

iding isolated slices of the infrastructure to each tenant, ini-
aiming at the execution of different vertical services on

f shared 5G infrastructure [54]. Such multi-tenancy as-
and isolation of traffic flows between each tenant of the

structure can be directly projected to the use of the same
ed infrastructure from multiple users concurrently, while
iding guarantees for their performance. In Table 3, we list
ifferent open source MANO frameworks that are currently
ly utilized by the researchers as well as industry players
T&T, Telefonica and others. This table also showcase the
arison between major open-source frameworks for VNF

ycle management in terms of capabilities, multi-tenancy
ort, compliance or not with the NFV-MANO architecture,

the NFV world, containers are an emerging technology
he paradigm is standing between virtual machines and con-
rs now. Containers show high utilization of computing re-
es and better performance than virtual machines. Multi-
ontainers can be executed on the same host and share the
Operating System (OS) with other containers, each run-

isolated processes within its own secured space. Because
iners share the base OS, the result is being able to run each
iner using significantly fewer resources than if each was a

rate virtual machine (VM). Along with this trend, NFV in-
y has also been interested in the option of Containerized
ork Functions (i.e., CNFs) instead of conventional Virtu-

d Network Functions (i.e., VNFs) due to its scalability and
ency for operation and management. CNF-based solutions
lso more appropriate for real-time networking functions.

those benefits, various mobile operators are trying to re-
conventional VM-based NFV platforms with container-

d platforms. Each VM includes a full copy of an operating
m, the application, necessary binaries and libraries - tak-
p tens of GBs. VMs can be slow to boot, while Containers
the OS kernel with other containers, each running as iso-

Management and
Orchestration
framework

OSM
[53]

ONAP
[12]

CORD
[40]

OpenBaton
[55]

Ease of Installation X ✓ ✓ ✓
Resource Footprint High High Medium Medium

Multi VIM support ✓ ✓ X ✓
VNF, CNF & PNF
Support

✓ ✓ ✓ ✓

Multi-user Support
(multi-tenancy)

✓ ✓ X ✓

Multi-site Support
(multi- domain)

✓ ✓ ✓ X

Network Slicing
support

✓ ✓ ✓ ✓

NFV-MANO com-
pliance

✓ Partial X ✓

Table 3: Frameworks for VNF lifecycle management

lated processes in user space. Containers take up less space
than VMs (container images are typically tens of MBs in size),
and thus handle more applications. Because they do not include
the operating system, containers require fewer system resources
and less overhead. They also tend to be faster to start/stop and
they are ultra-portable across environments.

For low-latency use cases, 5G Core Network (CN) and RAN
components are motivated to run as Containerized Network
Functions (CNFs), instead of VMs in the case of Virtual Net-
work Functions (VNFs), supported by tools like Kubernetes,
that can deploy the services directly on bare-metal. Integration
with the aforementioned NFVO tools like e.g., OSM is also pos-
sible. Open-source projects are moving towards cloud-native
design, but until they become a reality, a mix of VNFs and
CNFs could be adopted. Edge computing will have require-
ments for low-latency, cost-efficient infrastructure, secure with
AI/ML capabilities. CNFs will be widely considered for the
cases of Edge/Fog computing, due to the low complexity and
fast instantiation of cloud-native services that can be achieved.
However, simply forklifting existing 5G RAN software to a
COTS platform is not enough. To realize the value of Cloud
RAN, one needs to embrace cloud native architecture. Cloud
native architecture facilitates RAN functions to be realized as
microservices in containers over bare metal servers, supported
by technologies such as Kubernetes. The Table 4 lists some of
the widely used open-source container solutions.

For high-speed user-plane networking in the 5GC and ad-
vanced signal and information processing in the RAN, hard-
ware accelerators are commonly used in industrial solutions to
ensure real-time operation. For experimental network deploy-
ments, several open solutions in the context of AETHER and
OAI can be now be leveraged to integrate P4 [59], FPGA[60,
61] or GPU [62] based hardware accelerators in computing

8
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tainer
tion

Description References/ links

ernetes
]

Developed by
Google, most widely
used

https://kubernetes.io/

ker
]

Software platform
that allows you
to build, test, and
deploy applications
quickly

https://www.docker.com/

nshift
]

Container manage-
ment tool based on
Kubernetes created
by RedHat

https://www.redhat.com/en/
technologies/cloud-
computing/openshift

che
sos [58]

Apache Mesos is an
open-source cluster
management system

http://mesos.apache.org/

Table 4: Widely used open-source container solutions

ers. From a research perspective there are many challenges
ed to efficiently integrating such solutions with CNFs on
ric computing platforms.

Multi-access Edge Computing

EC (Multi-access Edge Computing) has been developed
solution for network operators, enabling the extension of
ommunications infrastructure with servers offering com-
g resources to users and service providers (including cloud
ce providers). The relevant standards are developed by
TSI standardization organization within the ISG MEC (In-
y Specification Group on Multi-access Edge Computing)
ing group. The ETSI MEC solution is now an integral
of the 5G network infrastructure, but it can also be used in
networks and other access networks. It should be empha-
that the MEC technique is a significant step in the devel-

ent of telecommunications infrastructure towards a future,
rated communication and computing infrastructure.
rallel to the standardization work, research is carried out
e specification of mechanisms and algorithms for MEC
ms. In particular, as part of projects related to the imple-
ation of NFV systems or orchestration in cloud systems,
ing groups were established to implement extensions of
systems and to support the computing technique at the

ork edge. Examples of such initiatives are: Open NFV
[63], Edge Automation through ONAP [64], OpenStack
[65], or LinuxFoundation Edge [66]. The solutions pro-

d by the above projects are usually extensions of the archi-
re of orchestration systems developed for NFV backbone
orks or cloud applications that offer the possibility of or-
trating applications at the edge of the network. Therefore,

solutions are not fully compatible with the ETSI MEC
tecture.
addition, research projects aimed at developing prototypes
EC systems fully compliant with ETSI standards have been

developed [67],[68]. In particular, the SYMEC [69], imple-
mented an ETSI-compliant MEC platform on the low-energy
ARM architecture.

5. Architecture guidelines for SLICES

The initial guidelines on the various hardware building
blocks for different types of SLICES facilities can be catego-
rized into four basic sub-systems:

• Inter-Facility Interconnections and Intra-Facility Switch-
ing Fabric;

• Real-time and Non-real-time Computing;

• Radio Infrastructure;

• End-user devices.

The example of a SLICES node is shown in Figure 6. It
demonstrates two interconnected clusters in the same geo-
graphic region, one of which is equipped with Radio Units and
the other is a more generic computing platform. The left cluster
has a long-distance interconnection with the national gateway,
which itself is interconnected with the GEANT fabric and the
rest of the SLICES network. In the following subsections we
provide some initial guidelines for the architecture of the vari-
ous components. As a general rule for hardware and network
topologies, SLICES nodes should aim to mutualize as much as
possible the types of computing and networking equipment in
order to reuse deployment and configuration methods and to be
able to share and establish common best practices. This fol-
lows the spirit of similar large-scale platform projects such as
the Linux Networking Foundation OPNFV [70], Cloud-Native
Computing Foundation [71] and the Open Compute Founda-
tion [72]. Because of the lack of space and its diversity, we
will not describe further the hardware components envisaged in
SLICES.

As SLICES aspires to provide fully programmable remotely
accessible infrastructure to the Digital Infrastructure commu-
nity, the respective frameworks shall be developed for ensur-
ing seamless and easy access to the experimental resources.
The different site facilities will form an integrated single pan-
European facility, adopting common tools for managing and or-
chestrating experiments over the infrastructure, as well as pro-
viding single access credentials to users. A first attempt to
sketch our reference architecture, with respect to the tools used
for its management, is described in Figure 7.

Towards achieving this integration, the sites will adopt net-
work virtualization for their disaggregated resources. Each
node will be considered as a single domain for experimentation
[73], while the overall orchestration of experiments will be per-
formed through a centralized infrastructure. Site and node se-
lection frameworks will be developed in the context of SLICES,
towards ensuring the optimal use of resources among the sites.

Moreover, and towards ensuring the smooth operation of the
infrastructure, tools for facilitating access will be developed and
deployed. Open-source software shall be employed, based on

9
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Figure 6: A high-level view of a SLICES node from an equipment standpoint

aradigms of existing testbed access schemes, user authen-
on and authorization. This software will be appropriately
red with new modules for managing the new equipment de-
ed in the previous section. Table 5 provides a comparison
een the existing tools for the experimentation plane of the
riments, and the progress beyond them.

terms of integration of the various components, the soft-
tools shall encompass single-sign in procedures, with ac-

certificates issued by a single authority. The resource dis-
ry, reservation, and allocation shall comply with the access
ies for SLICES (following the ESFRI principles) and be
changed with the respective facility authorities through a
ardized process. For this purpose, the SFA protocol [7] has
extensively used in past and present solutions and could

re a future candidate together with new complementary or
native proposals that will be considered as well.

sed on the automation tools for accessing the infrastruc-
we intend to equip new experimenters with a store in or-
o easily deploy services with a single click manner over
nfrastructure. This can be achieved with these frameworks
sing pre-compiled versions of services, and by support-
ifferent methods for virtualization of resources (e.g., Vir-

Machines, docker containers, Linux Containers). For ex-
e, public docker repositories provide different images that
e used to deploy commonly used services (e.g., databases,
services, applications and application servers) through a
dly interface. Moreover, the entire architecture will be aug-
ed with the appropriate tools for experiment monitoring,
riment data and results visualization and cross-correlation
sis and inference with previous experiments executed over

nfrastructure.

e SLICES architecture, illustrated in Figure 8, can be de-
d considering the limitations and challenges of existing
ation-based architectures such as SFA. For example, the
ES architecture could be designed by advancing the Slice-

d Federation Architecture (SFA) and further enhancements

are required to overcome the limitations and complexities to in-
tegrate wireless, edge and other experimental resources. We
can consider a layer-based architecture as shown in Figure 8.

In this architecture, every component of SLICES testbed falls
under a certain layer:

1. Resource Layer: It includes experimental resources such
as CPU’s, RAM, storage, containers, VM’s, network,
wireless, HPC and IoT devices;

2. Virtualization Layer: This layer includes cloud computing
platforms (e.g., Openstack) that virtualize the underlying
hardware resources and provide interfaces to the higher
layers for programming/instantiating services over them.
Examples of such programming interfaces are the ones de-
fined by the O-RAN alliance (e.g., A1/E2 interfaces ), or
the P4 programming abstractions for wired networks;

3. Orchestration Layer: It includes tools that orchestrate and
instantiate services over the infrastructure equipment. Ex-
amples of such tools are OSM, ONAP and Kubernetes,
mainly involved in NFV Management and Orchestration.
It provides Network-Function-as-a-service and exposes
northbound interfaces (NBI) APIs to be used by external
entities;

4. NBI Layer: This Layer defines the Open APIs that can
be used by the SLICES application framework. Examples
of such interfaces are the SOL005, the SOL004 from the
ETSI NFV-MANO architecture [75] that can be found as
the NBI interface of several MANO compliant tools, or
even more generic ones, like TM-Forum based APIs for
service lifecycle control;

5. Application Layer: This Layer will host the SLICES-Core
application, located at the SLICES central hub. It is re-
sponsible for managing all experimental resources that are
exposed by lower layers, saved in the database and is fur-
ther exposed to experimenters as a Service-Catalogue. It
also exposes NBI API’s that can be used by a 3rd party or-
chestrator. The architecture of SLICES-Core application

10
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Figure 7: SLICES Infrastructure conceptual architecture

Figure 8: Layered architecture for SLICES

will start from components similar to MySlice V2 [76],
and will be further enhanced at later stages;
UI Layer: This Layer defines the User Interface for the
experimenters. It should abstract the experiments enough
to make them more user friendly as possible.

e operation of the central-hub relies on the control of
iple-domains through the SLICES core application. Its op-
on resembles the functionality of a multi-domain orches-
r, that brings together different domains (in different loca-

tions, managed from different authorities) under the supervi-
sion of a single authority. The multi-domain orchestrator glues
NFV, MEC and Cloud-Native orchestrators using API abstrac-
tion layers. Different groups of experimental resources on any
of those testbeds might be virtualized and managed based on
different technologies (e.g., VMs and containers). This in turn
requires that multi-domain orchestrators use different orches-
trators, managing different types of resources. For example,
an NFVO and a MEC (Multi-access Edge computing Applica-

11
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xisting Tools Proposed Solution(s) Benefits

ontrol and Management
ramework (OMF) [74]

NFV-based orchestration so-
lution

Current tools provide metal as a service access to the testbed resources, or
in some cases virtualized access by interacting with the respective VIM
interface of a testbed. On top, the experiments can be orchestrated by us-
ing a publish/subscribe scheme for the communication between a central-
ized controller and the actual resources. Adopting an NFV-based solution
will allow the orchestration of experiments as Virtual Network Functions
(virtualized access) or Physical Network Functions (Metal as a Service
access), through the adoption of industry-grade tools. These shall allow
higher utilization of the testbed resources, increasing the user capacity of
each testbed, more secure end-to-end experiments, end-to-end network
configuration and experiment reliability.

DN programmability SDN Assist Current tools aim in providing a programmable interface for users that
shall use their own controller for managing the flows in the network.
In some cases, isolation of flows between different users on a switch is
possible, through the adoption of tools like FlowVisor . Moving to an
NFV-based orchestration solution supporting features like SDN Assist
enables the programming of flows for an experiment during the instan-
tiation time. Based on an end-to-end programmable SDN plane (based
on Open-vSwitch or hardware OpenFlow/P4 switches) programmability
extends to the entire datapath used for the experiments, isolating users
and providing multi-tenancy over the infrastructure.

ireless programmability Open-RAN (ORAN) Current tools for programming the wireless components rely on specific
interfaces dedicated to specific equipment for the RAN. As such inter-
faces become standardized, through efforts like O-RAN alliance, adopt-
ing such APIs can increase the supported equipment, and open-up more
programmability for the RAN. As such tools use standardized interfaces,
they integrate with several NFV based orchestration solutions, allowing
a truly end-to-end experiment configuration and instantiation.

dge and Core Configura-
ion

NFV-based orchestration so-
lution

Current tools provide Virtualized access to the core and cloud network
configuration, or in some cases metal-as-a-service access. Switching to
the same NFV based orchestration solution as the rest of the nodes will
enable the seamless network configuration, and move the edge/core cloud
configuration to supporting a different number of settings (such as cloud-
native 5G network configuration).

Table 5: Comparison of different proposed frameworks vs existing ones for the SLICES architecture

Orchestrator-MEAO) are likely to be required in individual
eds services, both managed concurrently through similar
from the same central entity.
e central SLICES core application shall include an ab-
tion API, used to trigger the required API invocation chains
ifferent domain orchestrators when a high-level action is
rmed. A set of southbound clients is used in order to con-
to NFV, MEC and Cloud-native local domain orchestra-

is worth noticing that the different levels of access provided
the facility will also correspond to finer or coarser grain
ol over the deployment of experimental resources. More
rienced users would be willing to control exactly which
rimental resource to use from which facility at which site,
e less-experienced users might not even know that their ex-

ent is actually using heterogeneous resources composed
f different facilities spread across Europe. In the lat-
se, SLICES, through dedicated management components,

automatically assign resources to the users’ experiments,

in order to optimize the overall utilization of the RI’s resources
or simplify the work of the experimenter.

6. The research Life Cycle

Experimentally-driven research should be grounded on a
solid methodology that is understood and implemented by other
disciplines. This is somehow the ambition of the European
EOSC initiative. As a consequence, SLICES does not target
only the deployment of the instrument/facility but as impor-
tantly, addresses the full research life-cycle, including open
data, data management and reproducibility.

Researchers and research stakeholders nowadays require that
research data is made available for other researchers to exam-
ine, experiment and develop further. Additionally, preserving
the data in conjunction with how conclusions from the data
were drawn, accelerates the discovery process, enable easier
reproducibility of the results and thus supports evidence. It is
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necessary to develop policies and procedures for regulat-
he management and publication of research data in order
ake them interoperable and widely available.
Europe, it is recommended to conform with the Euro-
Open Science [77] and Open Access policy [78], Open

arch Data Pilot [79] and FAIR [80] principles in produc-
nd managing research data. This requires defining ap-

riate metadata (including compatible experiment descrip-
on the data produced by or integrated into the infrastruc-

with the objective to ensure eventually data accessibility,
worthiness, reusability and interoperability with data pro-
d by similar infrastructures/experiments for enabling com-
experiments and multi-domain research. Alignments with
elevant recommendations such as the ones published by
C FAIRsFAIR [81] project, GO FAIR initiative [82] and

for FAIR data management [83], and general European
Access to research publications and Open Research Data

policies, are of utmost importance.
e FAIR (Findable, Accessible, Interoperable, and
able) [84] Data Principles were developed to be used as
elines for data producers and publishers, with regards to
management and stewardship. One important aspect that
rentiates FAIR from any other related initiatives is that they
e beyond the traditional data and they place specific empha-
n automatic computation, thus considering both human-
n and machine-driven data activities. Since their publica-
FAIR principles became widely accepted and used. To

end, SLICES fully endorses and adopts the FAIR princi-
acting as a catalyst to enable and foster the data-driven
ce and scientific data-sharing in this area.
derstanding the data collected and processed within
ES becomes essential to understand data usage from the
t user groups. This should allow to develop an appropri-
nformation model that represents the data collected from
LICES testbeds, experimental equipment and applications.
onsider that the datasets generated by the usage of the
ES hardware and software infrastructure can be roughly

nized into five main categories:

Observational Data: collected using methods such as
surveys (e.g. online questionnaires) or recording of mea-
surements (e.g. through sensors). The data include mostly
data related to signal or performance measurements, and
network or service log data that allow for experiment eval-
uation and reproducibility.

Experimental Data: where researchers introduce an in-
tervention and study the effects of certain variables, trying
to determine their impact.

Simulation Data: is generated by using computer mod-
els that simulate the operation of a real-world process or
system. These may use observational data.

Derived Data: involves the analysis (e.g. cleaning, trans-
formation, summarization, predictive modeling) of exist-
ing data, often coming from different datasets (e.g. the
results of two experiments), to create a new dataset for a
specific purpose.

- Metadata: concerns data that provides descriptors about
all categories of data mentioned above. This information
is essential in making the discovery of data easier and en-
suring their interoperability.

SLICES, as an open platform, promotes interoperability, thus
non-proprietary, unencrypted, uncompressed, and commonly
used by the research community formats should be adopted.
In addition, SLICES end users should have the ability to decide
on a suitable license and attach it to their data.

Our preliminary estimations for SLICES include up to 5,000
users and their data, accounting for up to 50GB per user on the
individual nodes and up to 1TB on the cloud. This provides us
with a preliminary estimation of 0.25PB-1PB of data storage
for all datacenters residing on SLICES nodes, and 5PB for the
cloud-based datacenter.

As a consequence, SLICES will setup a data management
framework to support the efficient and effective operation of
the SLICES infrastructure. To accomplish this, the data man-
agement framework sets its own design goals, which are sum-
marized below.

- Data Governance: A systemic and effective Data Gover-
nance structure to support the data management operations
through a hierarchical structure with appropriate roles (e.g.
Data Manager, Data Protection Officer and Metadata ad-
ministrator), implement all related policies and processes,
and adopt standards and leading practices.

- Data Architecture: An agile Data Architecture that
can perform efficiently to fulfill the SLICES infrastruc-
ture requirements, scales gracefully to accommodate for
increased workloads, is flexible to integrate new processes
and technologies, and is open to interact with other sys-
tems and infrastructures.

- Data Quality: Appropriate data transformation mecha-
nisms to ensure Data Quality across multiple dimensions
(e.g. accuracy, completeness, integrity), in order to im-
prove data utility (e.g. further processing, analysis).

- Metadata: Appropriate metadata management mecha-
nisms to facilitate collaboration between users by provid-
ing the means to share their data and also support FAIR
data.

- Interoperability: Facilitate seamless interaction with
other systems and infrastructures.

- Analytics: Deployment of statistical, machine learning
and artificial intelligence techniques to draw valuable in-
sights from data and appropriate visualisation techniques
to interpret them.

- Data Security: Mechanisms to protect data from unau-
thorized access and protect its integrity.

- Privacy: Strict controls to manage the sharing of data,
both internally and externally.
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teroperability with EOSC and External Systems

nce SLICES aims to provide a pan-European experimen-
search platform by jointly utilizing the geographically dis-
d computing, storage and networking RIs, it is highly im-
nt that the different RIs interacting in the experimental
flow are interoperable with each other. Similarly, exist-
esearch needs to be accessible and directly pluggable to
ES services and sites. For example, considering a MEC
ase, compute, storage and networking resources from dif-
t RIs can be used. In such a scenario, it is necessary that
rce description, availability, execution and data exchange
mooth. This can only be assured if a common interoper-
ty framework is adopted across the SLICES ecosystem so
different subsystems have a common understanding of re-
es and data/metadata are on the same page with respect to
censing, copyright and privacy requirements. The SLICES
structure is designed to ensure compatibility and integra-
with EOSC and existing ESFRI infrastructures, and be
to offer advanced ICT infrastructure services to other RIs
rojects, with the special focus on the FAIR data manage-
and exchange.
SC [85] has established itself as an important pillar in

mplementation of Open science concept by accelerating
doption of the FAIR data practices among researchers in
uropean Union. Integration of SLICES into European

arch Infrastructure via EOSC will facilitate data sharing
euse among SLICES partners and the larger European re-
hers’ community. Interoperability-focused integration of
ES with EOSC will make it easier for SLICES users to
the benefits of many services and tools pertaining to di-
scientific domains that are being developed around the

C ecosystem.
erefore, it is of utmost importance to design the integration
ework of SLICES with EOSC in such a way that the data
ange between SLICES and EOSC is interoperable for sci-
c workflow management for data storage, processing and
. To this end, the recommendations of the EOSC interop-
lity framework are considered in great detail for the design
e SLICES interoperability framework.
teroperability is an essential feature of EOSC ecosystem as
eration of services and data exchange is unthinkable with-
nteroperability among different EOSC constituents. The
ingful exchange and consumption of digital objects is nec-
y to generate value from EOSC, which can only be re-
d if different components of the EOSC ecosystem (soft-
/machines and humans) have a common understanding of
to interpret and exchange them, what are the legal re-
ions, and what processes are involved in their distribution,
umption and production. To facilitate this, EOSC inter-
ability framework (EOSC-IF) [86] is defined as a generic
ework for all the entities involved in the development and
yment of EOSC.
achieve this, a dedicated interface, coined SLICES-

operability Framework (SLICES-IF) shall be developed.
interface will be built upon the foundations led by the
pean Interoperability Reference Architecture (EIRA) [87],

where interoperability is classified at four layers, namely: (i)
technical, (ii) semantic, (iii) organizational; and (iv) legal. Al-
though the target audience for EIRA (governance and adminis-
tration) was very different from the SLICES stakeholders, core
principles and objectives are similar. Additionally, the different
components (in particular technical and semantic) of SLICES-
IF would be chosen in such a way that SLICES is fully interop-
erable with EOSC for uninterrupted data exchange pertaining
to use of EOSC services and research data by SLICES as well
as to enable the publications of SLICES infrastructure, services
and data through EOSC portal. More details about the SLICES-
IF interface to EOSC and external RIs is provided in SLICES-
Design Study Deliverable D4.2 [88].

SLICES aims to allow its users (and interoperating plat-
forms) to uniformly find, and access any object, such as data,
services and software. To accomplish this, SLICES defines a hi-
erarchical metadata structure, where each digital object is first
described using a select set of common metadata attributes and
then according to its type, the description is extended with a
set of type-specific attributes. The relevant information can be
then accessed using SLICES authentication and authorization
mechanisms.

In order to realize the vision of FAIR research, supporting
the full research lifecycle, lets consider a simple example bor-
rowed from another field of research and illustrated by the Re-
liance project 5. Reliance delivers a suite of innovative and in-
terconnected services that extend EOSC’s capabilities to sup-
port the management of the research lifecycle within Earth Sci-
ence Communities and Copernicus Users. Consider core ser-
vices provided to the research community, that could be data,
software publications, others. These core services are named
after research objects that are for use by the experimenters and
share by the experimenters. As an illustration, assume that you
are doing some research related to the Copernicus air quality.
You can go to the OpenAIRE 6 explorer and search for Coper-
nicus quality. And you will find all the associated resources as
described in Figure 10.

You are looking for a software, because someone has pro-
duced a software taking research data as input and producing a
map of the air quality in a given region as an output. You find
the software and with the software comes a set of additional
metadata. So for instance, it could be a Jupyter Notebook as in
Figure 11. You now have access to the software that will ex-
ecute exactly what has produced this research data. What you
are willing to do, at first, is to reproduce the results. On the
other hand, you would like to take your own data, use the same
process and produce your own new results. The last step is that
you go to the service, which is named Rohub 7. And then you
bundle your different resources, like the Jupyter notebook that
you have used, the data that you have exploited, and the out-
put that you have produced. You can now publish this research
outcome as your own contribution made available to the com-
munity, defined as PM 10 in Figure 12. This full research-life

5Reliance, https://www.reliance-project.eu/
6OpenAIRE, https://explore.openaire.eu/
7Rohub, https://reliance.rohub.org/
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Figure 9: SLICES interconnection with European e-Infrastructures and digital infrastructures

Figure 10: OpenAIRE Explore

is really important, otherwise, the result that you produce
ot be published, because it simply cannot be reproduced.
e exists data initiatives in our field, like the ACM Artifact
ew level [89], it is nice and ambitious. But it does not yet
align with the best practices in other fields of research.

onclusion

is a best practice in fundamental sciences to think about
ght experiments that will validate the scientific assump-

tions. It is indeed a challenging endeavor to design a test plat-
form to support networking and distributed research. Up to
now, networking test-beds have tried to capture a variety of de-
mands. However, very little has been done to cover the entire
research and data lineage life-cycle. SLICES is the outcome of
an effort to align the methodology to build such a platform in
order to satisfy the key requirements of a scientific instrument.
In Europe, ESFRI provides such a framework where most of
the large research infrastructures are incubated, deployed and
operated. The paper describes our continuous work aiming
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Figure 11: EGI Notebook

Figure 12: Jupyter notebook

signing the SLICES end-to-end reference architecture. It
asized the analysis of the current demand from relevant

stakeholders, and the foundational principles on which it
be grounded. These principles, alongside with the cur-
trends in resource management (resource programmability,
ork virtualization, resource disaggregation) have resulted
e wide adoption of several Management and Orchestra-
(MANO) frameworks for deploying experiments and ap-
tions over distributed infrastructures. The paper also dis-
s major open-source software that is used by the research
unity for networking at large, experiments that provides

rtunities for SLICES. The integration and interoperability
EOSC infrastructure are also presented and the research
yle is illustrated. This work is based on the long expe-
e of the participating members in managing and operating
latforms infrastructures to best serve our research commu-
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