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Whoa, No-Go: Evidence consistent with model-based strategy use in horses 
during an inhibitory task 

Louise Evans a,*,1, Heather Cameron-Whytock b,2, Carrie Ijichi a,3 
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A B S T R A C T   

It is thought horses lack the prospection and brain architecture required for goal-directed, reflective model-based 
learning which considers future states. We investigate whether horses can use model-based strategy in an 
inhibitory task. Twenty subjects were trained for three sessions of a Stop-Signal paradigm using positive rein
forcement (+R) for correct responding. All twenty failed to reach learning criterion. Subjects continued to touch 
in “Stop” contingencies indicating horses either: cannot complete Stop-Signal tasks; need further consolidation; 
or are utilising model-based cost-benefit analysis. Subjects underwent a further three sessions with the addition 
of negative punishment (+R/-P) as a cost for errors of emission (EE). If horses lack the ability to complete Stop- 
Signal tasks, EE would remain high across both treatments. If horses found Stop-Signal difficult but the intro
duction of cost aided their learning, EE would gradually decrease throughout the +R/-P condition. If horses built 
a cognitive model of the task but developed a strategy of indiscriminate responding in the +R condition, EE 
would suddenly decrease with the introduction of cost. A significant, immediate reduction in EE was observed 
when cost was introduced (p=0.02) that remained stable throughout the +R/-P condition providing evidence 
consistent with model-based cost-benefit analysis in horses.   

1. Introduction 

Instrumental learning can be acquired through both model-free and 
model-based learning. Model-free learning is a relatively simple 
computation based on accrued trial-and-error learning that forms habits. 
As such, changes in contingencies and environmental conditions can 
only be responded to slowly, as a new “cache” of trials must be built 
(Dayan and Berridge, 2014a). The accruing cache adjusts the reward 
prediction error which signals the value achieved by a given action to 
maximise future expected rewards (Sutton and Barto, 2018). This is 
achieved by comparing differences between rewards actually received 
and those expected, based on previous experience (Schultz, 2016). 
Simple tasks can be reliably learnt, given sufficient opportunities, by 
building associations between stimuli and their outcomes. For example, 
an animal may reflexively touch a target because they have been 
conditioned through repeated exposure to associate it with a positive 
outcome such as food. The target elicits an urge to make contact with it, 

and no more complex processing of what the target signifies. Therefore, 
there is no need for higher order executive function. By contrast, a 
model-based strategy involves prospective cognition (Dayan and Ber
ridge, 2014a) which refers to the ability to think about possible future 
states and understand the likely outcomes of various responses so that 
optimal responses can be selected. It therefore allows an individual to 
select the response most suitable to the current situation out of all po
tential options. The model refers to this cognitive “map” of possible 
outcomes and is built using the state prediction error (SPE) (Gläscher 
et al., 2010). SPE registers violated expectancies by comparing dis
crepancies between the current cognitive model (cognitive map) and the 
current observed state (reality) (Gläscher et al., 2010). Whilst 
model-based is goal-directed and reflective, model-free cognition is 
habitual and reflexive. The former is considered more computationally 
demanding than the latter which is counterbalanced by its value in 
promoting flexible adaptive responses in dynamic situations (Huang 
et al., 2020a).Inhibitory control is the ability to actively ignore 
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distracting stimuli (attentional inhibition) and/or suppress a behav
ioural response (response inhibition) (Tiego et al., 2018). It is used as a 
marker for intelligence in non-human animals, as it can reveal whether 
an animal is giving a habitual behavioural response or using context to 
flexibly alter responses. Inhibitory control indicates how impulsive an 
individual is, making it a clinically relevant executive function for in
dividuals with ADHD (Ma et al., 2016; Schachar et al., 2000). The 
stop-signal task is a paradigm for measuring response inhibition (Raud 
et al., 2020). In the stop-signal task, an individual must inhibit an 
already initiated response. The stop-signal task challenges stimulus 
control, an important executive function for human behaviour (Din
smoor, 1995), and is a marker of cognitive flexibility (Flagel et al., 
2011). 

Higher impulsivity score (on the Barratt scale; Barratt, 1975) has 
been associated with increased physiological arousal in humans during a 
stop-signal task (Zhang et al., 2015). Inhibitory control is a function of 
cognitive control, defined as the action of ignoring distracting or 
emotion-inducing stimuli, to maintain task focus and increase the like
lihood of successful outcomes (Neill et al., 1995). Inhibitory control has 
been studied using Go/No-Go and stop-signal learning paradigms 
(Gomez et al., 2007; Rubia et al., 2001). Success in a Stop-Signal or 
Go/No-Go task relies on effective cognitive control to maintain task 
focus, even where there is competition between possible responses, in 
order to attain a specific goal or reward (Gunther and Pérez-Edgar, 
2021). 

Here, subjects had been positively reinforced with food rewards to 
touch a target (Evans et al., 2024). In a subsequent Stop-Signal inhibi
tory control test (Evans et al., In Prep), subjects were rewarded for 
touching the target unless a new light cue was on, in which it was a 
”Stop” contingency, and no reward was offered for touching. The aim of 
that study was originally to measure individual differences in inhibitory 
control and cue dependency. However, after three training sessions, all 
subjects still failed to reach criterion in this task which had previously 
been sufficient for the cohort to learn a two-choice discrimination 
reversal task (Evans et al., 2024). In addition, this species should be able 
to inhibit previously learned responses (Brucks et al., 2022a). Instead, 
subjects responded indiscriminately and touched the target, regardless 
of the light cue and reward delivery. This is known as error of emission 
where a response is given but is incorrect (as opposed to error of 
omission, where no response is given). There are three explanations for 
this poor performance in order of increasing cognitive complexity 
following Lloyd Morgan’s Canon (Dwyer and Burgess, 2011). First, 
horses lack the ability to complete Stop-Signal tasks due to poor 
behavioural inhibition or executive function limitations. However, 
horses have evidenced Stop-Signal ability, albeit in a spatial task (Hintze 
et al., 2018), and demonstrate inhibitory control in a 
delayed-gratification task (Brucks et al., 2022). Second, it may be that 
horses can learn Stop-Signal paradigms, but the stimulus used was not 
available to them. This was unlikely as the No-Go stimulus was a light 
presented within the right field of vision (Murphy et al., 2009) and was 
distinctly off and on. In addition, they may be able to learn this paradigm 
but needed longer to do so. Finally, subjects developed a model of the 
task and were using a cost-benefit strategy. Touching the target often 
results in reward and there is minimal energetic cost to indiscriminate 
responding, whilst contingent responding requires higher computa
tional cost (Falkenstein et al., 1999). Therefore, it may be beneficial to 
touch the target regardless of the contingency. However, prospective 
cognition and executive function required for this strategy are not 
thought to be well developed in horses due to their limited prefrontal 
cortex (de Lahunta et al., 2015). 

To determine whether subjects might be using a cost-benefit anal
ysis, an additional experiment was conceptualised. The aim was to 
determine whether horses had developed a model of the possible out
comes, allowing them to use strategy to respond optimally, using the 
least effort to gain the most reward. A cost was introduced for errors of 
emission and these errors monitored and compared to predictions 

(Fig. 1). If subjects had no model of the task, the addition of the cost may 
have helped them understand the task and thus improve performance 
gradually, by using model-free operant conditioning. This is because 
model-free learning requires building a new cache of experiences of the 
cost, to modify behaviour. If so, a steady reduction in errors would be 
expected following introduction of the cost (Fig. 1a) (Dayan, 2009). If 
the Stop-Signal stimulus was not available or salient to the subjects, no 
reduction in errors would be expected (Fig. 1b). This is because adding 
the cost would not help them perceive the light cue, thus behaviour 
would not be modified. If horses cannot inhibit responses in a 
Stop-Signal test, again, no reduction in errors would occurs after intro
ducing the cost (Fig. 1b). If subjects developed a model of the task and 
were making errors of emission due to using strategy based on the low 
cost of the error, a sudden reduction in errors following the introduction 
of a cost would be observed (Fig. 1c). This is because the cost chosen 
removed the opportunity to gain reward, therefore the most efficient 
strategy to gain reward was to touch in Go contingencies and inhibit 
under No-Go. To achieve this flexible response to a dynamic situation, 
subjects would need to adaptively compute the ideal response by 
searching simulated outcomes (Huang et al., 2020a). This would be 
expected to be relatively stable over the subsequent three sessions as a 
result of latent learning (Tolman, 1948). Therefore, errors would remain 
low across sessions 4, 5 and 6. 

2. Methods 

2.1. Ethics 

This study was conducted in compliance with UK and EU law relating 
to the use of animals in research. Ethical approval was granted by the 
Nottingham Trent University Ethical Review Committee (approval code: 
ARE202129). A key ethical consideration for this study was allowing 
subjects the choice to participate or not in the training paradigm. This 
was a free-choice paradigm in which horses could choose not to engage 
with the training. 

2.2. Subjects 

Subjects were twenty horses aged 11–22 years (mean=16.05 years 
±2.98) including 7 females and 13 castrated males of mixed breeds 
housed and managed at Nottingham Trent University in their usual fa
cilities. Subject’s general routines were unchanged; their regular exer
cise and turnout times were unaffected and their usual night-time 
sleeping and resting hours were uninterrupted. Subjects received ad 
libitum access to forage and water with concentrate feeds appropriate for 
their individual needs. Subjects have regular access to free outdoor 

Fig. 1. Expected patterns of responding if subjects: a) did not understand the 
task but the addition of negative punishment improved learning; b) did not 
understand the task, even after negative punishment was introduced or the no- 
go signal was not available; c) were using a cost/benefit strategy and had 
successfully built a model of the task. 
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movement and socialisation and a workload tailored to their age and 
physical ability. 

2.3. Pre-conditioning 

Stop-Signal paradigms test inhibition of a previously conditioned 
response, rather than the ability to learn a cue dependent response from 
the outset to determine when a target should be touched. To ensure that 
the task tested inhibition of a conditioned response, subjects needed to 
be pre-conditioned through target training to touch a target. The target 
was an A3 sized laminated card, either black or white (pseudo-rando
mised and counterbalanced across the sample). Pre-conditioning was 
applied to shape a nose touch response to the cue card target as per 
Sections 2.3.1 and 2.3.2 below. The motor requirements of this touch 
response were to touch any part of the target with the nose or muzzle. 
The aim of pre-conditioning was to operantly condition an association 
between target presentation and a touch response. Pre-conditioning was 
completed as part of a previous study (Evans et al., 2024). Training and 
testing sessions took place in the horses’ usual stables at Nottingham 
Trent University (NTU) Brackenhurst Equestrian Centre. Sessions were 
completed between 10:00 and 15:00. The same trainer (LE) trained all 
20 horses, using the same method and training schedule. 

2.3.1. Conditioning the secondary reinforcer 
Subjects completed two 15-minute whistle conditioning sessions, 

each on consecutive days, as per clicker training in horses (Ellis, 
Greening, 2016). The whistle sound was conditioned using classical, or 
Pavlovian, conditioning. A whistle, rather than a clicker, was used as 
this sample had been previously clicker trained by students at the uni
versity, whereas the whistle was a previously unconditioned stimulus. 
However, the principle of whistle training is identical to that of clicker 
training. To condition the whistle as a secondary reinforcer, the trainer 
(LE) stood directly in front of the horse in their usual stable and blew the 
whistle. Every time the whistle sounded the horse was given a small 
handful of palatable Ulsakind cubes (approximately five to six small 
pellets). Ulsakind was part of subjects’ usual diets and was approved by 
their key caregiver (AG). This conditioning of the whistle sound was 
repeated continuously for three minutes, followed by a two-minute 
break, and then repeated for a further three minutes. This training 
schedule was repeated for a total of 15 minutes. The role of the whistle 
was to provide an instant signal that the response was correct, bridging 
any time delay between the horse touching the target and the food de
livery. This avoids timing-related errors and is considered gold-standard 
protocol for operant conditioning (Skinner, 1963). 

2.3.2. Conditioning the target touch response 
Once all subjects had received two sessions of secondary reinforcer 

conditioning, they were conditioned to touch a target. Subjects were 
trained to touch one of two A3 size, laminated cue cards (one black, one 
white) as part of a previous study (Evans et al., 2024). The touch 
response was a nose or muzzle contact with any part of the target. The 
targeted cue card was pseudo-randomised using a random number 
generator for each horse and counterbalanced overall. The side the 
target was presented on was also pseudo-randomised for each attempt 
and counterbalanced. Cue cards were black and white because these are 
two shades which are clearly visible to horses (Macuda and Timney, 
1999). The touch response was achieved using positive reinforcement. 
Positive reinforcement refers to the addition (+) of something pleasant 
when a desired response is given to increase the likelihood of that being 
offered again (reinforcement). The whistle sound acted as a secondary 
reinforcer and a food reward (Ulsakind cubes) as a primary reinforcer. 
The use of a secondary reinforcer bridges any gap between the desired 
response and delivery of the reward, thus aiding learning (Skinner, 
1963). The cue card was introduced to the horses by the same trainer as 
the whistle conditioning training. The target was held in front of the 
horse, at the level of the horse’s chest. During the initial shaping phase, 

any movement towards the cue card was rewarded with a whistle sound 
and food reward. As the horse began to give the nose touch response 
more readily, only complete touches were rewarded. The cue card 
response was considered successful when active and immediate nose 
touch responses were offered upon presentation of the cue card. 

Each horse completed a minimum of two shaping sessions. Each 
session lasted one hour, with regular breaks throughout. Horses were 
given 5 minutes to rest for every 15 minutes of training completed. The 
criteria for completing the touch response training was at least 80 % 
correct behavioural responses to the cue card in two consecutive 
training sessions (Neave et al., 2013). As the horse’s touch response 
improved, the cue card was held in different positions and at different 
angles, encouraging the horse to actively seek the cue card for reward. 
As the cards were laminated, light would reflect in different ways so 
moving the cue card into different positions meant that the horses 
learned to generalise their response to the cue card even when it looked 
slightly different depending on position and lighting. All subjects 
reached learning criteria, indicating that they were successfully condi
tioned to touch a particular target and not simply any item placed in 
front of them. 

2.4. Stop-signal paradigm 

Only the conditioned target for each subject from the previous study 
(Evans et al., 2024) was presented in Stop-Signal testing as the intent 
was to measure inhibitory control of a conditioned response, rather than 
discrimination between two targets. Since only a single target was now 
being presented that target was now positioned centrally in front of the 
horse by the same trainer (LE). Sessions lasted approximately five mi
nutes, consisting of 28 Go contingencies and 12 Stop contingencies. 
Within each contingency subjects could offer multiple responses, limited 
only by the length of time the contingency lasted. Therefore, although a 
total of 40 continencies were offered, error rates could be much higher 
than this if multiple errors of emission were made within the timeframe. 
All subjects completed the same number of sessions (see Section 2.5). 

Stop was signalled by a light cue, consisting of a battery-powered 
LED cyclists’ helmet torch light. The light was attached to an adjust
able, elasticated helmet band, worn by the trainer in the central upper 
abdomen area. The trainer was 151 cm in height, so the position of the 
light was such that it was visible to the horses, but not shining directly 
into their eyes. The light was a bright white LED, as this is a shade known 
to be visible to horses (Roth et al., 2007). In Go, the light was switched 
off, as this was consistent with pre-conditioning of the touch response, 
where no light cue was present. The light was manually operated using 
an on/off switch on the top edge of the LED casing. 

The Stop load was 30 % which is sufficient to maintain motivation 
(Neave et al., 2013). After two to three Go contingencies Stop would be 
initiated and maintained for five, ten, fifteen or twenty seconds (a priori 
selected using a random number generator and balanced across subjects, 
such that each subject had a total of 150 seconds in Stop), preventing 
subjects predicting when the Go contingency would restart and ensured 
that it was the light itself that signalled the No-Go contingency and not 
predictable intervals (Kononowicz et al., 2022). Touches of the target 
under Go resulted in a whistle sound and reward (+R). Responses under 
Stop depended on the experimental condition (see Section 2.5). 

2.5. Experimental design 

The experiment was a within-individual design, with all subjects 
completing both treatments and acting as their own control. Subjects 
completed three sessions (one session per week) with only positive 
reinforcement (+R). Under Stop, the target was presented and main
tained until the condition ended. Should a subject touch the target in this 
time this was not rewarded or punished and the target remained in 
position. Each touch was an error of emission. Following a fallow period 
of three weeks, subjects completed three further sessions (one session 
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per week) with positive reinforcement plus the introduction of negative 
punishment which represented a “cost” (+R/-P). Negative punishment is 
the removal (-) of a desirable stimulus to reduce the likelihood of the 
animal offering that response again (Punishment). Errors of emission 
during the +R/-P phase (sessions 4–6) resulted in a 10-second “time- 
out” where no rewards could be earned in addition to the already 
scheduled five to twenty second Stop contingency. Time-out periods 
were standardised to 10 seconds to minimise the application of pun
ishment as much as possible. The trainer stepped back out of the reach of 
subjects, lowered the target and looked down. At the end of the time-out 
period, they stepped back in range and re-presented the target to com
plete that current Stop contingency. Thus time-outs extended the time 
subjects must wait for the next opportunity to earn reward but did not 
limit how many errors could be made within the Stop contingency. For 
example, upon completion of the 10-second time-out, the handler may 
present the target again only for the subject to immediately make 
another error of emission and trigger a further time out period. Time- 
outs extended total session length, dependent on the performance of 
the individual, but 28 Go and 12 Stop contingencies were always 
available. Any reduction in errors observed during sessions 4–6 was 
therefore due to improved behavioural inhibition and not time-outs 
reducing the opportunity to make errors. Correct Stop responses were 
not rewarded in either phase (+R or +R/-P), to avoid simply condi
tioning horses to stand still during Stop trials; it was important that 
horses were actively inhibiting an impulse rather than performing a 
learned behaviour. 

2.6. Learning performance 

A Canon Legria video camera (Canon Inc., Tokyo, Japan) and tripod 
were used to record sessions for retrospective analysis of errors. Touches 
of the target under Stop contingencies were recorded as errors of 
emission, defined as a given response which is incorrect. These were 
scored by the trainer (LE) and validated by a second hypothesis blind 
rater with excellent agreement (weighted Cohen’s kappa = 0.97). 

2.7. Statistics 

Data was statistically analysed in R version 4.2.1 (R Core Team, R 
Foundation for Statistical Computing, Vienna, Austria). Data were 
assessed for normality using a Shapiro-Wilks test. Wilcoxon tests were 
used throughout to determine differences in Errors of Emission between 
consecutive sessions. P-values reported are adjusted using Bonferroni 
correction. 

3. Results 

No significant differences were seen between sessions 1–3 (+R) and 
sessions 4–6 (+R/-P) (Table 1). A significant reduction in errors of 
emission was observed between treatments (sessions 3 and 4) (Table 1;  

Fig. 2). 

4. Discussion 

The results of this study are consistent with model-based learning. It 
appears that in sessions one to three, horses developed a model of the 
task based on a cost-benefit analysis of outcomes. Indiscriminate touch 
responses did not result in loss and sometimes resulted in reward. The 
level of reward was therefore the same regardless of whether horses 
chose to follow the rules, requiring mental energy (Falkenstein et al., 
1999), or respond indiscriminately to the target. The introduction of a 
time-out period for errors of emission at session four may outweigh the 
mental cost of following the rules, altering the horses’ strategy in favour 
of a cost-avoidant model-based strategy. The evidence consistent with 
this is that from session three (+R) to session four (+R/-P), there was a 
significant, immediate reduction in errors. By contrast, model-free 
learning requires building a new cache of experiences of the cost to 
modify behaviour which would result in a steady reduction in errors. 
Therefore, the response observed here does not appear to be a subse
quent learning effect, as the reduction in errors was immediate without 
the opportunity to cache new information (Dayan, 2009). According to 
Lloyd Morgan’s Canon (Morgan, 1903), animal behaviour should only 
be considered evidence of higher cognitive processing if it cannot be 
explained by simpler mechanisms. If subjects had no model of the task, 
no reduction in errors would have been observed in session four but a 
slow reduction may have been observed over three sessions if the cost 
improved their understanding of the task. If horses cannot complete 
Stop-Signal tasks, or the light was not salient, no reduction would be 
seen in any session. Therefore, we propose that the explanation most 
consistent with the observed reduction in errors was that horses used a 
model-based cost-benefit strategy. 

There are other suggested reasons why performance improved at 
session four, and it is important to acknowledge these. First, seasonal 
effects might have an influence on motivation in animals. There was a 
three-week period between sessions three and four due to the logistical 
challenge of conceptualising, planning and data collection for the new 
treatment (+R/-P), which was not originally part of this study. As such, 
it is possible that within that three-week period, horses experienced 
motivational changes. However, this is unlikely given that the data 
collection period still took place in summer and management was not 
changed during this time. Additionally, it would be expected that any 
changes would occur gradually, whereas there was an immediate, highly 
significant decrease in errors between sessions three and four. To the 
authors’ knowledge seasonal changes in motivation have not been evi
denced in this species. In addition, there was a two-week gap between 
sessions one and three, and no improvement in performance occurred in 
that time period when there was ample opportunity to rest and 
consolidate learning. 

A second, important point to acknowledge is the Clever Hans effect. 
It is possible that the subjects used subtle, unintended cues from the 
trainer which influenced their responses. However, though it is never 
possible to rule out a Clever Hans effect when a human is present, such 
unintended cues would have been present in sessions one to three, where 
subjects did not demonstrate that they understood the task. Therefore, 
Clever Hans is unlikely to explain the sudden improvement in perfor
mance between sessions three and four. The only cue that changed was 
intentional, in that the trainer stepped back and gave a time out. 
However, if horses found the task difficult, but the time-out cost aided 
their learning, a gradual improvement in performance over the course of 
sessions four, five and six would be expected, as this would reflect 
learning and caching responses. Horses may have used Clever Hans in 
sessions one to three but chose a low-cost indiscriminate responding 
strategy. When this strategy was no longer effective due to cost intro
duced, they appear to have switched to cue-dependent discriminate 
responding. 

It is not possible to entirely rule out other mechanisms involved in 

Table 1 
Tests of differences for errors of emission made between consecutive sessions 
(n=20). Treatments were positive reinforcement (+R) and positive reinforce
ment plus negative punishment (+R/-P).  

Sessions Treatment Median (IQR) Wilcoxon V p value  

1 +R  12.5 (11.75)  72.5  0.86  
2 +R 14.5 (20.5)  
2 +R  14.5 (20.5)  52.5  0.86  
3 +R 16 (16)  
3 +R  16 (16)  206.5  0.02  
4 +R/-P 5.5 (8.25)  
4 +R/-P  5.5 (8.25)  95.5  1  
5 +R/-P 7 (6.5)  
5 +R/-P  7 (6.5)  72  1  
6 +R/-P 6.5 (7.5)  
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learning this task based on the results of the current study alone. This 
study was conceptualised based on an interesting observation about 
horses’ responses during a separate investigation. As such, this was an 
opportunistic approach to investigating model-based learning in horses. 
More detailed investigation involving a larger sample and more so
phisticated methods (such as EMG; Sitole and Sup, 2023) is required to 
rule out other learning mechanisms. However, the current study pro
vides preliminary evidence to suggest that horses may possess 
model-based learning ability. This is the first evidence consistent with 
this ability in this species and should be explored further. 

Basic cost-benefit analysis has been observed in a range of species 
(Burtsev and Turchin, 2006; Georgiev et al., 2013), including snails 
(Gillette et al., 2000), bats (Wilkinson, 1992) and starlings (Wiebe, 
2003). As a simple strategy, starlings use cost-benefit analysis to decide 
where to spend the most time and energy on foraging, based on pre
dicted yield (Dall and Cuthill, 1997). More complex strategies, such as 
creating shortcuts, have been observed in dogs (Chapuis and Varlet, 
1987). Macaque monkeys have demonstrated highly complex strategy 
use in a three-armed bandit task, where the reward values of three 
different behavioural options fluctuated (Walton et al., 2010). Even 
basic model-based learning involves consideration of the consequences 
of choosing one action over another, based on the learner’s mental 
model of the environment (Huang et al., 2020b; Huys et al., 2014; 
Wunderlich et al., 2012). This is a relatively complex cognitive skill 
requiring good executive function, particularly for an animal with an 

underdeveloped prefrontal cortex (PFC), such as the horse (Hausberger 
et al., 2019; Schmidt et al., 2019). The PFC is thought to be instrumental 
in model-based learning (Bunge et al., 2003; Mcdannald et al., 2012; 
Tsujimoto et al., 2011) due to its role in processing cause-and-effect 
relations between choices and outcomes (Tsujimoto et al., 2011). 
However, other brain structures implicated in model-based learning are 
available to the horse, including the hippocampus (Jacobs and Schenk, 
2003; Schmidt et al., 2019; Vikbladh et al., 2019). The hippocampus 
creates a cognitive map (Jacobs and Schenk, 2003; O’Keefe and Nadel, 
1979), which allows an animal to form a model of their environment. In 
model-based learning, a map of events and environmental stimuli is 
created, allowing the learner to prospectively evaluate the consequences 
of their actions (Dayan and Berridge, 2014b). The horse has a particu
larly well-developed hippocampus (Schmidt et al., 2019), contributing 
to their adeptness for spatial learning (Baragli et al., 2011; Hanggi, 
2010; McLean, 2004; Murphy, 2009). The horse’s demonstrable ability 
to form spatial models (Baragli et al., 2011; Hanggi, 2010; McLean, 
2004; Murphy, 2009) may have relevance to the apparent model-based 
strategy observed in the current study. However, the mechanisms un
derlying the use of model-based strategy seen here are unclear without 
the use of in vivo brain imaging, not yet developed in horses (Schmidt 
et al., 2019; Tsujimoto et al., 2011; Walton et al., 2010). Based on the 
preliminary evidence we present here, this is an interesting area that 
should be investigated further using more sophisticated methods. 

The results presented here suggest that horses may have higher-order 

Fig. 2. Errors of emission for each session. In sessions 1–3 (blue) only positive reinforcement (+R) is used. In sessions 4–6 (green) a “cost” for errors is suddenly 
introduced using negative punishment (+R/-P), resulting in an immediate, significant reduction in errors (p=0.02, n=20). The predicted pattern of errors for model- 
based strategy (Fig. 1) is superimposed for comparison. The boxes represent the first to the third quartile of data, with a bold line at the median value. The maximum 
and minimum values are indicated by the upper and lower whiskers, respectively. 
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cognitive capabilities than have been previously demonstrated (Hanggi, 
2005). Higher order functions, also referred to as executive functions, 
allow animals to optimise their response to novel circumstances. The 
horse’s ability for conditioned stimulus-response learning (Brubaker and 
Udell, 2016; Hanggi, 2005; Murphy and Arkins, 2009) and spatial 
memory (Baragli et al., 2011; Hanggi, 2010; McLean, 2004; Murphy, 
2009) has been well evidenced. However, the results of the current study 
suggest that horses may be capable of certain higher-order processes. 
Concept learning appears to have been observed in a small number of 
equine studies to date (Gabor and Gerken, 2012; Hanggi, 2003; Uller 
and Lewis, 2009). Horses were able to select novel, 
two-and-three-dimensional objects based on the concept of relative size 
difference (Hanggi, 2003). In a separate study, horses repeatedly 
demonstrated an ability to select the greater of two quantities of apples, 
indicating a basic understanding of relative quantity difference (Uller 
and Lewis, 2009). If horses can form concepts, it is possible that con
ceptualisation helps them to develop models during learning, as the 
results of the current study suggest. A recent experiment found that 
horses were able to use self-control to wait for higher value rewards 
(Brucks et al., 2022b). This suggests that horses may consider conse
quences, including costs and benefits of their behaviour. Recently, it has 
even been suggested that horses may have the ability to use tools to help 
them access food, aid social interactions and for comfort (Krueger et al., 
2022). Though this requires further investigation, it indicates a possible 
sense of cause-and-effect, and even prospective planning (Krueger et al., 
2022; Osman et al., 2014). The research to date has identified behav
iours in horses which point towards some higher-order cognition 
(Brucks et al., 2022b; Hanggi, 2003; Krueger et al., 2022; Uller and 
Lewis, 2009). The current study has experimentally tested this proposed 
potential for horses to use prospective planning to achieve a goal (which 
we term strategy). 

It is worth noting that considerable individual variation in errors was 
observed in all sessions indicating strategy was not consistently 
demonstrated by all subjects. It is possible that the number of time-out 
periods may have influenced this variation. Clearly, the number of 
time-out periods applied directly related to the number of errors made, 
as time-out was a cost for making errors. As such, horses with more 
errors spent more time in time-out. However, it is possible that time-out 
periods early in the session influenced the subsequent number of errors 
made. Time-out periods may have induced fatigue or frustration-related 
arousal which in turn may have affected horses’ ability to learn the task. 
Future research should investigate the association between arousal and 
inhibitory control performance in horses. Further, it would be inter
esting to compare physiological responses during both +R and +R/-P 
conditions, to assess the effect of time-out on arousal levels, and how this 
may relate to performance on the task. This was beyond the scope of the 
current study. However, though some individuals reduced their errors 
from session three to four more than others, all but one individual 
reduced errors in response to the introduction of the cost suggesting a 
remarkably prevalent ability within the group to do so. Variation in 
strategy use across individuals and the reasons for this are intriguing but 
beyond the scope of the current paper. However, the data does suggest a 
species-level capability for model-based learning. 

5. Conclusions 

Here we provide novel, preliminary evidence consistent with model- 
based strategic decision making in horses. Subjects rapidly altered their 
responses in a Stop-Signal paradigm, shifting from indiscriminate 
responding with high rates of errors of emission to conservative 
responding with few errors when a cost was introduced. To the authors’ 
knowledge, this is the first evidence suggesting higher order, executive 
function in horses, a species thought to possess only moderate cognitive 
capabilities. 
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