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OXFORD

Using the Smileyometer to measure UX with children

Janet C. Read* and Matt Horton

University of Central Lancashire Preston, UK
“Corresponding author: jcread@uclan.ac.uk

Since 2002, the Smileyometer has been much used for measuring UX with children, and limitations, extensions, and idiosyncrasies
of it have been reported. We summarise this body of work drawing out the interesting observations and commentaries. Adapting the
Smileyometer for small children, considering the effect on scores when rating a sequence of activities or products, and understanding
how children might discriminate between products or services are three emerging themes that we examine in case studies. These
studies show that adapting the Smileyometer for use with young children is possible, that an order effect can exist when rating
items one after the other and this merits further investigation and that the tool does facilitate discrimination. We conclude with three
guidelines to assist researchers in getting the best out of the tool by considering preparation, completion, and reporting when choosing

the Smileyometer as a tool.

RESEARCH HIGHLIGHTS

¢ Areview of the use of the Smileyometer over 20 years highlighting its use in HCI
¢ Tips to expand its use to small children with new ideas on how to present the tool
e Examples of new areas for study with regard to children measuring their UX

Keywords: child-computer interaction; UX evaluation; methods; fun; Smileyometer.

1 INTRODUCTION

First introduced as a Visual Analogue Scale (VAS) drawn by chil-
dren (Read et al., 2002), the Smileyometer is one of a suite of tools
referred to as the Fun Toolkit (Read, 2008, Read et al., 2002). The
historical positioning of the Fun Toolkit and the Smileyometer was
to apply the IS09241 usability metrics of effectiveness, efficiency,
and satisfaction to a within-subjects study and to expand and test
a limited set of tools for measuring satisfaction with children.
In the ISO definition of usability, satisfaction is positioned in
relationship to the achievement of goals, which is to say that a
user is expected to be satisfied with a product if it meets their
goals. The substitution of fun for satisfaction when considering
usability and UX with children can be rationalised in two ways,
firstly that fun is both a design requirement as well as a goal
state for children’s technology and also that, with usability more
generally looking towards UX, the inclusion of fun within the
concept of usability has been promoted (Carroll, 2004).

Fun became a focus of attention in HCI with the rise of com-
puter games and other pleasure-related IT products. Within a HCI
context, Carroll (2004) writes, on page 38, that "Things are fun
when they attract, capture, and hold our attention by provoking
new or unusual emotions in contexts that typically arouse none,
or arousing emotions not typically aroused in a given context.”
This definition rather positions fun as surprise, which may indeed
be how an adult might perceive fun; however, for children fun is
possibly more aligned to the way that Draper (1999) describes it—
in terms of playing for pleasure, relating to activities done for their

own sake with freedom of choice, and therefore much less goal-
oriented.

The primary publication that referenced the Smileyometer
described how fun was a potential substitute for satisfaction
with children and how pictures in a VAS needed to be child-
friendly (Read et al., 2002). The same publication described the
components of the Fun Toolkit and encouraged adopters to use
multiple measures that could be amalgamated to measure fun.
As well as the Smileyometer, the Fun Toolkit is made up of the
Again Again table, which is a simple table that asks the child
"would you like to do this again?” and the Fun Sorter. The Again
Again table comes with three possible responses (Yes, Maybe,
No) and usually a child ticks one response. The Fun Sorter is
an ordinal tool that is only used when comparing experiences;
children order their experiences aligned to constructs like "Most
fun” or "Easiest to learn"—sometimes using pictures for younger
children. In the historical positioning of the Fun Toolkit, two later
papers Read (2008, 2012) validate the Fun Toolkit by demonstrat-
ing how the different tools could be used together while showing
how the results from the different tools correlate; these papers
conclude with some observations on how to best use the toolkit
and the Smileyometer. One of these observations was that in
most instances the Smileyometer should be shown to children
both before and after engagement with the artefact or experience
being evaluated. The rationale for this is that experienced and
anticipated fun are both important to capture and that it is
generally preferable for a child to have a better experience than
he/she imagined they would have.
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FIGURE 1. The Smileyometer.

In early use of the Smileyometer, research papers on children
were relatively rare—the Interaction Design and Children (IDC)
community had only just started to form and venues like CHI
Play and specialist journals like IJCCI had not yet developed.
Over the subsequent fifteen or so years, the Smileyometer has
regularly appeared in academic papers when studying, designing,
or evaluating interactive technology and experiences, with chil-
dren. While most of these have evaluated technical products, the
Smileyometer has also been used within the HCI community to
evaluate experiences where there is minimal or no technology
(Benton et al., 2012, Lochtefeld et al, 2022) and has been seen
used outside the community in many papers including to evaluate
board games for environmental education (Mostowfi et al., 2016),
rating a sports science related physical obstacle course for 3-6
year old children (Klingberg et al., 2019), participation in events
with autistic children (Simpson et al., 2022), and experience of flow
in a language curriculum in a controlled study with 6 and 7 year
olds (Argyriadi & Sotiropoulou-Zormpala, 2017).

Alongside this, several papers have challenged the effective-
ness of the Smileyometer and proposed different methods and
tools to measure children’s UX (Dietz et al., 2020, Hall et al., 2016,
Yusoff et al., 2011, Zaman & Abeele, 2010).

This present paper looks at the use of the Smileyometer within
HCI and IDC. An analysis of use in ACM venues and in the IWC
journal suggests a set of questions and observations from its
application across many contexts and situations. Selected ques-
tions are then explored in two case studies and these lead to
updated guidelines for using the Smileyometer in studies with
children.

1.1 The Smileyometer

As outlined above, the Smileyometer developed over time as a VAS
with labels and smiley faces that were drawn by children with the
midpoint being not exactly neutral. The main reason for this was
that a traditionally drawn “mid-smile” would in fact be a straight
line mouth and this is generally interpreted as being slightly
negative and as showing irritation or boredom; it was interpreted
in that way by children hence a small “up smile” was used for the
mid point. The implication of this is that it could be argued the
child has three positive emotions to choose from; however, the
position and labelling of the mid face generally situates it as half
way (Read et al., 2002).

In the first description of the Smileyometer (Read et al., 2002),
it was proposed for use before and after engagement with an
activity, technology, or task; this can then measure anticipated
or expected fun as well as experienced fun. This supports expec-
tation confirmation theory (Bhattacherjee & Premkumar, 2004,
Oliver, 1980) enabling the researcher to be able to see if the
experience outperforms the expectation and is preferred to just
a post use measure. The 2002 paper described three studies, one
with 16 children aged 6-9, one with 45 children aged 7 and 8, and
one with 55 children aged 8/9 and 9/10. These early studies gave
three main insights:

1. With the younger ages there was a large tendency to score as
Brilliant the activity or technology

2. Comparing before and after use, around 60% of children
chose the top scores both before and after and almost 80% of
children moved than one point from anticipated (before) fun to
experienced (after) fun; suggesting that most children got roughly
what they expected.

3. Applying a numeric score to the five smiley faces, an arith-
metic average (applied with a caveat) showed that younger chil-
dren had a higher mean average (more overall reported satisfac-
tion) than older children.

In a later study (Read & MacFarlane, 2006), 47 children aged
7/9 and 26 aged 12/13 each graded a set of online games using the
Smileyometer after they had played. This study showed that older
children were less likely to grade everything with the same score
(<10%) than the younger children (>40%), suggesting that the
older a child is, the more able he or she is to discriminate between
different experiences. In this, as in the earlier study, younger
children had a higher numeric mean score (3.86), than older
children (3.49). The paper also explored how the other Fun Toolkit
tools worked together and concluded with a set of guidelines for
surveys with children while also suggesting that, although the
Smileyometer on its own was a good tool for older children, its
use was enhanced by also using another tool to provide better
validation. In Read’s work (Read, 2012), age effects were explored
in studies that introduced three different products/experiences
to children and began with a prediction of how they might be
scored based on expert (albeit adult) judgment. In this study, 24
younger children and 48 older children looked at products as
shown in Table 1, and this study demonstrated that children were
discriminating, and it was noted that the averages did reflect what
was predicted by the adult evaluators. As with earlier studies,
the findings once again showed that, in a matched task, younger
children tended to score things higher on the scale, with ratings
skewed toward the upper end of the Smileyometer.

Since the 2012 study, there has been little research examin-
ing how the Smileyometer specifically performs; however, it has
been cited in over 500 academic papers, and it has been used
in different variations across continents and contexts. Lehnert
et al. (2020) examined how children’s responses on Smileyome-
ters vary according to the way an experimenter interacts with
the scale, finding that women's voices seemed to limit extreme
positive ratings. Zaman et al. (2013) carried out an evaluation
of the Smileyometer and the This or That (Zaman & Vanden
Abeele, 2007) method and reported that the This or That method
outperformed the Smileyometer with preschoolers. A limitation
of this particular study is that it did not use any Smileyometers
before play (as is recommended) and the two games compared
were very similar. The end result, that children scored both games
in a similar way, was unexpected.

Important questions, given the small number of studies explor-
ing the Smileyometer’s efficacy follow: How is the community
using the Smileyometer and what has been learned? What needs
to be studied to better understand if and where the Smileyometer
can be used with confidence?

1.2 The Smileyometer in the Literature

Given that the Smileyometer is a "brand” searching for it in the
literature did not require complex search terms. A single word
search for "Smileyometer” in the ACM DL, of full text articles,
revealed 140 results. This was considered a good sample for
exploring how the community was using the Smileyometer but
given the publication venue for this paper we also searched in
the same way within IWC papers where a further 8 papers were
found. Thirteen of the ACM DL results were proceedings so these
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TABLE 1. Results from Read (2012) showing some discrimination.

Scores Scores

Children aged Children aged

6/7 13/14
Interface Anticipated Reported Interface Anticipated Reported
Al high, high 4.8,4.8 A2 high, high 43,46
B1 high, med 3.7,3.5 B2 high, med 3.9,4.0
C1 med, med 4.4 36 C2 med, med 3.3,3.4

TABLE 2. Categories of papers found in the literature.

Number Examples

Smileyometer and other FT products 18 MacFarlane et al. (2005), Leite et al. (2017), Zhang-Kennedy & Chiasson (2016), Grafsl
& Fraser (2023), Dijk et al. (2012), Sim et al. (2016b), Garcia-Sanjuan et al. (2016),
Hernandez-Lara et al. (2023) Zhang et al. (2021), Xu et al. (2023). Greifenstein et al.
(2022), Jurdi et al. (2018), Sim & Read (2024), Leite & Lehman (2016), Lochtefeld et al.
(2022), Dawidowsky et al. (2021), Cesario et al. (2017), Chu et al. (2015)

Smileyometer before and after 8 Kuhn et al. (2009), Fowler (2017), Ferraz et al. (2016), Ferraz et al. (2010), Sargeant &
Mueller (2018), Sim & Cassidy (2013), Sim et al. (2013), Cosentino et al. (2023)

Smileyometer after 54 Note—only a subset are listed here: Cibrian et al. (2021), Hastie et al. (2016), Chen
et al. (2019b), Deshmukh et al. (2016), Al-Dawsari & Hendley (2024)

Adapted Smileyometer 7 Lagerstam et al. (2012), Delden et al. (2020), Oberhuber et al. (2017a), Salian & Sim

(2014), Fowler (2019), Hyde et al. (2014), Alghabban & Hendley (2023)

were discounted. The remaining 135 papers were downloaded for
study. The first filtering was of papers that were by Read and were
describing the studies already commented on (this removed three
papers), then of non-English language papers (one removed that
was in French) and then for any that were not referencing the
Smileyometer (one referred to "a smileyometer” unrelated to the
Smileyometer of interest.

The remaining 129 papers were each read and coded according
to how (if at all) they had used the Smileyometer. Eighteen papers
referenced a Smileyometer paper but did not study or use it (e.g.,
Ooi et al. (2016), Corlu et al. (2017), Price & Pontual Falcdo (2011),
fourteen papers referred to the Smileyometer as a candidate for
use, for example in doctoral consortium studies or future work,
but did not use it (e.g., Fowler & Schreiber (2017), Schafer et al.
(2013), Tzortzoglou (2023)) and ten introduced the Smileyometer
in the literature but then went on to propose a new method
for measuring UX with children (e.g., (Hall et al. (2016), Yusoff
et al. (2011)). These "different method” papers are particularly
informative as they typically aim to critique the Smileyometer
before proposing something different; they will each be revisited
in a later paragraph.

Eighty-seven papers used some version of the Smileyometer in
some way. This use can be considered in a hierarchy (see Table 2)
with the top tier being those who used the Smileyometer along
with other elements from the Fun Toolkit (FT), followed by papers
that used the Smileyometer before and after an experience. The
bulk of the papers examined only used the Smileyometer as an
after-experience measure or used a version of it as a response-
catcher with other tools. In some cases, the Smileyometer was
significantly altered (adapted), and those papers are separately
counted here. It is important to point out that there are many
small alterations (different pictures used, different labelling, etc.)
seen across many papers; some of these are discussed in the
following narrative.

The 87 papers that used the Smileyometer also varied accord-
ing to the children they worked with (see Table 3). It is worth
pointing out here that two studies (Keskinen et al, 2012, and

Hernandez-Lara et al., 2023) used Smileyometers with disabled
adults—these articles are not included in this count of children,
but are included in the 87 total. To look at ages of children,
five categories were chosen and papers were distributed between
these on the basis of closest fit. Where a paper had a large age
range (e.g., 4-10), it was counted in more than one category,
and the numbers mentioned in the paper were shared between
categories. This gives an approximation in terms of the number
of studies done with each age group and the number of children,
and averages per study, in each age range.

These data confirm what has previously been anecdotally
known; namely, that most research in Child-Computer Interac-
tion is done with children aged 6 to 11, that the Smileyometer is
infrequently used with older children and that there are relatively
few studies using the Smileyometer with younger children. There
are different explanations for this; one is that children under 6
years of age tend to be more difficult to access, so fewer studies
are done with them anyway; another is that the efficacy of tools
like the Fun Toolkit, for young children, has been contested (Read
etal., 2023, Yusoff et al.,, 2011). On the latter point, this presumption
has been used in papers as a reason to not use the Smileyometer
(Wang et al., 2019); we return to this later in this paper.

1.3 The Smileyometer in use

The papers using the Smileyometer, from the sample surveyed,
had different motivations and took different approaches to pre-
senting, describing, and analysing the data gathered.

1.3.1 What is being evaluated

The Smileyometer has been used to evaluate a wide range of prod-
ucts and services and experiences. From the 87 papers examined,
the majority described the evaluation of a digital product or device
but several described children’s enjoyment of a method or a non-
digital experience; these included Benton et al. (2012) that used the
original Smileyometer faces, as response choices for 11 questions
for children to rate a design session. Smileyometer faces were
also used as response choices for an adapted computer science
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TABLE 3. Ages of children using Smileyometers.

Ages Number of studies Total number of Average number of Example paper
children children per study
3,4,5 13 171 14.3 Sargeant & Mueller (2018)
6,7,8 34 1034 31 Yarosh & Kwikkers (2011)
9,10,11 28 824 26.3 Jung et al. (2019)
12,13, 14 10 141 15.6 Foster et al. (2014)
15+ 0
N=22 .
10 @

. ‘ ®© ©
. )
7 FIGURE 3. An adapted Smileyometer from Tsoi et al. (2021).
6
S5 . . .

entirely (Keskinen et al., 2012) and the smiles were each presented
4 on cards that could be selected.
3 Generally, the Smileyometer was presented with little fanfair.
2 One exception was Leite et al. (2017) who worked with children
1 aged 4-10 in three conditions (one control and two experimental)
0 to explore interactions with a robot in a between-subjects study. In

1 2 3 4 5

Getting Viki-dog to do the moves | wanted was...
1=Difficult 2=Not very easy 3=Neither difficult nor
easy 4=Easy 5=Very easy

1 Controlling viki-dog in my opinion was... 1=Difficult
2=Not very easy 3=Neither difficult nor easy 4=Easy
S5=Veryeasy

B On my opinion the tricks that Viki-dog did were...
1=Awful 2=Not very good 3=Good 4=Very good
S=Awesome

FIGURE 2. Smileyometer with different word labels after Lagerstam et al.
(2012).

attitude survey to capture children’s perceived changes in coding
confidence (Fowler, 2017) and in a similar study, Greifenstein
et al. (2022) used Smileyometers with other Fun Toolkit products
to capture children’s views on the help they were getting in
programming workshops.

Products and digital experiences evaluated with Smileyome-
ters have included museum technology (Cesario et al., 2017, Jung
etal.,, 2019),iPad games (Bertou & Shahid, 2014), tangibles (Hijkoop
et al., 2020, Vonach et al.,, 2016), storybooks (Sargeant & Mueller,
2018), robots (Ferraz et al., 2016, Tsoi et al., 2021), and educational
products (Al-Dawsari & Hendley, 2024).

1.3.2 How the Smileyometer is presented

In presenting the Smileyometer to children, there were differences
in procedure and in the pictorials. Some authors (e.g., Tsoi et al.
(2021)) added colour to the smileys (Figure 3) or made the mid-
smile neutral (Fowler, 2017), while others changed the word labels,
with choices from 1-not at all to 5-very true Melniczuk & Vrapi
(2023) and with a four-point scale from totally agree to totally
disagree Oberhuber et al. (2017b)—see an example of an altered
Smileyometer in Figure 2. The labels are important, and it is con-
sidered good practice to have labels as well as the faces (Borgers
et al,, 2003). At least one paper had a translated Smileyometer,
Godinez et al. (2017), and in one case the words were removed

theinitiation of the study the children practised the Smileyometer
scales with three simple questions designed to elicit responses
across the scale’s range ("How much do you like ice cream?”, "How
much do you like broccoli?” and "How do you feel when you stub your
toe?”). This seems like really good practice. In papers that describe
how the Smileyometer is introduced, the general approach is
to either ask a question verbally and ask the child to choose a
response, or present a series of Smileyometer faces interspersed
with other survey questions with written instructions. Examples
of the former include from Leite et al. (2017) who asked "How much
did you like talking to Piper?”, from Jurdi et al. (2018) who asked
"How much fun did you have with...” and from Cosentino et al. (2023)
with "How easy was that...?” Note that the questions asked often
don’t just ask about fun. In particular, where Smileyometers are
being used as response catchers for many questions, there can
be a lot of different things being captured on that single scale;
Chu et al. (2015) captured children’s self efficacy with questions
like "I am good at coming up with new ideas for stories” and "I have a
lot of good ideas for stories” being examples of statements that were
then scored with a Smileyometer with an Agree/Disagree scale.

1.3.3 How the Smileyometer data is presented and
analysed

Data from Smileyometers are presented in a variety of ways.
In some instances, there is simply a narrative that the study
used the Smileyometer and everyone was happy (e.g., Erfurt et al.
(2019), Magsood & Chiasson (2021)). Others just gave summary
numeric data or percentages for the different scores (Ferraz et al.,
2017, Lochtefeld et al., 2022). Most papers that say little about
the Smileyometer scores tended to use the tool as an additional
metric alongside what is often a performance study using logged
or otherwise collected data. Where there is an enthusiasm for
deeper analysis of self-reported engagement, in line with the
suggestion by Read (2012) that arithmetic mean scores can show
differences, means are often quoted (Bonner et al, 2012, Duh
et al., 2010). In work by Xie et al. (2008), 132 children aged 8
and 9 compared physical tangible and graphical interfaces and
a Smileyometer was used alongside the IMI (Intrinsic Motivation
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TABLE 4. Using Smileyometers to differentiate.

Examples

Between groups doing same thing

Before and After

Between products or experiences

No Differences

Children and adults both rated an experience with means for children (aged 5-12) being 4.6 for game
enjoyment and 4.5 for design while adults rated 3.9 for experience and 4.8 for design. Vonach et al. (2016)
Older and younger children’s ratings were compared in a museum experience with older children
scoring higher Dijk et al. (2012)

In an exploration of five interaction modalities in Italy, using ANOVA after a Shapiro-Wilk test,
significant differences were found for all questions when rated before and after Cosentino et al. (2023).
When exploring different prototypes of games and rating them, means of 3.45 before and 3.83 after were
shown to be significantly different in Sim & Read (2024)

In an evaluation in a museum with and without technology, using a Mann Whitney test, Cesario et al.
(2017) showed a significant difference in favour of the technology. A repeated interaction study with
three conditions and an ANOVA test showed significant differences on likeability Leite et al. (2017). In
Dawidowsky et al. (2021), three conditions for reading fluency were compared with significant
differences for fun, legibility and perceived speed all shown from Smileyometer data

In several papers, while it was hoped that Smileyometers might show a difference, no difference was
reported. Lochtefeld et al. (2022) compared two different tasks with resultant mean Smileyometer scores
of 3.97 and 3.89, which did not show a significant difference; with most means above 4, but not explicitly
given (derived from bar charts in the paper), Ahmad et al. (2016) used ANOVA tests on Smileyometer data

from an evaluation of different robot experiences and found no significant differences.

Inventory) scale, coded from "not at all true” to "very true” to provide
answers to the IMI questions. Mean scores and SDs were reported
for children, with examples including means of 4.25, 4.26, and
4.32 for interest and enjoyment of the three interfaces to promote
discussion. Non-parametric statistical tests are used in many
papers and these are the statistical test of choice when comparing
conditions and when looking at changes from before to after. As an
example, when Smileyometers were used as response loggers with
the E-learner Satisfaction questionnaire (Alghabban & Hendley,
2020, Wang, 2003), in a between-subjects study with nine-year-
old children in two groups, means were quoted alongside a non-
parametric test. In this study means of 4.90, SD = 0.18, and a
median of 5, for the "experimental” group indicated a larger mean
satisfaction score than from the control group (mean 4.68, SD
= 0.38, median = 4.75), which was reported as a statistically
significant difference between the overall satisfaction in the two
conditions (Independent sample Mann-Whitney U test (U = 277.5,
p =.023)).

1.3.4 What the Smileyometer is delivering

Most often, the Smileyometer is used to give a summative score
on how much children enjoyed their activity. In these instances,
some researchers asked the children to rate the activity before as
well as after (Cosentino et al., 2023, Garcia-Sanjuan et al., 2016),
whereas others had simply asked for an end score (Magsood &
Chiasson, 2021, Soleimani et al., 2016).

Many papers used the Smileyometer as a response-catcher—
this deviated slightly from the original idea of the Smileyometer as
a fun gauge but does show its versatility. In these papers the scale
was used to enable easy answering of questions by the children.
Often, when used in this way, the Smileyometer faces were used
with other tools; these included the IMI (McAuley et al., 1989) scale
(Cesario et al., 2017, Dijk et al., 2012, Xie et al., 2008), the Godspeed
(Bartneck et al., 2009) survey Hastie et al. (2016), and the GEX
(Usselsteijn et al., 2013) game experience questionnaire (Holz et al.,
2018).

Comparative studies typically presented either an experimen-
tal condition and a control condition or compared a couple of
interaction modes or ideas where the Smileyometer was used to
discriminate (Foster et al., 2014, Grafsl & Fraser, 2023, Jurdi et al.,
2018, Leite et al., 2017, Park et al., 2017, Sim et al., 2016a). Given that

one of the critiques of the Smileyometer is that younger children
will skew towards high scores, and that therefore there may be
little discrimination, it is important to see whether this is the
case in published papers and to therefore understand the extent
of this as a problem. Table 4 gives examples of both means and
differentials across different study designs where comparisons
were being explored.

1.4 Observations and Critiques of the
Smileyometer

The method papers that are reported in this review each frame the
development of their method as an "alternative” to other methods
(including the Smileyometer) that are already out there. Table 5
shows that some of the new methods were clearly intended to
measure new things while others were built on the basis of
limitations of the Smileyometer. These included the limitations on
age range (Dietz et al., 2020, Yusoff et al., 2011), the skew towards
Brilliant (Dietz et al.,, 2020, Fowler, 2013, Hall et al., 2016), and the
potential for poor, or scale limited, differentiation (Hall et al., 2016,
Sylla et al., 2017).

Aside from in the “methods” papers, age related limitations
of Smileyometers were addressed in part in several of the other
papers that reported work with young children with some of
these suggesting ideas on how to help children complete the
Smileyometers. Sargeant & Mueller (2018) stated that 22 out of 26
children (aged 3, 4, 5) gave really good or brilliant as their scores
when using the Smileyometer. The research team remarked, that
while they know the Smileyometer is not recommended for the
age group they are working with, they have used it before suc-
cessfully and so continue to use it. Joly (2007), with five 4-year-
old children, added stickers into the mix and reported that “it
was confirmed that when children had trouble to interact, their scores
on the Smileyometer were low”, which suggests these children could
differentiate between the images on the Smileyometer and also
were mapping their choices to their experience; they report on
how a small child rated their interaction as awful and concluded
that the Smileyometer “should be used with young children”. In a
later study from the same project, Leite et al. (2017) incorporated
training and then successfully used the Smileyometer in homes.
Given these positive reports, but also the “fear” of using something
with young children when it was originally argued that young
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TABLE 5. Alternative methods and their relationships to the Smileyometer.

Paper Method Tool measuring

Limitations of Smileyometer referenced

Hall et al. (2016) 5DG Fun

Fun Semantic Fun
Differential Scale

Yusoff et al. (2011)

Fowler (2013) Gaze Engagement
Dietz et al. (2020) Giggle Gauge Fun

Zaman & Abeele (2010) Laddering Preferences
Hijkoop et al. (2020) Tangible SR Fun

Sylla et al. (2017) Paper Ladder Preferences
Zhang et al. (2019) Emo Form Emotions
Huisman et al. (2013) LEMtool Emotions

The basis behind this tool is that there are two problems with the
Smileyometer—one being that if comparing two versions and the
first is rated highly then the second cannot go higher—even if it is
better—the second critique is around the range of scores used by
children. The new tool seemed to show the same skew as the
Smileyometer when evaluated with children aged 9-11.

The work of this author was with young children and the author took
the statement by Read that the Smileyometer didn’t work for small
children so developed a scale that might work for small children.
Had previously used Likert scales but noted that 80% of children put
responses on anchor points so chose to explore gaze tracking to
measure UX.

Noted the tendency for extremes and skew with Smileyometers, the
Giggle gauge aimed to solve this—also for younger children aimed to
reduce the cognitive challenge of having to parse five images

This is offered as being complimentary to other tools. The authors
suggest that there is not much learned from the Smileyometer, but
that laddering can add more in-depth knowledge as well as elicit
reasons for choices

Without suggesting there is anything amiss with any existing tools
this was more of a design challenge to make user reporting more fun.
Refers to extreme biases and the difficulty children might have in
differentiating using Smileyometers. Paper ladder removes the need
to verbalise that is embedded in some self-report measures.

Using retrospection in a single form, this is offered as an alternative
to, for example, repeated Smileyometers. It is actually measuring a
different thing than a Smileyometer and the authors make that clear.
Like the Emo Form, this is measuring something other than fun. The
Smileyometer is mentioned in the literature review but not discussed

children could not use it, it seems pertinent to revisit that claim.
This raises a research question, which is Can young children use the
Smileyometer? If they can, are their scores too polarized to be of any use?
We explore this question in Case Study 1.

As well as those who have suggested new solutions (Table 5),
several of the users of Smileyometers have included insightful
general observations on how the scale works, especially in regards
to differentiation, in their write ups. Leite et al. (2017) noted that
the before scores (after seeing the robot but not interacting with
it) were so high that it would be hard for the children to record a
positive change after the interaction; they additionally noted that
there was more room for negative change! However, they point out
that their aim, as is always the case with experiences for children
in HCI, was to provide an enjoyable experience and so high scores
would be expected. This point, on what a child should do if they
score one thing high and there is no option to then go higher,
was noted by Hall et al. (2016) the solution they proposed, which
was to take away the negative faces, really doesn’t change the
problem. Additionally, as seen in Figure 4, Tsoi et al. (2021) showed
that "awful” is, and should be, a valid choice in a study on robot
interactions.

Alluding to this concern, as to when a score is the offered
maximum and a better experience comes along, there needs to
be work done. In our own group we have hypothesized some
solutions but are still not too sure about what children currently
do, nor as to the extent of the problem. There has not so far been
any study to explore what the effect is on Smileyometer ratings,
of meeting a really fun, or a less fun activity first in a sequence of
interactions. Similarly, there has not been much studied on how

How was your experience? >

. awful

not very good
© okay

really good

concerning the LEMtool

0-
. fantastic awful notvery okay really fantastic
good good

FIGURE 4. Example of Awful responses (Tsoi et al., 2021).

a child who may rate their anticipated fun as 5 but then have a
mega time, give a rating for experienced fun. We hypothesize that
scores for other items after meeting first the “most fun” product would
tend to be lower than if those same items were encountered first or after
the “least fun” product. We explore this hypothesis in Case Study 2.

1.5 Summary

From this examination of a subset of literature on the use of
the Smileyometer it is clear that it is used in many ways but
that mainly it is used to gather a score after interaction and
predominantly with children aged 6-10. The use of it to compare
things in a systematic way is limited but when it is used in
this way researchers seem happy to use it alone or with other
tools. There are many things that can be explored, one of these
is whether small children (under 6) can use the tool and if so,
does it bring anything useful to an evaluation. A second area of
interest is to explore the expandability and differentiability of
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How do you think this person is feeling?

FIGURE 5. Example conditions (iPad, PowerPoint, worksheet) for Case Study 1.

the Smileyometer. Very few papers examine the effect on scores
on the order in which children make their judgments; this is
pertinent to before and after studies when the child, as per Hall
et al. (2016) may start with brilliant and then where do they go if
it gets better? This is an important limitation of any scale and
worth further investigation. While most of the papers here were
using the Smileyometer to either record responses from a set of
questions or to get a measure of experienced fun, it is important
to consider how data can be more useful to the UX community in
regard to discrimination of products, services, or systems and the
effect of the order in which competing things are met.

In the subsequent two sections of this paper we present new
research, in the form of two case studies, that explores the use of
the Smileyometer with young children and then, with older chil-
dren, discrimination and order effects. These studies help show
some of the methodological challenges of using Smileyometers
as well as highlighting some possibilities for future exploration.
We then conclude this paper with a summary of lessons learned
for those seeking to use the Smileyometer in their work.

2 CASE STUDY 1—Small Children

From a small selection of published papers there is evidence that
the Smileyometer has been used with pre-reading children; albeit
it with some challenges and the need for some modifications
(Chen et al., 20193, Leite & Lehman, 2016, Sargeant & Mueller,
2018). This case study explores Smileyometer scores given by
small children aged 3 and 4, in two pre-school facilities, as part
of a study to look at the UX of children with different learning
activities. This study explores whether young children can use
the Smileyometer and, if they can, what can be gleaned from
their scores. Children attended twice a week for six weeks and
each week they were introduced to a different topic (recognizing
feelings, counting, animals, colours, hand-washing, body parts)
with either a game on aniPad, a PowerPoint presentation delivered
by an adult, or a set of worksheets facilitated by and adult. The six
topics were all fairly similar and each had a game on the iPad, a
PowerPoint introduction, and a worksheet that was similar across
the topics—the content of these different presentations was made
by the company that had made the iPad games as we sought
to make a comparison of learning and engagement across these
different learning media. More detail on this study can be found
at Read et al. (2023). Here we focus only on the Smileyometer data
from the children, looking at this for the first four weeks of the six
weeks of the study.

2.1 Participants

The children were aged 3 and 4 in pre-school education in the
UK. As described above they participated in a multi-week study
comparing iPad games with two other learning activities (work-
sheets and a teacher led session using PowerPoint). As this was
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not full-time education, quite a few children did not attend all the
sessions. No names were taken from the children who attended,
in their own pre-schools, as part of their pre-school activities.
The work was done with approval from the University Ethics
committee. Parents had signed consent for the children to attend
the sessions, which were attended by their nursery teachers and
university staff. During the sessions children were free to not
participate.

2.2 Procedure

When we first went to each pre-school, the nursery staff put the
children into two small groups and noted their names for future
weeks. The children then went to meet the researchers in one
of two different areas of the nursery. One group used iPads and
played a computer game, the others had the same topic delivered
either by worksheets or by a talk with PowerPoint images (see
Figure 5). In the second session of the same week, the children
stayed in the same groups with the iPad or worksheets/PowerPoint
and did follow on material on the same topic; thus in a single week
they met a single topic twice. Staying in the same groups, in the
following week, the children who had used the iPad in week one
then did either the worksheets or PowerPoint and those who had
not met the iPads met the second topic via a computer game. In
week three, the iPads were again used by the same children as in
week one—and so on. Note that as there were only two groups, the
below data represents each group seeing the iPad for two weeks
(four occasions) and seeing worksheets and PowerPoint for one
week each (two sessions). Children were free to leave any group
whenever they wanted to and a couple did walk away on a couple
of occasions. Children were also told that while we would like to
get their views about the things we were doing, they did not need
to give these to us and they didn’t need to fill anything in.

Before starting each activity, which was designed to last around
15 minutes, the children had their activity described; "So we are
going to play a game on these iPads to learn about X” (the children
could see the iPads), "So we are going to learn about X with these
worksheets” (the children could see the worksheets), or "So we are
going to learn about X” (with the first intro screen of the PowerPoint
showing). They were then asked to fill a Smileyometer to indicate
"How much fun (how good) they thought this activity would be?”. The
first time we, the researchers, introduced this we showed the
children the scales, read out the words and laid the Smileyometers
on the floor in front of each child before giving them each a pencil
and asking them to tick or mark one of the faces to indicate how
much fun this activity would be. These children were not able
to read, so this was read out to them, and the scales shown.
After engaging with the activity, children completed a second
Smileyometer—without being able to see their marks from the
first—and this time were asked "So, how fun do you think this activity
was?” in order to capture how much they had enjoyed it after the
effect.
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How good do you think this will be?

Awful Not very good Good

)OO

Brilliant

How good do you think it was?

OO QO

Awful Not very good Good Really good Brilliant

FIGURE 6. Smileyometer recording sheet for Case Study 1.

2.3 Apparatus

For the Smileyometer recording, children were given an A5 sheet
of paper with two rows of Smileyometers (Figure 6) marked with
a FOLD HERE dividing line for the researcher to use to "hide” the
first answers (expected fun) from the second answers (experi-
enced fun).

2.4 Results

The data collection with the Smileyometers was facilitated by
several different researchers who did vary in how they followed
the protocol and how they helped the children. Two researchers
failed to fold the Smileyometers and so children working with
those individuals were potentially able to see their earlier scores.
An inspection of those answers, when compared to answers with
another researcher doing the same activity with folded Smiley-
ometers, didn’t show any noticeable effect of this. Two of the
researchers filled in most of the Smileys for the children having
asked them where to point, a third filled in several, and the others
did assist some children. Again, a visual inspection didn’t show
noticeable differences across these different completion patterns.

From a maximum potential "haul” of 168 pairs of Smileyome-
ters (based on the numbers of children attending), 127 pairs were
handed in (collected) and 117 had understandable scores on both
scales. The non-understandable scores were where children had
marked everything (1), had missed one or both of the two scales
(6), or had identified more than one choice (3). Children were
given agency to complete them or not and this accounts for
the discrepancy between "haul” and handed in (see Figure 7 for
examples).

When children filled in the Smileyometers themselves, they
mainly used ticks or circles with roughly equal numbers choosing
each method; some children ticked one of the pair and circled
another.

It was hypothesized from earlier studies that (a) young children
would struggle to complete Smileyometers and (b) they would
score everything as brilliant. In terms of completion, it was per-
haps surprising how many ended up being filled in but there is
evidence, by looking at pen and style variation that a significant
number were filled in by adults on behalf of the children and this
would have helped completion—it also suggests that many of the
children were "filling them in” by making a visual selection as
opposed to directly marking the scales. When asked, researchers

said they ticked or circled some (and in one case all) of the images
directly as children pointed to their preferred score both to save
time and limit distraction. It appears therefore that the scales can
be used with young children, and can help to gather their opinions
but that maybe adult help is needed.

Figure 8 shows the mean averaged before and after scores
across the four weeks with scores hovering around four showing
that the children were not rating everything a 5. The distribution
of ratings for each numeric score, including before and after
scores, over the four weeks are shown in Figure 9. This figure does
demonstrate a skew but also shows what might be considered
a "healthy” distribution of the lower scores in so far as all these
scores have been chosen and all have been chosen in different
weeks; this suggests some discrimination. In week one there is
more discrimination than in subsequent weeks; this could be
attributed to the effect of children becoming familiar with the
research team and/or the activities and therefore feeling generally
more positive in the following weeks, it could also be a sign that
the children enjoyed the activities more in the second than in
the first. It is not really possible to separate out the activity from
the research team when considering a child’s experience in this
sort of study; further studies may be able to show if slight under-
enthusiasm is a regular outcome with children of this age in
similar studies.

The numeric data from the children’s ratings show two inter-
esting findings. First, the children were discriminating and giving
scores that averaged relatively low compared with other pub-
lished work on small children using the Smileyometer. Looking
at the range of ratings chosen in week 1 and week 4 it is clear that
children did not always pick 5. Indeed, over the full set of pairs of
before and after data, Table 6 shows the percentage of times that
5-5 (anticipated and experienced) was chosen and it can be seen
that these frequencies are considerably lower than those reported
in earlier studies. In a random exercise, the probability of a child
picking 5-5 would be 1 in 25, so it appears that it was chosen
between three and ten times more than it would be chosen by
chance.

2.5 Discussion

It does appear that young children can use the Smileyometer to
express an opinion and may also be able to mark that opinion
themselves with a circle or a tick although some may need, or
prefer, adult help. It also appears that young children do discrimi-
nate and do not score everything as Brilliant. In consideration of
how they used the Smileyometer, the researchers who worked
with these children were asked to reflect weekly on the use of the
Smileyometer with such young children. The following comments
were seen in the first two weeks:

(i) “I helped them, one didn’t want to do it.”

(ii) “Seemed to work well, they seemed to understand the scale and put
consideration into choosing an answer.”

(iil) “With support they were able to select a smiley face.”

(iv) “Easy to do, not convinced they understood.”

(v) “Started doing the second sheet too soon, not really able to do it on
their own.”

(vi) “I needed to do it with them, they pointed to the face.”

Comment 4 points to a legitimate question as to whether such
children associate the experience of the activity with the chosen
smiley face; it is noted that comment 1 suggests contrariwise,
that children did seem to know what they were doing; this clearly
needs more study and we return to it in the discussion. Practical
issues are highlighted in comments 1, 3, 5, and 6; however, in the
comments later on in the study (see 7-11 below), there were signs
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FIGURE 9. Percentage ratings of scores over the four weeks.

that the children were settling into the action, even if not entirely
the meaning, of the task. The following comments were seen in
the later weeks of the study:

(vii) “Seem to be getting into the habit of filling it in now.”

(viii) “They could point to a face, but, it wasn’t clear whether they
understood the purpose of the scale or were just picking a face
because they understood the instruction ‘point to a face’.”

(ix) “One child chose ‘not very good’ but I observed them to be really
enjoying the activity”

(%) “Children seem to be understanding the mapping better between
experience and smiley face.”

(xi) “T helped them with the first then they did their own second ticks.”

(xii) “Completed it with ease.”
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How good to you think this will be?
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TABLE 6. Frequency of 5-5 scores over the weeks.

Week 1 Week 2 Week 3 Week 4
Number of paired 28 31 28 30
scores logged
Percentage being 5-5 14% 29% 36% 40%

These comments suggest that children were settling in to
the activity with one suggesting that they could discern a link
between experience and ratings (comment 8) but with another
commentator still expressing some doubts on that score (com-
ment 9)

In conclusion, this case study showed that young children can
complete a Smileyometer, but probably do need some support at
the start at least. It also shows that there is some differentiation
although this is still small. For young children, without reading
skills, the use of spoken language in surveys is very important and
caution needs to be taken with anything that could be ambigu-
ously interpreted especially with this age (Borgers & Hox, 2001) so
the way the Smileyometers were presented to the children, in this
study, is a potential confound in the results. It could be argued
that fun could have been gathered from these children just from
observations; however, that would take away from the children
their agency to have their own opinions heard (Borgers et al., 2000).

3 CASE STUDY 2—Beyond Brilliant

In this study the main aim was to look at Smileyometer data
to explore order effects and discrimination to answer, "How dis-
criminating are children when evaluating several things?” and "How
do previous encounters affect later encounters?”. The aim was also to
explore the hypothesis that, "Scores for other items after meeting first
the “most fun” product would tend to be lower than if those same items
were encountered first or after the "least fun” product.” Specifically we
also sought to explore the earlier published claim that 60% of chil-
dren chose Brilliant Brilliant and that very little change happened
between anticipated and experienced scores (Read et al., 2002).

3.1 Participants

One hundred and thirty-five children aged 8 to 11 participated in
a series of workshops that we organised in their schools. Children
participated as class sets (nine in total) and selection of children
for each event was organised by the school and consent collected
by the school. Ethics had been gathered from the University and
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FIGURE 10. The four games being compared in Case Study 2.

even though consent had been gathered from parents, assent
was actively gathered from children too. Children completed the
activity described here in week one of a multi-seek series of
workshops about ocean health. The wider project is described in
Read et al. (2024). Each session was attended by two researchers
and the class teacher—the teacher was there to facilitate and did
not actively engage in the session. In this study children played
physical rather than digital games. The Smileyometer has been
used in previous studies with non-digital experiences (Benton
et al., 2012, Sim & Cassidy, 2013) and has been used to compare
non-digital and digital games (Oberhuber et al., 2017b); the reason
for using physical games in this session was that there was limited
time, allowing 30 children to access digital games in a school was
problematic (as most schools had lock down on most web games)
and we wanted collaborative game play to take place as a pre-
cursor to later group work.

3.2 Procedure

On the day of the study, children were putinto groups of two, three,
or four by the teacher and were handed individual Smileyometer
logging sheets as shown in Figure 11. This sheet was explained
to them, and they were instructed to play a selection of games
and log scores, on the three quadrants shown, for the first three
games they played. The children were then given a game for their
group and were asked to individually rate it before playing and
then, after playing for 5 to 10 minutes, were asked to rate the
experienced fun. The game they had was then collected in and
another game was given to them. They again rated this before
play and then after. This was repeated for the third game. The last
game they met they simply played without scoring. The decision
to score only three games was based on the children perhaps not
having enough time to spend on four games as the time available
for the activity was quite small. In this study, as the children
were older than those in Case Study 1, adults did not actively
observe the filling in of the Smileyometers, nor did they make
any comments; however, the children all appeared to be able to
fill them in with no need for assistance and with no difficulty. An
important side activity related to this Smileyometer completion
was that the data from the Smileyometers was being used to
explain to children about different data types; thus, once the
ratings were gathered children were asked what use this data
might be to games developers and to the research team, they
showed a good understanding of the potential use of such data
and then they had data explained to them in an active effort to
give them enough information as to whether they wanted to hand
this data in or not. This protocol, around data, is explained further
in Read et al. (2024).

3.3 Apparatus

Four games were provided for the children—multiple copies of the
same games were available so there could have been two groups

¥
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playing the same game at the same time. The games (shown in
Figure 10 L to R) evaluated were Dobble, (Ocean) Bingo, Shark,
and Top Trumps. Dobble is a matching game where two cards are
placed down and the first child to spot the item that is on both
wins Bingo is self explanatory but had an Ocean theme in this
case, Shark was a plastic toy with teeth that were pushed down by
a player with one randomly triggering the shark to "bite” the player
and Top Trumps is a well known game where cards are pitched
against each other against a characteristic of the card’s image. We
did not ask children if they had met these specific games before
but when watching them play we noted that in most of the small
groups at least one child had played a version of bingo before (but
notour specific one) and that similarly in most groups one or more
children had played a version of Top Trumps before (but not our
version). In some groups there was a child who had experienced
a version of Dobble before (but again not our version) but we
were not aware of any child having previously played the Shark
game. Thus, across the children there was generally some shared
knowledge of how the games worked. Where there appeared to
be no "expertise” coming into the game play we did observe the
children rapidly figuring it out.

Scores were recorded individually by children on a single sheet
of paper that had three before and after Smileyometers on it (see
Figure 11).

3.4 Results

For analysis, each Smileyometer entry was coded from 1 to 5 and
registered against a code to identify whether this was from the
first, second or third game play experience. Due to the numbers
varying in each group and there being so many pupils taking
part in this activity, there was a small variation in the num-
bers meeting each of the games, but each game was met in
the different orders in a reasonably balanced way as shown
in Table 7.

Observations of the children playing the games suggested that
one game (the Shark game) seemed more fun that the others. To
establish if this was borne out by the results of the Smileyometers,
an analysis of all the scores, by game, was completed (Table 8).

From these data it appears that the most fun game was Shark
and the least fun was Dobble. This confirmed the authors’ expec-
tations in terms of the most fun game; we had not hypothesised
on the least fun game.

To explore order effects, scores for these two games were
compared by the order (out of the three games) when they were
met, see Figure 12.

From these graphs it "appears” that Dobble (LHS) scored gener-
ally better on experienced fun, when it was the first thing that the
pupils met, than when it was encountered later on. Counter wise,
Shark scored much better on anticipated fun when it was not the
first game encountered. A possible explanation for this is that,
as the pupils were rotating the games around in the classroom,
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FIGURE 11. Smileyometer recording sheet for Case Study 2.

by the time a group came to rate the Shark game in second or
third position, they might have already noticed others in the room
having a lot of fun with it.

For Dobble the experienced fun was markedly rated as less by
those meeting it third than those meeting it first. Top Trumps
experienced a similar lack of support falling from an average score
of 3.95 when rated first to an average of 3.33 when rated third.

TABLE 7. Numbers meeting each game and when played.

Read and Horton | 11

Table 9 shows how the ratings differed when being encountered
first and third.

To explore the effect of meeting either Dobble or Shark first,
rather than one of the more neutral choices, we chose to explore
data from those who met Dobble first and Shark second with
those that met Shark first and Dobble second. Across the study
16 pupils played Shark first and immediately after played Dobble,
and another 16 played Dobble first and immediately after played
Shark. Table 10 shows the averages.

These averages seem to suggest that expectations of the Shark
being fun were potentially raised for those who had previously
experienced the Dobble game but as noted above it could just
be that they saw the Shark game in their periphery. There is
less variation on the experienced fun. In wondering whether
meeting the (apparently) best thing first might have an impact
on later things, there is no evidence here to suggest that is
what happens. The scores for experienced fun for Dobble, having
met Shark, at 3.5 are not different from those for Dobble when
chosen first.

We were also curious about the 5 scores. Firstly, we explored
the entire data set to see how many pupils gave everything a 5.
That would be Brilliant Brilliant across three games. There were
only 4/135 that did this, which perhaps supports the notion that
pupils of this age can, and do, differentiate. Of course it could be
pure chance that these numbers occurred but the probability of
this happening by chance is very low (1 in 15625) as opposed to
the actual occurrence being 11in 33.75. Following Hall et al. (2016)’s
critique about the ceiling on scales, we were also interested to see
if a child who gave Dobble (the perceived least fun game) a 5 as an
experience was then more likely to give 5s to other games (thus
potentially showing the impact of the ceiling on the scale).

Given that some children naturally give 5s, and 5s are quite
common, the scores for Dobble starting as 5 are compared with
those for TopTrumps (a more neutral game) starting as 5. As
shown in Table 11, the average score given to other games from
those who rated Dobble as 5, and those who rated Dobble lower,
does not vary. However, given that with TopTrumps, those who
gave a 5 for that subsequently went on to give higher marks than
those who started their ratings lower,suggests that some children
are generally more likely to give higher marks and so naturally,
all things being equal, we might have expected those who started

When Played

First Second Third Overall
Shark 24 35 36 95
Dobble 36 40 29 105
Top Trumps 39 31 32 102
Bingo 33 29 33 95
TABLE 8. Mean and median averages from all children for all the games.

Mean Mean Median Median

(anticipated) (experienced) (anticipated) (experienced)
Shark 4.03 4.3 4 4
Dobble 3.15 3.55 3 3
Top Trumps 3.29 3.54 3 4
Bingo 3.26 3.65 3 4
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FIGURE 12. Before and after ratings according to the order in which the game was met for game (a - LHS) Dobble and (b -RHS) Shark.
TABLE 9. Comparing ratings according to when seen.
First Third Change
(anticipated) (experienced) (anticipated) (experienced) (anticipated) (experienced)
Shark 3.71 4.29 4.06 4.4 9.4% 2.6%
Dobble 3.23 371 3.14 3.21 -2.8% -13.5%
Top Trumps 3.44 3.95 3.56 3.33 3.5% -15.6%
Bingo 3.42 3.58 3.09 3.73 -9.6% 4.2%
TABLE 10. Effect of preceding choice on immediate next choice.
Shark Dobble
(anticipated) (experienced) (anticipated) (experienced)
Shark First 35 4 35 35
Dobble First 4.5 4.4375 3.25 3.75

TABLE 11. Does a high score for the weakest game predict more
high scores after?

Average score Number
given to other
games

With S first on Dobble 3.77 13

With other scores on Dobble 3.76 21

With 5 first on Top Trumps 3.95 20

With other scores on Top Trumps 3.25 16

with a 5 on Dobble to have given higher marks in subsequent
evaluations but this was not available to them in the scale. This
certainly merits further studies.

3.5 Discussion

This case study show that children were discriminating and very
few (<3%) chose Brilliant all the way. In terms of how previous
encounters affect later encounters, the data in Tables 9 and 10
seem to suggest that there may be some effect but more work
is needed to establish what this is. The hypothesis that, "Scores
for other items after meeting first the “most fun” product would tend to
be lower than if those same items were encountered first or after the
"least fun” product.”is not really supported (see Table 10) where the
scores for Dobble, last two columns, do not change.

4 DISCUSSION
4.1 What has been learned?

From examining community use of the Smileyometer, albeit with
a relatively small subset of papers, it appears that the Smiley-
ometer is used in a variety of ways, some that are different from
those initially envisaged where it was intended to be a tool to
use before and after engagement alongside other metrics. The
Smileyometer has inspired other visual scales, has been used
for exploring new methods, and has been used as a response-
catcher for questions and UX surveys (where it often sees small
modifications). This differentiated appropriation of the tool is
valued andit has enabled new questions to be asked and explored.

The community has used the Smileyometer to compare expe-
riences across different systems and products and to compare
before and after experiences. These two uses can be considered
horizontal—for example with a control group and two experimen-
tal groups—and vertical—when used before and after. The end
point of horizontal use is to show an effect of an interaction or
a design or to show children’s preferences for one product over
the other. Critiques of the Smileyometer in the literature argue
that it is not effective with some children and also that the skew
and lack of differentiation are problematic.

The two case studies presented here provide some evidence
that (a) young children can complete Smileyometers with help,
(b) Brilliant all the way is not so common as expected, and
(c) that children can and do attribute a range of scores, viz.
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differentiate. These findings come with the usual caveats that the
studies described here are small, that the results would ideally
be validated with other scales and that there are many open
questions around what is being chosen by children, especially
young children, when they choose a smiley face.

4.2 Use and Validity

There is an ongoing debate on how to use data from Smiley-
ometers and how to ascertain validity. For all children, and espe-
cially young children, discussion on whether their responses are
representative of their experience, as noted in the comments in
our own studies, is pertinent. However, it is important to also
understand that participation is empowering for children (Van
Mechelen et al., 2021) and increases feelings of self-esteem and
wellbeing (Gordon & Russo, 2009); this is a good reason to facilitate
ways for young children to give feedback. Several papers looked
at in this review validated the Smileyometer with favourable
comparisons to results from the Again Again (Lochtefeld et al.,
2022, Sim & Cassidy, 2013, Zhang et al., 2021) and the Fun Sorter
(Dawidowsky et al., 2021, Jurdi et al., 2018) and others compared
results to observed fun (Leite et al., 2017, MacFarlane et al., 2005).
A potentially interesting area to explore going forward is to com-
pare Smileyometer results with other user ratings; one paper
compared the Smileyometer (M = 3) with Google (4) and Apple
playstore (3.7) ratings (Tsoi et al., 2021), which may have been adult
generated so could be quite different.

There is still concern on how a child can report that something
is better than expected, or better than a previous experience,
when choosing Brilliant as a starting point. This was discussed by
Hall et al. (2016) and was studied in our current paper from the
perspective of establishing if there is any evidence to support the
hypothesis that this is a problem. In our labs we have seen chil-
dren occasionally putting two circles around Brilliant or placing
two ticks, but in the case studies reported here, aside from two of
the very young children’s first attempts at the Smileyometer, this
was not seen. With the large numbers of children and the scoring
in Case Study 2, it appears the problem may be overstated; whatis
apparent is that discrimination is possible, as shown in papers in
Table 4; and in Case Study 2 the Smileyometer did seem to identify
a winning game.

Skew and limited differentiation are evident in the results in
many of the studied academic papers. When looking at the situ-
ations being evaluated, it is clear that a skew towards happiness
is potentially more a consequence of our unwillingness to subject
children to bad experiences, as put eloquently in Leite et al. (2017),
rather than an inherent problem with the scale—which, when
used in tricky interactions, can gather "awful” ticks (Tsoi et al.,
2021). We need to constantly remind ourselves that skew is not
necessarily bad—it is not wrong that children are having such a
good time with our technology.

4.3 New Guidelines for using the Smileyometer

BEFORE: G1. Find your Reason: The first guideline is to consider
the use of the Smileyometer mindfully, that is to say—ask why
children’s "self-reported” experience matters, and, if it does, ask
whether this is the right tool for this situation. In many situations
observations of children may be sufficient to ascertain that chil-
dren are having fun or that they are having a good experience. In
some situations other tools may be more appropriate for children
to use including those described in the literature review in this
paper. One reason to gather numeric data is to add rigour to a
study, another is for ease of reporting—that is to get a snapshot
of experience (Antle & Hourcade, 2022). In such cases where
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numerics are considered a good choice, rigour to the researcher,
and value to the child, are both supplied by paying attention to
making the Smileyometer (or other chosen scale) easy to use and
valuable for its purpose. Questions should be asked as to whether
a before and after score is needed and whether the objects being
compared are likely to result in different scores. As an example,
using a Smileyometer to "compare” children’s experiences of two
games, both expected to be equally fun, might be challenged—
are we wasting the children’s time or are we empowering them to
give an opinion? The scales should really only be used to support
a hypothesis or answer a question.

DURING: G2. Consider Completion: Having chosen the Smiley-
ometer, the aim is to then get the best results possible from the
tool. This may require additional words, different presentations,
or practice sessions. As described in the four-week study with
young children (Case Study 1), it may take a little bit of time
to help small children get the hang of what is going on. If the
Smileyometer hasn'’t been used before in this, or a similar, context
or with similar children, pilotits use, or consider training. We refer
the reader to the good practice found in Leite et al. (2017) where
children initially rated their responses to "broccoli”, "ice-cream”,
and "a stubbed toe” on the Smileyometer scales before using the
scales to evaluate a robot experience. From Case Study 1 in this
paper it may be that young children need practical assistance
to complete the scales especially when they first meet them;
this act of showing and then letting them do it is how children
are taught in school so incorporating practice sessions on scale
completion make sense. When using repeating Smileyometers,
maybe for a before and after scale, consider presenting these on
separate “pages” to reduce cross referencing and, when used with
surveys to capture responses (which is a common use reported
in the literature), which are often presented on a single page, mix
the order of questions if possible to minimise presentation and
order bias.

AFTER: G3. Report with Caution: Rigour in reporting, and using
Smileyometer data to show an effect, requires cautious use of
statistical tests and arithmetic means. With a single population
comparing different things, arithmetic means can be used for
illustration. When a large group from a reasonably homoge-
nous population, assigned without bias or selection, is comparing
things in a between-subjects situation, arithmetic means can
also be applied for illustration. A mean can be reported as an
average score in a summative one-time use of the scale, but it
may be better in those cases to report percentages for each of
the five scores. Getting the rigour right is essential to justify the
child’s effort.

5 CONCLUSION

A literature study showed the diverse ways in which the Smi-
leyometer has been used in HCI. The survey highlighted that
many variations are in place and that there is considerable variety
in how the Smileyometer is used; from research studies with
several conditions, as a response tool with other surveys, and as a
summative tool to log the general happiness of children with an
experience. Discrimination and skew, as well as use with younger
children, were themes that emerged from the literature, and we
explored these in two case studies. The studies are not conclusive;
however, the first points to young children being able to complete
the Smileyometer and the second illustrates concerns about skew
and discrimination being partly unfounded. Considering how to
improve the effectiveness of the Smileyometer in future studies,
we provided three guidelines to encourage users to think carefully
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about why they are asking children’s opinions, to actively think
about how the children are empowered to complete the Smiley-
ometers, and to consider how to report such findings.

There are several limitations to this work, the first being the
choice made to only look for insights from two venues, and within
that, only from those papers that provided full text versions. This
has naturally omitted several significant papers that will also
contribute insights. Initially there was a plan to look at papers
from IJCCI but on searching for those, given the relatively small
size of the community, it was clear that a large percentage of
these were reporting work that had previously been reported in
the included conference papers. As the present work is not being
presented as a systematic review, a pragmatic choice that was
made to not extend the search into other journal venues. A second
limitation is with the two case studies reported, each is a one-time
study with all the limitations inherent in drawing conclusions
from such works. Case Study 1, with small children had only
a small population, and the findings from it may not transfer
easily to other situations or contexts especially where formal
schooling starts at different ages. Case Study 2, while having large
numbers, compared games that were not digital, and it might
be hypothesised that with digital games the ratings might have
skewed differently; findings from this study cannot necessarily
be translated to interactive experiences, interaction modalities, or
educational contexts.

There is considerably more work that can be done in the future.
This includes studying different populations and contexts and
more work around the discrimination question with studies that
are comparing things that are predicted to be quite different in
order to see if children’s responses do in fact match expectations.
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