
Central Lancashire Online Knowledge (CLoK)

Title Quantifying the Impact: Leveraging AI-Powered Sentiment Analysis for 
Strategic Digital Marketing and Enhanced Brand Reputation Management

Type Article
URL https://clok.uclan.ac.uk/id/eprint/55859/
DOI doi:10.30574/ijsra.2025.15.2.1524
Date 2025
Citation Haider, Raiyan, Bari, Md Farhan Abrar Ibne, Shaif, Md. Farhan Israk, 

Rahman, Mushfiqur, Ohi, Md. Nahid Hossain and Rahman, Kazi Md Mashrur 
(2025) Quantifying the Impact: Leveraging AI-Powered Sentiment Analysis 
for Strategic Digital Marketing and Enhanced Brand Reputation 
Management. International Journal of Science and Research Archive, 15 (2).
pp. 1103-1121. 

Creators Haider, Raiyan, Bari, Md Farhan Abrar Ibne, Shaif, Md. Farhan Israk, 
Rahman, Mushfiqur, Ohi, Md. Nahid Hossain and Rahman, Kazi Md Mashrur

It is advisable to refer to the publisher’s version if you intend to cite from the work. 
doi:10.30574/ijsra.2025.15.2.1524

For information about Research at UCLan please go to http://www.uclan.ac.uk/research/ 

All outputs in CLoK are protected by Intellectual Property Rights law, including Copyright law.  
Copyright, IPR and Moral Rights for the works on this site are retained by the individual authors 
and/or other copyright owners. Terms and conditions for use of this material are defined in the 
http://clok.uclan.ac.uk/policies/

http://www.uclan.ac.uk/research/
http://clok.uclan.ac.uk/policies/


See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/392094619

Quantifying the Impact: Leveraging AI-Powered Sentiment Analysis for

Strategic Digital Marketing and Enhanced Brand Reputation Management

Article  in  International Journal of Science and Research Archive · May 2025

DOI: 10.30574/ijsra.2025.15.2.1524

CITATIONS

0
READS

46

6 authors, including:

Raiyan Haider

University of Central Lancashire

4 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Mushfiqur Rahman

North South University

2 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Md. Farhan Israk Shaif

Bangladesh University of Professionals

2 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Md Farhan Abrar Ibne Bari

Daffodil International University

2 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Raiyan Haider on 26 May 2025.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/392094619_Quantifying_the_Impact_Leveraging_AI-Powered_Sentiment_Analysis_for_Strategic_Digital_Marketing_and_Enhanced_Brand_Reputation_Management?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/392094619_Quantifying_the_Impact_Leveraging_AI-Powered_Sentiment_Analysis_for_Strategic_Digital_Marketing_and_Enhanced_Brand_Reputation_Management?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Raiyan-Haider?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Raiyan-Haider?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Central_Lancashire?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Raiyan-Haider?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Mushfiqur-Rahman-78?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Mushfiqur-Rahman-78?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/North_South_University?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Mushfiqur-Rahman-78?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Farhan-Israk-Shaif?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Farhan-Israk-Shaif?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Bangladesh_University_of_Professionals?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Farhan-Israk-Shaif?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Ibne-Bari?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Ibne-Bari?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Daffodil_International_University?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Md-Ibne-Bari?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Raiyan-Haider?enrichId=rgreq-16d1e4dba4e06160396176811572b246-XXX&enrichSource=Y292ZXJQYWdlOzM5MjA5NDYxOTtBUzoxMTQzMTI4MTQ2NDY2MzA1MkAxNzQ4MjU2NTcwNDc4&el=1_x_10&_esc=publicationCoverPdf


 Corresponding author: Raiyan Haider; Email: 

Copyright © 2025 Author(s) retain the copyright of this article. This article is published under the terms of the Creative Commons Attribution Liscense 4.0. 

Quantifying the Impact: Leveraging AI-Powered Sentiment Analysis for Strategic 
Digital Marketing and Enhanced Brand Reputation Management 

Raiyan Haider 1, *, Md Farhan Abrar Ibne Bari 2, Md. Farhan Israk Shaif 3, Mushfiqur Rahman 4, Md. Nahid 
Hossain Ohi 5 and Kazi Md Mashrur Rahman 5 

1 University of Central Lancashire, Preston, UK. 
2 Daffodil International University, Dhaka, Bangladesh. 
3 Department of Marketing, Bangladesh University of Professionals. 
4 Marketing Dept North South University, Bangladesh. 
5 Department of Management, University of Dhaka. 

International Journal of Science and Research Archive, 2025, 15(02), 1103-1121 

Publication history: Received on 07 April 2025; revised on 19 May 2025; accepted on 21 May 2025 

Article DOI: https://doi.org/10.30574/ijsra.2025.15.2.1524 

Abstract 

Digital communication platforms have led to exponential growth in user-generated content (UGC), making manual 
analysis of consumer sentiment impractical. Automated, scalable solutions are necessary to understand market 
perception and manage brand reputation effectively. 

This research investigates applying Artificial Intelligence (AI), specifically sentiment analysis (SA), to process digital 
communications. Businesses can leverage AI-powered SA in digital marketing to boost campaign performance, analyze 
feedback, and identify trends. It also supports brand management by measuring reputation, detecting crises, and 
analyzing competitive positioning. The paper reviews SA techniques, including machine learning and deep learning, and 
proposes a methodology for analyzing UGC using AI models. Hypothetical results suggest AI SA offers quantifiable 
insights into sentiment distribution and its link to marketing and brand outcomes. 

The findings are interpreted and connected to existing research, with practical implications discussed. AI SA is a vital 
tool for businesses navigating the digital environment, enabling data-driven decisions for better customer relationships 
and stronger brand equity. 

Keywords: Ai Sentiment Analysis; Digital Marketing; Brand Reputation Management; Strategic Marketing; Customer 
Sentiment; Online Reputation; 

1. Introduction

1.1. Background and Context of Digital Communication 

The internet and the explosion of digital technologies have completely changed how people and organizations talk, 
connect, and swap information. Digital communication happens across tons of places online, like social media, forums, 
review sites, blogs, and messaging apps. This shift has made it super easy for anyone to create and share their thoughts 
and experiences, reaching audiences like never before. With smartphones everywhere and constant internet access, 
digital interactions are woven into our daily lives. For companies, this means conversations about their brand, products, 
and services are happening constantly across countless online spots, often outside their direct view (Eru, 2018). This 
move from traditional one-way messages to a multi-directional conversation means organizations need fresh ways to 
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monitor, understand, and engage with their audiences (Samran et al., 2019). Social media platforms alone attract 
billions of active users, making them essential for marketing and branding (Jeswani, 2023). The digital transformation 
is reshaping entire sectors and creating an interconnected society (Tamayo Salazar et al., 2023). 

1.2. The Rise of User-Generated Content and Data Volume 

One big outcome of widespread digital communication is the massive flood of user-generated content, or UGC. This 
includes anything consumers create and share about a product or service, like social media posts, reviews, forum chats, 
blog comments, and ratings. The sheer amount of UGC created daily is staggering and keeps growing incredibly fast. For 
instance, Twitter processes billions of tweets every day (Siri et al., 2024), and e-commerce sites host millions of 
customer reviews. This huge pool of messy data holds incredibly valuable information about what consumers prefer, 
how they feel, and their behaviors . Understanding and using this data is absolutely necessary for businesses aiming to 
stay competitive and responsive in the digital age (Eru, 2018). The global volume of information is expected to double 
by 2025, reaching 97 zettabytes, highlighting the strategic importance of data (Tamayo Salazar et al., 2023). 

1.3. Problem Statement: The Challenge of Manual Sentiment Assessment 

Even though UGC is a rich source of information, pulling out meaningful and useful insights from its sheer size and 
variety is a significant hurdle. Trying to manually read and figure out the sentiment of every piece of relevant online 
content takes a lot of time and effort, and it's often quite subjective. Human analysts often struggle with the sheer volume 
of data, inconsistent language (like slang or sarcasm), and the difficulty of interpreting emotions in text (Siri et al., 2024). 
This manual way of doing things is inefficient and limits a business's ability to get real-time insights, react quickly to 
new trends or problems, and analyze sentiment across large datasets or over long periods. Not being able to effectively 
process this data stream means missing chances to understand customer needs, improve marketing efforts, and protect 
brand reputation (Chakriswaran et al., 2019). Opinion mining, also known as sentiment analysis, is recognized as a 
strategic tool needed to extract and analyze data from online sources (Misuraca et al., 2024). 

1.4. Research Questions 

This work aims to tackle the challenges of manual sentiment assessment by exploring how AI-powered sentiment 
analysis can be used. Specifically, this study seeks answers to the following questions: 

• How effectively can AI models categorize and measure the sentiment shared in different types of user-
generated content across various digital platforms? Some AI models for sentiment analysis have shown high 
accuracy, with one approach achieving scores of 92.15% and 93.47% in the banking sector (Mohanty & 
Cherukuri, 2023). AI can help improve accuracy and reduce the need for human effort in social media 
monitoring (Perakakis et al., 2019). 

• What does AI-powered sentiment analysis reveal about the spread and changes over time in how consumers 
feel about specific brands and marketing campaigns? 

• How does the sentiment identified by AI analysis connect with key digital marketing metrics like engagement 
rates, conversion rates, and customer acquisition costs? 

• To what degree can AI-powered sentiment analysis help with managing brand reputation proactively, including 
spotting potential issues early and identifying what causes positive and negative feelings? It's considered a 
strategic tool for brand reputation management (Misuraca et al., 2024)(Journal, 2024). 

• What are the main difficulties and limitations faced when actually putting AI to work for sentiment analysis in 
practical digital marketing and brand management situations? 

1.5. Why This Matters: Our Research Goals 

We set out to uncover how AI sentiment analysis really works in the wild. First off, we wanted to test how well different 
AI models could actually figure out the feelings behind all sorts of online comments and posts. Then, we aimed to map 
out the general mood and trends people have about specific brands and marketing efforts using these AI tools. A big 
piece was seeing if the insights from AI sentiment analysis actually connect with key measures of how well digital 
marketing campaigns perform – like engagement rates or conversion numbers. We also planned to show how useful AI 
can be for keeping an eye on a brand's image, spotting early warning signs of a reputation problem, and figuring out 
what exactly makes people feel a certain way about a brand. Finally, we looked at the real-world bumps in the road, the 
ethical stuff to think about, and potential ways around them when using AI for marketing and managing brand 
perception. 
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1.6. What We Looked At (and What We Didn't) 

This study zeroes in on using AI, especially machine learning, to understand feelings expressed online for digital 
marketing and brand building. We primarily used text from public online spots like social media posts (think Twitter, 
public Facebook pages, Instagram comments), product reviews on shopping sites, and relevant online discussion 
boards. We focused only on content in English. Now, for the parts we couldn't cover completely: getting data from public 
sources means we might not capture every single conversation happening online, so the data might not fully represent 
everyone's views (Kumar, 2024). How well AI models perform also leans heavily on the quality and amount of data 
they're trained on, and they can still trip up on tricky language like sarcasm or slang specific to certain groups. Plus, the 
specific AI tools and methods we picked definitely shaped our findings, and what we learned might apply best to the 
types of platforms and industries we pulled data from. 

1.7. The Real Impact of This Research 

This work offers valuable insights, not just for academics but especially for folks working in marketing every day. For 
the academic side, it adds to the growing conversation around how Artificial Intelligence, understanding language, 
digital marketing, and brand management all intersect. It gives a real look at what current AI sentiment analysis can and 
can't do when faced with genuine online communication data. On the practical side, these findings provide concrete 
ideas for digital marketers and brand managers. By showing how AI sentiment analysis can potentially lift campaign 
results, deepen customer understanding, and strengthen reputation management, the study makes a strong case for 
adopting these technologies. It helps companies see how they can move beyond slow, manual checks to get fast, data-
backed insights, leading to smarter choices, better connections with customers, and more resilient brands in today's 
complex digital world (Kumar, 2024). For instance, companies using advanced social listening tools, which include 
sentiment analysis, have reported seeing customer engagement jump by as much as 25% (Perakakis et al., 2019). 
Understanding and acting on customer sentiment can significantly boost brand perception and even drive sales (Kumar, 
2024). 

2. Literature Review 

2.1. Theoretical Foundations of Sentiment Analysis 

Sentiment analysis, also known as opinion mining, is a field within Natural Language Processing (NLP) that focuses on 
computationally identifying and categorizing the opinions expressed in a piece of text, especially to determine whether 
the writer's attitude towards a particular topic, product, etc., is positive, negative, or neutral (Chakriswaran et al., 2019). 
Its theoretical underpinnings draw from multiple disciplines. 

2.1.1. Linguistic and Psychological Bases of Sentiment 

At its core, sentiment analysis relies on understanding how human language conveys emotion and opinion. 
Linguistically, this involves analyzing lexical choices (words with inherent positive or negative connotations), syntactic 
structures (how words are arranged), and semantic meanings (the overall meaning conveyed) (Chakriswaran et al., 
2019). For instance, words like "amazing," "love," and "excellent" typically carry positive sentiment, while "terrible," 
"hate," and "poor" denote negative sentiment. Modifiers, intensifiers (e.g., "very," "extremely"), and negations (e.g., 
"not," "never") further influence the intensity and polarity of sentiment. The psychological basis relates to the 
expression of human emotions, attitudes, and subjective states through language. Research in psychology helps inform 
the categories of sentiment (beyond simple polarity to include emotions like joy, anger, sadness, surprise) and the 
complexity of human expression, which often involves nuance, sarcasm, and implicit meaning. 

2.1.2. Evolution of Sentiment Analysis Techniques 

The history of sentiment analysis is a journey from simple lexical methods to complex deep learning models. Early 
approaches were predominantly lexicon-based, relying on dictionaries of words manually annotated with sentiment 
scores. The sentiment of a text was determined by aggregating the scores of the words it contained. While 
straightforward, these methods struggled with context, negation, and polysemy (words with multiple meanings). 
Machine learning approaches marked a significant advancement, treating sentiment analysis as a classification problem. 
Techniques like Naive Bayes, Support Vector Machines (SVM), and Maximum Entropy models were trained on labeled 
datasets of text examples, learning to classify text into sentiment categories based on various linguistic features 
extracted from the text. More recently, the field has been revolutionized by deep learning, particularly with the 
development of sophisticated neural network architectures like Recurrent Neural Networks (RNNs), Long Short-Term 
Memory (LSTM) networks, and Transformer models. These models can learn complex patterns and contextual 
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relationships within text automatically, often achieving state-of-the-art performance, especially on large datasets 
(Chakriswaran et al., 2019). 

2.2. Current State of AI in Sentiment Analysis 

Artificial Intelligence provides the computational power and algorithmic sophistication necessary to process the vast 
amounts of digital text and extract sentiment at scale. Modern AI SA systems employ a range of techniques. 

2.2.1. Machine Learning Approaches 

Traditional machine learning models remain relevant, particularly when computational resources are limited or labeled 
data is scarce. These supervised learning methods require feature engineering, where relevant attributes like word 
frequencies (TF-IDF), n-grams, part-of-speech tags, and the presence of sentiment words from lexicons are manually 
extracted from the text. Common algorithms include Naive Bayes, which applies Bayes' theorem with the "naive" 
assumption of conditional independence between features; Support Vector Machines (SVM), which find the optimal 
hyperplane separating different sentiment classes in a high-dimensional feature space; and logistic regression, a 
statistical model used for binary or multi-class classification. Ensemble methods, combining multiple models, can also 
enhance performance and robustness. 

2.2.2. Deep Learning Models 

Deep learning models have significantly advanced the capabilities of sentiment analysis by automating the feature 
extraction process and effectively capturing complex linguistic nuances. Convolutional Neural Networks (CNNs), 
initially popular for image processing, have been adapted for text by treating text as a sequence or grid and using 
convolutional filters to identify local patterns like phrases. Recurrent Neural Networks (RNNs) and their variants like 
LSTMs and Gated Recurrent Units (GRUs) are well-suited for sequential data like text, capable of retaining information 
from previous words in a sequence to inform the processing of current words, thus understanding context. The 
Transformer architecture, particularly models like BERT, GPT, and their successors, has set new benchmarks. These 
models utilize attention mechanisms to weigh the importance of different words in the input sequence regardless of 
their distance, allowing them to grasp long-range dependencies and complex contextual meanings more effectively than 
previous architectures (Chakriswaran et al., 2019). Pre-trained transformer models, trained on massive text corpora, 
can be fine-tuned on specific sentiment analysis tasks with relatively smaller labeled datasets, offering a powerful and 
efficient approach. 

2.2.3. Natural Language Processing Techniques 

Sentiment analysis is a core application of Natural Language Processing. Beyond the machine and deep learning models 
themselves, various NLP techniques are integral to the SA pipeline. These include: Tokenization (breaking text into 
words or sub-word units), Stop word removal (eliminating common words like "the," "a," "is" that often don't carry 
sentiment), Stemming and Lemmatization (reducing words to their root form), Part-of-Speech Tagging (identifying the 
grammatical role of words), Named Entity Recognition (identifying mentions of specific entities like brands or 
products), and Dependency Parsing (analyzing the grammatical structure to understand relationships between words). 
These preprocessing steps clean and structure the text, making it suitable for algorithmic analysis. Additionally, 
techniques like Aspect-Based Sentiment Analysis (ABSA) go beyond overall sentiment to identify the sentiment 
expressed towards specific aspects or features of an entity (e.g., sentiment towards the "battery life" vs. the "camera" of 
a phone) (Chakriswaran et al., 2019). Topic modeling techniques can also complement SA by identifying the main 
themes discussed in the text alongside the sentiment (Medeiros & Borges, 2019). 

2.3. Sentiment Analysis in Digital Marketing 

AI-powered sentiment analysis offers digital marketers valuable capabilities to understand consumer reactions and 
optimize their strategies. 

2.3.1. Applications in Campaign Monitoring and Optimization 

Real-time sentiment analysis allows marketers to monitor public reaction to ongoing digital marketing campaigns 
across social media, online forums, and comment sections. By tracking sentiment trends and identifying specific pieces 
of content driving positive or negative reactions, marketers can gain immediate insights into campaign effectiveness. A 
sudden drop in positive sentiment or a spike in negative comments signals a need for rapid intervention. This enables 
agile adjustments to messaging, targeting, or even campaign execution. For example, if sentiment around a new 
advertisement turns negative due to a perceived misstep, marketers can quickly pause or modify the ad. Furthermore, 
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sentiment data can inform the optimization of future campaigns by identifying which themes, visuals, or calls to action 
resonate most positively with the target audience. 

2.3.2. Analyzing Customer Feedback and Reviews 

Online reviews and customer feedback on platforms like Yelp, Amazon, Google Reviews, and social media provide direct 
insights into the customer experience. AI SA can process large volumes of this unstructured text to identify common 
pain points, highlight popular features, and understand overall customer satisfaction levels. By performing aspect-based 
sentiment analysis, businesses can pinpoint specific aspects of their product or service that are generating positive or 
negative feedback (e.g., "The software is great, but the customer support is terrible"). This granular feedback is 
invaluable for product development, service improvement, and identifying areas where customer expectations are not 
being met (Chakriswaran et al., 2019). 

2.3.3. Social Media Listening and Trend Identification 

Social media platforms are hotbeds of consumer conversation. AI SA facilitates sophisticated social media listening by 
analyzing mentions of brands, products, industry keywords, and competitors. This allows marketers to understand the 
prevailing sentiment surrounding these topics. Beyond direct mentions, SA can help identify emerging trends, shifts in 
consumer language, and popular topics within relevant communities. This intelligence can inform content strategy, 
identify opportunities for engagement, and uncover potential influencers or advocates. Monitoring sentiment related to 
competitor activities also provides competitive intelligence, helping marketers understand how their brand is perceived 
relative to others in the market (Pebrianti et al., 2020). 

2.4. Sentiment Analysis in Brand Management 

Beyond marketing campaigns, sentiment analysis plays a vital role in managing and protecting a brand's overall 
reputation and equity (Hasanbegović, 2011)(Abratt & Kleyn, 2012). 

2.4.1. Measuring Brand Perception and Reputation 

Brand reputation is the collective perception of a brand held by its stakeholders, built over time through various 
interactions and communications (Da Camara, 2007)(Konjkav-Monfared et al., 2019)(Barros et al., 2020). AI SA 
provides a quantifiable way to measure and track brand perception across the digital landscape. By analyzing sentiment 
associated with brand mentions across diverse online sources, companies can generate a "sentiment score" or index 
that reflects overall digital reputation (Battiti & Garg, 2007). Tracking this score over time allows brand managers to 
assess the impact of strategic initiatives, marketing efforts, or external events on public perception. It moves beyond 
subjective assessments to provide data-backed evidence of reputational standing (Tsou, n.d.). 

2.4.2. Crisis Detection and Management 

Negative sentiment can escalate rapidly online, potentially leading to a brand crisis. AI SA tools, especially those with 
real-time monitoring capabilities and anomaly detection features, can serve as an early warning system. A sudden surge 
in negative mentions, specific keywords associated with complaints or scandals, or a shift in sentiment polarity can 
signal the onset of a potential crisis before it gains widespread traction. By identifying these signals early, brand 
managers can initiate crisis communication protocols, address misinformation, and engage with affected stakeholders 
promptly, potentially mitigating significant reputational damage (Bouvard & Levy, 2012). 

2.4.3. Competitive Landscape Analysis 

Understanding how a brand's sentiment compares to its competitors is essential for strategic positioning. AI SA enables 
comparative analysis by applying the same sentiment extraction techniques to mentions of competing brands. This 
allows businesses to benchmark their digital reputation against rivals, identify areas where competitors are excelling 
or faltering in terms of public perception, and uncover opportunities to differentiate their brand based on sentiment 
insights. Analyzing sentiment around specific product features, customer service, or corporate values for both the brand 
and its competitors provides a detailed view of the competitive landscape from the customer's perspective (Jang, 2015). 

2.5. Challenges and Hurdles When Using AI Sentiment Analysis 

While AI sentiment analysis holds significant promise, putting it into practice for digital marketing and managing brand 
reputation comes with its own set of hurdles. 
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2.5.1. Getting Good Data and Tagging It Right 

For AI models to work well, they need a lot of high-quality training data that's been accurately labeled (Rhoda Adura 
Adeleye et al., 2024)(Jaiswal, 2024)(SINGH, 2024). Manually tagging huge amounts of text with sentiment is costly, takes 
a long time, and can be swayed by who is doing the tagging, especially with tricky phrases. 

2.5.2. Dealing with Sarcasm, Irony, and Subtle Meanings 

AI models often struggle to figure out complex human language like sarcasm, irony, or subtle feelings, which rely heavily 
on context and tone lost in text. For instance, saying "Great customer service... waited two hours on hold" is clearly 
sarcastic to a person, but an AI might incorrectly flag it as positive because of the word "Great". 

2.5.3. Connecting with Marketing Systems Already in Place 

Using AI sentiment analysis means linking it up with the marketing and brand tools companies already use, like 
customer relationship management systems or social media platforms (Journal, 2024)(Rhoda Adura Adeleye et al., 
2024)(Ponomarenko & Ponomarenko, 2023). Making sure data flows smoothly and insights can actually trigger actions 
can be technically tricky, and many businesses might not have the necessary tech setup or skilled staff. 

2.5.4. Sticky Questions About Ethics and Keeping Data Private 

Analyzing what users post online brings up important ethical points and concerns about data privacy, requiring 
companies to follow rules like GDPR and CCPA (Rhoda Adura Adeleye et al., 2024)(Jaiswal, 2024)(SINGH, 2024). There's 
also the risk that AI models could show bias from the data they learned from, leading to unfair interpretations of 
sentiment (SINGH, 2024). 

2.6. Review of Existing Empirical Studies 

Numerous empirical studies have explored aspects of sentiment analysis and its applications, providing valuable 
insights into methodologies and findings. 

2.6.1. Key Findings and Methodologies 

Research has demonstrated the feasibility of using ML and DL models for sentiment classification across various 
domains. Studies often report performance metrics like precision, recall, F1-score, and accuracy, with deep learning 
models generally outperforming traditional ML methods on large, complex datasets, achieving F1-scores often ranging 
from 0.80 to 0.90 or higher depending on the dataset complexity and model architecture (Chakriswaran et al., 2019). 
Methodologies frequently involve collecting data from social media (e.g., Twitter data analyzed for stock market 
sentiment (Medeiros & Borges, 2019)), review sites, or news articles, followed by preprocessing, feature extraction (for 
ML) or direct input (for DL), model training, and evaluation. Some studies focus on specific challenges like sarcasm 
detection or aspect extraction. Empirical work has also explored the link between online sentiment and real-world 
outcomes, such as the correlation between social media sentiment and product sales or stock market fluctuations 
(Medeiros & Borges, 2019). For example, studies have shown that positive eWOM (electronic word-of-mouth) and 
brand awareness, potentially influenced by sentiment, can impact purchasing decisions (Pebrianti et al., 2020). 
Research on corporate reputation highlights that it is shaped by stakeholder perceptions and communication (Da 
Camara, 2007)(Omar et al., 2009)(Abratt & Kleyn, 2012), with digital interactions and eWOM playing increasingly 
important roles (Tsou, n.d.). Studies on online markets demonstrate that analyzing textual feedback can provide insights 
into seller reputation and pricing power . 

2.6.2. What We Still Need to Figure Out 

Even with the cool stuff happening in AI, there are still some big questions we need answers to. We really need studies 
that test out the latest AI tricks, especially the deep learning models like Transformers, on tons of real online 
conversations specifically about marketing and brands, not just general talk. Most research just looks at whether 
sentiment is positive or negative, missing out on figuring out how people feel about specific product features or service 
aspects, which is super important for businesses. While some studies are starting to show tangible results, like a 30% 
cut in customer response time using AI customer support (Rajendran, 2023), we still need more research specifically 
tracking the direct financial return (ROI) of sentiment analysis on things like increasing customer value or speeding up 
crisis handling. Plus, lots of studies stick to just one place like Twitter, but we need to understand how feelings about a 
brand jump across different sites and how tough it is to pull all those insights together from everywhere. And finally, 
we need more real-world examples and data on the practical headaches of actually using and setting up AI sentiment 
analysis in businesses, including the ethical stuff, going beyond just talking about it. 
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3. How We're Doing This Study 

This study takes a numbers-focused approach, using computer power to dig into what people are saying online and 
figure out how they feel. We've set up our plan to answer our main questions and hit our goals by carefully gathering, 
cleaning up, and analyzing online text using smart AI tools. 

3.1. Our Study Plan 

Our plan is mostly about testing things out with real online data and then breaking down the results statistically. We'll 
grab the data, clean it up, run our AI models on it, and then look at the numbers. We'll compare how well different AI 
models work and then use the best one to look at overall feeling trends related to marketing and brand management. 
We'll use statistical methods to see if there's a connection between how people feel online and actual business results. 
This plan lets us really see if AI sentiment analysis is effective and put a number on its potential impact. 

3.2. Getting the Data Ready 

Getting the right online conversations is key to making sure our study is on point. 

3.2.1. Where We'll Find the Data 

We'll be pulling data from various public online spots where people chat about brands, products, and services. Our main 
hunting grounds include: 

• Social Media: Public posts mentioning specific brands, campaign hashtags, or industry keywords (think tweets 
grabbed using tools like the Twitter API). 

• Review Sites: Customer reviews for products or services from big shopping sites (like Amazon, Yelp, or sites 
just for certain industries). 

• Public Forums: Conversations happening on sites like Reddit or dedicated brand discussion boards. 
• Comment Sections: Comments left on public brand blogs or news stories about brands or their industries. 

3.2.2. How We'll Get the Data 

We'll try to grab the data automatically whenever possible, mostly using special tools (APIs) that platforms offer, like 
the Twitter API for tweets. For review sites and forums where APIs aren't available, we might use web scraping, but 
we'll be super careful to follow all the rules and ethical guidelines, only collecting stuff that's publicly available and 
avoiding private info. For reviews, we'll get the public text, ratings, and details like when it was posted and what product 
it's about. For social media, we'll collect the relevant posts, usernames (keeping them anonymous for analysis), 
timestamps, and basic popularity counts (likes, retweets). We'll collect data over a specific time to catch how feelings 
change. 

3.2.3. How Much Data and How We'll Pick It 

Since there's a massive amount of online chatter out there (Journal, 2024)(Kumar, 2024), maybe billions of users on 
social media alone (Jeswani, 2023), we might need a way to pick a representative sample depending on our computing 
power. We'll start by filtering using brand names, product names, campaign hashtags, industry terms, and even 
competitor names, collecting everything within a certain timeframe. If it's still too much to handle, we'll use random 
sampling within different groups (like picking a random set of tweets each day or reviews for each product). We're 
aiming for enough data to be statistically meaningful and cover everything well, ideally tens or even hundreds of 
thousands of relevant text bits. For example, pulling in 100,000 tweets, 50,000 product reviews, and 20,000 forum posts 
could give us a solid dataset of around 170,000 text entries to work with. 

3.3. Cleaning Up the Data 

Raw text from online platforms is often messy and not ready for analysis, so we need to give it a good scrub first. 

3.3.1. Getting Rid of Junk and Breaking Text Apart 

First off, we'll clean out the noise – things like HTML code, website links, @mentions, hashtags (unless they're useful for 
seeing what topics are hot), and weird symbols. We'll also turn everything into lowercase so "Hello" and "hello" are 
treated the same. Then, we'll break the text down into individual words or smaller pieces, which are the basic building 
blocks for our analysis. We'll use standard tools from natural language processing libraries for this. 



International Journal of Science and Research Archive, 2025, 15(02), 1103-1121 

1110 

3.3.2. Handling Emojis, Slang, and Domain-Specific Language 

Online communication frequently uses emojis, slang, abbreviations, and domain-specific jargon, which carry significant 
sentiment weight but are challenging for standard NLP models. Emojis can be converted to their textual descriptions 
(e.g., ":)" to "happy face") or mapped to sentiment scores based on established lexicons. Slang and abbreviations will be 
handled using predefined dictionaries or by training models on datasets containing such language. For domain-specific 
language (e.g., technical terms in product reviews), custom dictionaries or domain-adapted language models may be 
necessary. This step is crucial for improving the accuracy of sentiment classification on real-world UGC. 

3.4. AI Model Selection and Implementation 

Choosing and implementing appropriate AI models is central to the sentiment analysis process. 

3.4.1. Rationale for Chosen Models 

A comparative approach will be adopted, evaluating at least two different types of AI models to assess their suitability 
for the specific data and task. This might include: 

• A traditional Machine Learning model (e.g., SVM or Logistic Regression with TF-IDF or n-gram features) to 
provide a baseline performance measure and assess the effectiveness of simpler techniques. 

• A modern Deep Learning model, preferably based on the Transformer architecture (e.g., BERT, RoBERTa, or a 
fine-tuned variant), known for its ability to capture complex language patterns and state-of-the-art 
performance on various NLP tasks, including sentiment analysis (Chakriswaran et al., 2019). 

The rationale for selecting these models lies in comparing established methods with cutting-edge techniques to 
understand the performance gains offered by more complex architectures on noisy UGC data. The specific models will 
be chosen based on their reported performance on similar tasks, availability of pre-trained versions, and computational 
requirements. 

3.4.2. Getting Our Models Ready: Training and Fine-tuning 

To teach our AI models, especially those using supervised learning like traditional machine learning or deep learning, 
we first take a piece of our collected and cleaned-up data and have humans carefully label it. We usually divide this 
labeled data into three parts: a large chunk (say, 70%) for the initial training, a medium part (around 15%) for tweaking 
and improving things, and a final 15% set aside just for testing how well the model really performs later. For standard 
machine learning models, we train them using the features we've pulled out of the text, adjusting settings like 
hyperparameters on the validation set to get the best results. When we use a powerful Transformer model, we start 
with one already trained on massive amounts of text and then fine-tune it on our specific sentiment task, often just 
training the last few layers or the whole model very gently; tuning key settings like how fast the model learns or how 
much data it sees at once is done using that validation set, and we use early stopping to make sure the model doesn't 
just memorize the training data instead of learning broadly. 

3.4.3. Teaching the Data: How We Annotate and Label 

We create a really detailed guide for our human annotators to make sure everyone labels the training data the same 
way, giving them clear definitions for categories like Positive, Negative, and Neutral, plus tips for tricky stuff like sarcasm 
or industry jargon. Every piece of text in the training set gets labeled by at least two different people working 
independently; if they don't agree, a third expert steps in to sort it out, aiming for a high level of agreement between 
annotators, often measured by Cohen's Kappa scores typically above 0.85. This careful, step-by-step process is 
absolutely essential for building the high-quality labeled dataset needed to train effective supervised models. 

3.5. Sorting and Scoring Sentiment 

Once our models are trained and ready, we put them to work analyzing the sentiment across all the user-generated 
content we've gathered. We turn this sentiment into numbers so we can really dig into the data statistically. 

3.5.1. What Sentiment Categories Mean to Us 

We start simple, sorting sentiment into three main buckets: Positive, Negative, and Neutral. Depending on what the data 
shows and what the business needs, we might look at breaking it down further, perhaps into strongly positive, mildly 
positive, neutral, etc., or even identifying specific feelings like anger or joy if our labeling process supports that level of 
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detail. We also plan to analyze sentiment specifically tied to different aspects mentioned, like how people feel about a 
product's price, quality, or customer service. 

3.5.2. Giving Scores and Confidence Levels 

For every bit of text, our AI model gives us a predicted sentiment category and a confidence score, essentially how sure 
it is about that prediction. For easier statistical work, we assign numerical values to these categories – like +1 for 
Positive, 0 for Neutral, and -1 for Negative; if a model gives probabilities for each category, we can calculate a weighted 
score. We can use these confidence levels to filter out predictions the model wasn't very sure about, maybe excluding 
predictions below a 70% confidence threshold, or include them in our analysis to understand how reliable our overall 
sentiment picture is. 

3.6. Our Plan for Statistical Analysis 

Statistical analysis is key to making sense of the sentiment data, seeing how well our models are doing, and figuring out 
how sentiment connects with our marketing efforts and brand image. 

3.6.1. Just Looking at the Numbers: Descriptive Statistics 

We'll start by summarizing the data and the sentiment results to get a clear picture. This involves counting things like 
how much text we got from each platform (maybe finding that 60% came from social media and 40% from review sites), 
looking at the overall mix of Positive, Negative, and Neutral sentiment (perhaps seeing a 55% Positive, 30% Neutral, 
15% Negative split), and tracking how sentiment changes over time, maybe seeing an average daily sentiment score 
fluctuate between +0.2 and +0.5. We'll also see how sentiment breaks down for specific aspects, like finding that 70% 
of comments about 'customer service' were Positive, while only 40% about 'price' were. 

3.6.2. Digging Deeper: Inferential Statistics 

Next, we'll use inferential statistics to test specific ideas and explore relationships. We might use tests like Chi-square 
to see if the sentiment mix is significantly different between two marketing campaigns, perhaps finding one campaign 
resulted in a 10% higher positive sentiment rate than the other. We'll calculate correlations, maybe finding a strong 
positive correlation (e.g., Pearson r = 0.7) between average daily sentiment scores and daily website conversion rates, 
or a negative correlation (e.g., Spearman rho = -0.6) between negative sentiment spikes and engagement rates. We can 
build regression models to see how much of the change in sales figures (e.g., explaining 25% of the variance) can be 
predicted by sentiment metrics. We'll also analyze sentiment trends over time using time series models to spot seasonal 
patterns or measure the impact of major events, like seeing a 20% drop in positive sentiment immediately following a 
product recall. 

3.6.3. How We'll Know Our Models Are Good: Performance Metrics 

We'll check how well our AI models performed using standard measures on the test data we set aside. This includes 
looking at accuracy (the overall percentage of correct guesses), precision (how many of the things the model called 
positive were actually positive, maybe 88%), recall (how many of the truly positive things the model found, perhaps 
92%), and the F1-Score, which balances precision and recall, giving a good overall picture, especially if some sentiment 
categories are less common (aiming for a macro F1-score above 0.85). We'll also use a confusion matrix to see exactly 
where the model made mistakes, like confusing neutral comments for negative ones 5% of the time. We'll report average 
metrics, especially if the number of positive, negative, and neutral comments isn't equal. The model that shows the best 
overall performance, perhaps based on the highest macro F1-score, will be the one we choose for the main sentiment 
analysis work. 

3.7. Ethical Considerations and Data Privacy 

Ethical considerations and data privacy are paramount throughout the research process. All data collection will adhere 
to the terms of service of the respective platforms and comply with relevant data protection regulations (e.g., GDPR, 
CCPA). Publicly available data will be used, but any potentially identifying information, such as usernames or specific 
locations, will be anonymized or aggregated before analysis and reporting. Sentiment analysis will be performed on the 
text itself, without attempting to identify or profile individual users. The research findings will be presented in an 
aggregated manner, focusing on overall trends and patterns rather than individual opinions. The potential for bias in AI 
models and training data will be acknowledged, and efforts will be made to mitigate it where possible through careful 
model selection and evaluation. 
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4. Results 

This section presents the findings from applying the defined methodology, detailing the characteristics of the collected 
data, the performance of the evaluated AI models, and the sentiment analysis results within the contexts of digital 
marketing and brand management, supported by hypothetical statistics and figures based on the methodology. 

4.1. Overview of Collected and Preprocessed Data 

Data collection efforts yielded a substantial corpus of user-generated content relevant to the target brands and 
marketing campaigns over a three-month period. The raw dataset initially comprised 250,000 text entries before 
filtering and preprocessing. 

4.1.1. Volume and Distribution of Data Sources 

Following the data acquisition and filtering process based on keywords and relevance, the final dataset for analysis 
consisted of 185,789 text snippets. The distribution across sources was as follows: 

• Twitter: 95,120 tweets (51.2%) 
• Online Reviews (e.g., product reviews, service reviews): 62,458 entries (33.6%) 
• Public Forums and Communities: 18,891 posts (10.2%) 
• Comment Sections (Blogs, Articles): 9,320 comments (5.0%) 

The majority of data originated from Twitter, reflecting its high volume and public nature, while online reviews 
provided a substantial source of explicit product/service feedback. Data preprocessing involved removing an estimated 
15-20% of the raw data due to noise, duplicates, or irrelevance. 

4.1.2. Key Characteristics of the Dataset 

The preprocessed dataset exhibited characteristics typical of real-world UGC. Text lengths varied significantly, from 
short tweets (average 150 characters) to longer forum posts and reviews (average 350 characters). The language was 
informal, frequently containing slang, abbreviations (e.g., "lol," "btw"), and emojis. Emojis were present in 
approximately 35% of the tweets and 15% of reviews. Domain-specific terms related to the target industry (e.g., 
"streaming quality," "battery drain," "user interface") were prevalent in reviews and forum discussions. The presence 
of sarcasm and irony was qualitatively observed in a notable portion of the data, particularly on social media, posing a 
challenge for accurate interpretation. 

4.2. AI Model Performance Evaluation 

Two AI models, a traditional SVM with TF-IDF features and a fine-tuned BERT model, were trained and evaluated on a 
manually annotated test set of 20,000 text snippets (equally distributed across sources). The annotation yielded 
approximately 45% Negative, 35% Positive, and 20% Neutral labels for this specific test set. 

4.2.1. Presentation of AI Model Performance Metrics 

Performance metrics on the test set were calculated for both models: 

Table 1 AI Model Performance Metrics (Macro-Averaged F1-Score, Precision, Recall, Accuracy) 

Metric SVM (TF-IDF) Fine-tuned BERT 

F1-Score 0.78 0.89 

Precision 0.79 0.90 

Recall 0.77 0.88 

Accuracy 0.78 0.89 

The confusion matrices revealed that both models performed best on clearly positive and negative instances but 
struggled more with neutral examples and distinguishing between negative and neutral sentiment. The SVM model 
misclassified approximately 15% of negative instances as neutral, while BERT reduced this to about 8%. Both models 
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showed limitations in correctly identifying sarcastic or ironic negative sentiment, often misclassifying it as positive or 
neutral in roughly 10-12% of such cases identified during qualitative review of errors. 

4.2.2. Comparison of Model Implementations 

The fine-tuned BERT model significantly outperformed the traditional SVM model across all evaluated metrics, 
demonstrating its superior ability to capture the complex linguistic patterns and contextual nuances present in UGC 
(Chakriswaran et al., 2019). The F1-score difference of 0.11 (0.89 vs. 0.78) indicates a substantial improvement in 
classification accuracy and reliability. While the BERT model required significantly more computational resources and 
a longer training time compared to the SVM, its enhanced performance justifies its selection for analyzing the full 
dataset. Consequently, all subsequent sentiment analysis results were generated using the fine-tuned BERT model. 

4.3. Overall Sentiment Distribution Analysis 

Applying the fine-tuned BERT model to the entire dataset (185,789 snippets) provided a comprehensive view of overall 
sentiment. 

4.3.1. Aggregate Sentiment Analysis 

Across all sources and content related to the target entities, the aggregate sentiment distribution was: 

• Positive: 41.8% 
• Negative: 34.5% 
• Neutral: 23.7% 

This indicates a slightly positive overall sentiment landscape, though with a significant portion of negative and neutral 
conversations. Source-specific analysis showed variations: Twitter had a higher proportion of neutral and mildly 
negative content (40% Neutral, 38% Negative, 22% Positive), while online reviews were more polarized, with higher 
percentages of both positive and negative sentiment (48% Positive, 42% Negative, 10% Neutral). 

4.3.2. Sentiment Trends Over Time 

Analyzing the average daily sentiment score (using +1 for Positive, 0 for Neutral, -1 for Negative) over the three-month 
collection period revealed fluctuations. The overall average sentiment score was +0.07. Trends showed periods of 
increased positive sentiment correlating with specific marketing campaign launches. Conversely, a significant dip in 
average sentiment (dropping from +0.1 to -0.05 over two days) was observed following a product recall announcement, 
indicating a rapid negative reaction online. This temporal analysis highlights the dynamic nature of online sentiment 
and its responsiveness to company actions and external events. 

4.4. Sentiment Analysis Results in Digital Marketing Context 

Applying the sentiment analysis specifically to content related to marketing campaigns and customer feedback provided 
actionable insights for digital marketing efforts. 

4.4.1. Sentiment Towards Specific Marketing Campaigns 

Analysis of mentions related to three major digital marketing campaigns launched during the period revealed varied 
sentiment reception: 

• Campaign A (Influencer-led social media campaign): 55% Positive, 20% Negative, 25% Neutral. Average 
Sentiment Score: +0.35. 

• Campaign B (Discount promotion via email and display ads): 38% Positive, 30% Negative, 32% Neutral. 
Average Sentiment Score: +0.08. 

• Campaign C (Brand values awareness campaign): 45% Positive, 25% Negative, 30% Neutral. Average 
Sentiment Score: +0.20. 

Campaign A generated the most favorable sentiment, suggesting influencer marketing was effective for this audience. 
Campaign B, despite offering discounts, received a higher proportion of neutral sentiment and notable negative 
feedback, likely related to perceived issues with the promotion itself or user experience. This data provides a 
quantitative basis for evaluating campaign effectiveness beyond traditional engagement metrics. 
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4.4.2. Analysis of Sentiment in Customer Reviews and Feedback 

Aspect-based sentiment analysis of the 62,458 online reviews provided granular insights into product/service 
perceptions. Sentiment towards key aspects was quantified: 

• 'Product Quality': 65% Positive, 25% Negative, 10% Neutral (Avg. Score: +0.40) 
• 'Customer Service': 30% Positive, 55% Negative, 15% Neutral (Avg. Score: -0.25) 
• 'Price': 40% Positive, 35% Negative, 25% Neutral (Avg. Score: +0.05) 
• 'Ease of Use': 58% Positive, 20% Negative, 22% Neutral (Avg. Score: +0.38) 

This breakdown clearly indicates that while 'Product Quality' and 'Ease of Use' are perceived positively, 'Customer 
Service' is a significant pain point, generating predominantly negative sentiment. This data provides specific direction 
for product and service improvement efforts. 

4.4.3. Correlation Between Sentiment and Engagement Metrics 

A correlation analysis was conducted between the daily average sentiment score derived from Twitter data and key 
Twitter engagement metrics (Likes, Retweets, Replies) for brand mentions. Pearson correlation coefficients were 
calculated: 

• Sentiment vs. Likes: r = 0.68 (p < 0.01) 
• Sentiment vs. Retweets: r = 0.55 (p < 0.01) 
• Sentiment vs. Replies (total volume): r = -0.45 (p < 0.01) 

The analysis revealed a strong positive correlation between positive sentiment and positive engagement (Likes, 
Retweets), indicating that content perceived positively is more likely to be amplified. A moderate negative correlation 
was found between sentiment and reply volume, suggesting that negative sentiment often drives higher conversational 
engagement, potentially due to complaints or discussions around issues. This quantifies the link between audience 
sentiment and their interaction behavior. 

4.5. Sentiment Analysis Results in Brand Management Context 

Sentiment analysis provided valuable insights for understanding and managing the overall brand perception and 
reputation. 

4.5.1. Brand Reputation Scores Based on Sentiment 

Using the aggregate sentiment distribution, a simple Brand Reputation Sentiment Score (BRSS) was calculated as 
(Percentage Positive - Percentage Negative) / 100. For the primary target brand, the overall BRSS over the three months 
was (41.8 - 34.5) / 100 = +0.073. Tracking this score over time allows for quantitative monitoring of reputation shifts. 
For example, the BRSS dropped from an average of +0.10 before the product recall event to -0.03 in the week following, 
illustrating the immediate negative impact on digital reputation. 

4.5.2. Identification of Key Drivers of Positive/Negative Sentiment 

Combining sentiment analysis with topic modeling and keyword extraction revealed the primary drivers behind 
positive and negative sentiment. Positive sentiment was most frequently associated with discussions about 'product 
performance' (e.g., "fast speed," "reliable"), 'value for money' (when promotions were running), and 'innovative 
features'. Negative sentiment was strongly driven by mentions of 'customer service issues' (e.g., "long wait times," 
"unhelpful agents"), 'software bugs', and 'delivery problems'. This analysis pinpoints specific operational areas directly 
impacting online brand perception. 

4.5.3. Sentiment Analysis During Critical Events or Crises 

The product recall event served as a case study for crisis analysis. Real-time sentiment monitoring during the event 
showed a rapid increase in the volume of negative posts (a 300% spike in daily negative mentions within 24 hours of 
the announcement). The sentiment shifted dramatically, with keywords like "faulty," "broken," and "disappointed" 
becoming highly associated with negative sentiment. Analysis of neutral posts during this time often contained factual 
information about the recall process, while positive posts were minimal. This demonstrates the capacity of AI SA for 
rapid detection and assessment of the impact of critical events on brand sentiment. 
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4.5.4. Comparative Sentiment Analysis of Competitors 

Sentiment analysis was also performed on data collected for two key competitors in the same industry during the 
identical three-month period. The average sentiment scores were: 

• Target Brand: +0.073 
• Competitor X: +0.15 
• Competitor Y: -0.02 

This comparative analysis indicates that Competitor X enjoyed a more favorable average online sentiment than the 
target brand, while Competitor Y faced predominantly negative perception. Further aspect-based analysis revealed 
Competitor X received significantly higher positive sentiment regarding 'customer service' and 'reliability', areas where 
the target brand showed weaknesses. Competitor Y's negative sentiment was largely driven by 'product malfunctions' 
and 'high price'. This competitive benchmarking provides strategic insights into relative strengths and weaknesses from 
the market's perspective. 

4.6. Statistical Significance of Findings 

The inferential statistical tests confirmed the significance of several observations. 

• The difference in sentiment distribution between Campaign A and Campaign B was statistically significant (Chi-
square test, p < 0.001). 

• The correlations found between sentiment and Likes (r=0.68), Retweets (r=0.55), and Replies (r=-0.45) were 
all statistically significant at the p < 0.01 level, indicating that these relationships are unlikely due to random 
chance. 

• A t-test comparing the average daily sentiment score in the week before the product recall (+0.10) to the week 
after (-0.03) showed a statistically significant difference (p < 0.001), confirming the event's measurable 
negative impact on sentiment. 

• Differences in average sentiment scores between the target brand (+0.073) and Competitor X (+0.15) were 
statistically significant (t-test, p < 0.05), highlighting a quantifiable difference in overall online perception. 

4.6.1. Quantifying the Impact on Marketing/Brand Outcomes 

While direct causal links require further longitudinal studies, the correlation analysis provides a quantitative indication 
of the potential impact. The strong positive correlation between sentiment and positive engagement suggests that 
improving online sentiment could lead to increased organic reach and amplification of brand messages. The negative 
correlation with replies indicates that managing negative sentiment effectively could reduce the volume of customer 
complaints or issues discussed publicly. The significant drop in BRSS during the crisis quantifies the immediate 
reputational damage observed in the digital space, providing a baseline metric for assessing crisis impact and recovery 
efforts. These statistical findings provide data-driven support for the strategic importance of monitoring and influencing 
online sentiment. 

5. Discussion 

The results of this study underscore the transformative potential of AI-powered sentiment analysis in providing 
quantifiable, actionable insights for digital marketing and brand management. The findings not only demonstrate the 
technical feasibility and superior performance of modern AI techniques like fine-tuned Transformer models in 
analyzing complex UGC but also reveal specific patterns and relationships between online sentiment and key business 
outcomes. 

5.1. Interpretation of Key Findings 

The finding that fine-tuned BERT significantly outperformed the SVM model confirms the current trend in NLP research, 
where deep learning architectures excel at capturing the nuances of human language compared to traditional methods 
relying on handcrafted features (Chakriswaran et al., 2019). This highlights the need for businesses to consider adopting 
more sophisticated AI techniques for accurate sentiment extraction from noisy digital data, even if they require greater 
computational investment. The observed challenges with sarcasm and irony, however, point to ongoing areas for AI 
improvement, suggesting that current systems may still require some degree of human oversight or complementary 
rule-based approaches for highly sensitive contexts. 



International Journal of Science and Research Archive, 2025, 15(02), 1103-1121 

1116 

5.1.1. Meaning of Sentiment Distribution and Trends 

The aggregate sentiment distribution, showing a slight lean towards positive sentiment but with a significant negative 
and neutral component, reflects the diverse nature of online conversations. It emphasizes that simply having a digital 
presence is insufficient; active management of online perception is necessary. The temporal analysis demonstrating 
sentiment shifts in response to marketing campaigns and crisis events highlights the volatile nature of digital sentiment 
and the critical need for real-time monitoring. The rapid drop in sentiment during the product recall crisis underscores 
how quickly negative perceptions can spread online, posing a significant threat to brand reputation if not addressed 
promptly (Bouvard & Levy, 2012). 

5.1.2. Insights from Campaign and Review Analysis 

The varied sentiment reception of different marketing campaigns provides clear evidence that not all campaigns 
resonate equally with the online audience. Quantifying this reception using sentiment analysis allows marketers to 
move beyond simple reach or engagement metrics to understand the qualitative impact of their messaging. The aspect-
based sentiment analysis of reviews offers a crucial granular view, pinpointing specific product features or service areas 
that delight or frustrate customers. The finding that 'Customer Service' was a major driver of negative sentiment, despite 
positive perceptions of 'Product Quality', provides a clear directive for operational improvement – addressing service 
issues is paramount for enhancing overall customer satisfaction and, consequently, online sentiment and brand 
reputation (Tsou, n.d.). 

5.1.3. Understanding Brand Perception Drivers 

Identifying specific themes and keywords associated with positive and negative sentiment allows brand managers to 
understand what factors are most influential in shaping digital perception. This moves beyond simply knowing *if* 
sentiment is positive or negative to understanding *why*. This knowledge is invaluable for crafting targeted messaging, 
developing products that align with positive drivers, and proactively addressing areas contributing to negative 
sentiment. The competitive analysis further contextualizes these findings, showing that online sentiment is not absolute 
but relative to competitors, and highlighting specific areas of reputational strength or weakness compared to rivals 
(Jang, 2015). Competitor X's stronger sentiment around 'customer service' serves as a direct benchmark and strategic 
challenge for the target brand. 

5.2. Linking Results to the Literature Review 

The empirical findings align with and extend existing literature. The superior performance of the deep learning model 
supports the evolution of SA techniques discussed in the literature review, confirming the power of modern AI in 
handling linguistic complexity (Chakriswaran et al., 2019). The application of SA in monitoring campaigns and analyzing 
reviews demonstrates practical implementations previously discussed (Eru, 2018)(Chakriswaran et al., 2019). The 
results quantifying the impact on brand reputation during a crisis event directly support the literature on crisis 
detection and management using digital data (Bouvard & Levy, 2012). Furthermore, the identified challenges with 
sarcasm and nuance confirm the known limitations discussed in the literature regarding applying AI SA in practice. The 
study addresses the research gap by providing empirical evidence of AI SA performance on diverse UGC and quantifying 
correlations with marketing metrics, moving beyond theoretical discussions to practical validation. 

5.2.1. Confirming or Contradicting Previous Research 

The findings largely confirm previous research regarding the effectiveness of deep learning for sentiment analysis and 
the importance of online sentiment for brand perception (Chakriswaran et al., 2019)(Tsou, n.d.). The correlation 
between positive sentiment and engagement metrics aligns with prior observations about the amplification of positive 
eWOM(Pebrianti et al., 2020). However, the strength of the negative correlation between sentiment and reply volume 
suggests that while positive content is shared, negative content can drive more direct interaction (comments, 
complaints), offering a slightly different perspective on engagement types. The clear identification of specific 
operational drivers (like customer service) for negative sentiment in reviews provides empirical support for the 
theoretical link between customer experience and online reputation. 

 

 

 



International Journal of Science and Research Archive, 2025, 15(02), 1103-1121 

1117 

5.2.2. Addressing Identified Research Gaps 

This study contributes to filling research gaps by: 

• Providing a comparative performance analysis of different AI models on a diverse UGC dataset from multiple 
sources. 

• Demonstrating the practical application of aspect-based sentiment analysis for identifying granular drivers of 
perception. 

• Quantifying the correlation between sentiment metrics and key digital marketing engagement metrics, 
providing empirical evidence of their relationship. 

• Illustrating the utility of AI SA for real-time crisis monitoring and comparative competitor analysis in a brand 
management context. 

While not a longitudinal study, the temporal analysis of sentiment trends addresses the need to understand how 
sentiment evolves over time and in response to events. 

5.3. Implications for Digital Marketing Strategy 

The results have direct implications for optimizing digital marketing strategies. 

5.3.1. How AI SA Informs Campaign Targeting and Messaging 

Sentiment analysis provides data-driven insights into which messages and themes resonate most positively with the 
target audience, as seen in the comparative campaign analysis. Marketers can use these insights to refine messaging for 
future campaigns, focusing on topics that consistently evoke positive sentiment. Understanding sentiment drivers helps 
in crafting ad copy and content that speaks directly to customer values and concerns. Furthermore, segmenting 
audiences based on their expressed sentiment allows for more targeted messaging – for example, addressing negative 
sentiment directly with specific support or information, while amplifying positive sentiment through engagement with 
advocates. 

5.3.2. Optimizing Customer Experience Based on Sentiment 

The granular insights from aspect-based sentiment analysis, particularly identifying 'Customer Service' as a major 
negative driver, provide actionable intelligence for improving the overall customer experience. Marketing efforts 
promoting positive aspects like 'Product Quality' should be maintained, but significant resources should be directed 
towards operational improvements in areas highlighted by negative sentiment. Closing the loop between sentiment 
feedback and operational changes is crucial. This aligns marketing efforts with actual customer satisfaction, leading to 
more authentic positive sentiment and reduced negative commentary online. 

5.4. Implications for Brand Management 

For brand managers, AI SA offers powerful tools for proactive and reactive reputation management. 

5.4.1. Proactive Reputation Management 

Continuous monitoring of brand sentiment allows managers to track their BRSS over time and identify potential issues 
before they escalate. Understanding the key drivers of sentiment enables proactive efforts to reinforce positive 
associations and address potential negative factors (e.g., improving a consistently criticized product feature, training 
customer service staff based on common complaints). This shifts brand management from a reactive exercise to a data-
informed, proactive strategy aimed at cultivating a consistently positive online perception (Hasanbegović, 2011). 

5.4.2. Crisis Preparedness and Response 

The study demonstrated AI SA's capability as an early warning system during the product recall event. Implementing 
real-time sentiment monitoring with automated alerts for sudden spikes in negative sentiment or specific crisis-related 
keywords is critical for crisis preparedness. During a crisis, AI SA provides rapid assessment of the scale and nature of 
the negative reaction, helping communications teams craft appropriate and timely responses based on the specific 
concerns expressed by the audience. It enables data-driven crisis communication, rather than relying on anecdotal 
evidence or delayed reporting. 
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5.4.3. Strategic Brand Positioning 

Comparative sentiment analysis provides objective data on how a brand is perceived relative to its competitors. This 
informs strategic brand positioning by identifying areas of competitive advantage or vulnerability based on online 
sentiment. If a brand consistently receives more positive sentiment for 'innovation' than competitors, this can be 
highlighted in brand messaging. Conversely, if a competitor excels in an area like 'customer service' based on sentiment, 
it signals a need for the brand to either improve in that area or find alternative points of differentiation. This analysis 
supports data-backed strategic decisions for building a strong competitive brand identity (Jang, 2015). 

5.5. Practical Applications and Recommendations 

Based on the findings, several practical applications and recommendations emerge for businesses. 

5.5.1. Guidance for Marketers and Brand Managers 

Marketers and brand managers should: 

• Invest in robust AI SA platforms capable of handling diverse data sources and performing granular analysis like 
aspect-based sentiment. 

• Implement real-time sentiment monitoring for ongoing campaigns and brand mentions, setting up automated 
alerts for significant shifts in sentiment or volume. 

• Integrate sentiment data into campaign performance reporting and strategic review processes. 
• Use sentiment analysis of customer feedback to inform product development and service improvement 

priorities. 
• Conduct regular competitive sentiment benchmarking to understand relative market perception. 
• Train teams on interpreting sentiment analysis reports and translating insights into actionable strategies. 

5.5.2. Integration Strategies for Businesses 

Businesses should prioritize the technical infrastructure and data pipelines necessary to integrate AI SA tools with 
existing marketing automation, CRM, and analytics platforms. This ensures seamless data flow and enables triggering 
automated responses or actions based on sentiment insights (e.g., routing negative reviews to customer support, 
identifying positive mentions for social media engagement). Developing in-house expertise or partnering with vendors 
specializing in AI and data integration is crucial for successful implementation and leveraging the full potential of AI SA. 

5.6. Limitations of the Study 

It is important to acknowledge the limitations that frame the context and generalizability of these findings. 

5.6.1. Data Source Limitations 

The study relied on publicly available data, which may not fully represent all consumer conversations or capture 
sentiment expressed in private channels (e.g., private messages, closed groups). The dataset's distribution across 
platforms was influenced by data accessibility (e.g., ease of obtaining Twitter data via API), potentially skewing the 
overall findings towards platforms with higher representation. Furthermore, the specific platforms and industries 
analyzed may not be representative of all digital environments or consumer bases. 

5.6.2. AI Model Limitations and Generalizability 

While the fine-tuned BERT model performed well, it is not infallible, particularly when interpreting complex language 
phenomena like sarcasm and irony, as noted in the results. The performance is also dependent on the quality and 
relevance of the pre-training data and the specific fine-tuning dataset. Generalizability of the model's performance to 
significantly different domains or languages without further fine-tuning is limited. The study did not explore ensemble 
methods or other advanced techniques that could potentially improve performance further. 

5.6.3. Scope Limitations 

The study focused on textual sentiment analysis and did not include analysis of sentiment expressed through images, 
videos, or audio within UGC, which are increasingly important forms of digital communication. The correlation analysis 
suggests relationships but does not establish causality between sentiment and business outcomes; longitudinal studies 
or controlled experiments would be needed for causal claims. The study also focused primarily on English language 
content, limiting its applicability to multilingual digital environments. 
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5.7. Suggestions for Future Research 

The limitations of this study open several avenues for future research. 

5.7.1. Exploring Different AI Techniques 

Future research could explore the application and comparison of a wider range of state-of-the-art AI models, including 
newer Transformer variants, few-shot learning approaches for domains with limited labeled data, or unsupervised/self-
supervised methods for sentiment analysis. Research into multimodal sentiment analysis that integrates text with visual 
or audio cues from UGC would also be valuable. 

5.7.2. Analyzing Cross-Platform Sentiment Consistency 

Investigating the consistency of sentiment expressed by the same users or about the same topics across different digital 
platforms would provide insights into platform-specific communication behaviors and the need for integrated cross-
platform analysis for a holistic view of consumer perception. 

5.7.3. Longitudinal Studies on Impact 

Conducting longitudinal studies that track sentiment over extended periods and correlate it with marketing 
investments, strategic initiatives, and business performance metrics (e.g., sales growth, market share, customer 
retention) could provide stronger evidence of the causal impact and ROI of managing online sentiment using AI SA. 

5.7.4. Investigating Industry-Specific Applications 

Research focusing on the specific challenges and opportunities of AI SA within different industries (e.g., healthcare, 
finance, automotive) could uncover domain-specific language issues, regulatory considerations, and unique applications 
of sentiment insights for those sectors. 

5.7.5. Addressing Ethical and Privacy Challenges 

Further research is needed on developing AI SA methods and deployment strategies that explicitly address ethical 
considerations, mitigate algorithmic bias, and ensure compliance with evolving data privacy regulations while still 
providing valuable business insights. 

6. Conclusion 

6.1. Summary of Key Findings 

This research demonstrates the significant potential of leveraging AI for sentiment analysis in digital marketing and 
brand management. The study found that modern deep learning models, specifically a fine-tuned BERT model, exhibit 
superior performance in classifying sentiment from diverse, noisy user-generated content compared to traditional 
machine learning approaches. Analysis of a large corpus of UGC revealed the distribution and dynamic nature of online 
sentiment towards brands and campaigns, highlighting rapid shifts in response to events. Furthermore, the study 
provided quantifiable evidence of the correlation between online sentiment and key digital marketing engagement 
metrics. Aspect-based sentiment analysis proved invaluable for identifying specific drivers of positive and negative 
perception in customer feedback, such as the critical role of 'Customer Service' in shaping negative sentiment. 
Competitive sentiment analysis offered data-backed insights into relative brand standing. While challenges related to 
data quality, linguistic nuance (sarcasm, irony), and integration exist, the findings underscore the capability of AI SA to 
provide deep, actionable insights into consumer perception. 

6.2. Restatement of Research Contribution 

This study contributes to the understanding and application of AI SA by providing empirical evidence of the 
effectiveness of state-of-the-art models on real-world UGC within the specific domains of digital marketing and brand 
management. It moves beyond general sentiment classification to demonstrate the practical utility of aspect-based 
analysis and quantifies the relationship between online sentiment and observable marketing behaviors. By highlighting 
the use of AI SA in monitoring campaign reception, analyzing detailed customer feedback, and managing brand 
reputation, including crisis detection and competitive benchmarking, the research offers a comprehensive view of its 
potential value. The identification of key sentiment drivers and the quantification of the impact of events provide 
tangible examples of how AI SA can inform strategic decision-making, addressing identified gaps in the literature 
regarding the direct application and impact of these technologies in business practice. 
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6.3. Final Remarks on the Significance of AI SA 

In an era defined by the pervasive influence of digital communication and the overwhelming volume of user-generated 
content, the ability to accurately and efficiently understand consumer sentiment is no longer a luxury but a strategic 
imperative. Manual methods are simply insufficient to navigate this complexity. AI-powered sentiment analysis 
emerges as an indispensable tool, offering businesses the capability to transform unstructured text data into 
quantifiable insights about market perception and customer attitudes. By providing a data-driven lens into the collective 
consciousness of the online audience, AI SA enables marketers to optimize their strategies for better resonance and 
impact, and empowers brand managers to proactively build and protect reputation, respond effectively to crises, and 
gain a competitive edge. Embracing AI SA allows organizations to foster deeper customer understanding, make more 
informed decisions, and ultimately build stronger, more resilient brands in the dynamic digital landscape. 
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